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#### Abstract

A novel nonlinear non-switching guidance strategy is proposed for missiles with timevarying velocities intercepting stationary targets, considering impact angle, seeker's field-of-view, and input saturation constraints, simultaneously. A new nonlinear control oriented mathematical model is established, and the guidance design problem is converted to be the issue of tracking control of a nonlinear system with the partial state constraint. In the first step, a bounded virtual guidance law is designed based on hyperbolic tangent function. In the second step, the effect of the input saturation is compensated with a first-order filter. Integral barrier Lyapunov function based stability analysis shows that the tracking errors of the whole guidance system converge to zero uniformly, and the prescribed guidance constraints are not violated. Finally, the numerical simulations are performed to demonstrate the effectiveness of the proposed guidance law.
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## I. INTRODUCTION

Guidance law is indispensable for a missile to intercept a target. Proportional navigation (PN) guidance has been widely applied to tactical guided missiles because of its simplicity in implementation [1]. However, in modern warfares, many targets are clad in armor to bolster their defenses. In some guidance missions, it is necessary for a missile to select a predetermined impact angle in the terminal phase of the homing to hit the weak point of the armored target for increasing warhead effectiveness and strengthening offensive capabilities.

The issue of impact angle control guidance (IACG) has been studied intensely for a few decades. The previous works can be mainly classified into the following categories of method: optimal control approaches [2]-[9], PN based approaches [10]-[15], sliding mode control (SMC) approaches [16]-[22], backstepping control approaches [22]-[26], and other methods [27], [28]. Since imposing the impact angle control may give rise to the highly curved trajectories of missiles, the targets may be out of the seeker's maximum detection limit, especially for the missiles equipped with strapdown seekers, which have narrow angles of view.

[^0]Thus, the IACG laws with seeker's field-of-view (FOV) constraint were studied in the past few years, and these works can be mainly classified into the following three methods: linear approaches [29]-[32], PN based approaches [33]-[37], and SMC approaches [38]-[40].

The guidance laws were designed as polynomial forms of time-to-go or relative range in common linear approaches [29], [30]. With linearizing the flight path angles, the closed form solutions of the lead angles of missile in these two laws were also obtained as the polynomial forms, so the maximum lead angles of missile can be modulated by adjusting guidance gains in advance. Besides, optimal control theory was involved in the IACG designs [31], [32]. The FOV constraint in these two laws were handled directly by utilizing the general optimal control method with an inequality constraint of state variable.

While the four linearized approaches mentioned above for seeker's FOV constrained IACG were all derived based on small angle hypotheses, some nonlinear guidance laws using the characteristics of the PN or biased proportional navigation (BPN) have been studied based on multi-phase guidance structure. BPNs with biased-shaping methods considering seeker's FOV and acceleration constraints were proposed in [33], [34]. In [35], a PN based switched-gain guidance
strategy was developed for impact angle control. Therein, the navigation gains were determined by numerical solutions for dealing with the seeker's FOV and acceleration constraints. By the fact that the PN with $N=1$ maintains the missile lead angle as a constant in the first stage, the switchedgain PN guidance in [36] changed the navigation gain from $N=1$ to $N \geq 2$ to satisfy the impact angle control in the second stage. The guidance scheme in [37] was composed of modified deviated pure pursuit with the error feedback loop in the first stage to maintain the constant missile lead angle, and the PN with $N \geq 3$ in the second stage for impact angle constraint. In addition, the maximum acceleration limits were also investigated in two-phase laws [36], [37].

Except for PN based approaches, SMC theory was also used to design nonlinear FOV constrained IACG laws. A switching logic was adopted in [38], which added an additional term in the traditional terminal sliding mode IACG law when the missile lead angle tries to exceed the prescribed boundary value to maintain the seeker lock-on. In [39], the seeker's FOV limit was transformed to be the constraint of the relative velocity perpendicular to the line-of-sight (LOS) between missile and target, and this limit was not violated in both sliding phase and reaching phase by introducing a special sliding mode surface and by designing integral barrier Lyapunov function (iBLF) based reaching law. A new sliding mode surface with a magnitude-limited sigmoid function was designed in [40] to prohibit the missile lead angle from exceeding the specified limit and also for impact angle control. And this guidance law is available for bearings-only measurements since it involves no information about relative range and LOS rate.
It is seen that the FOV constrained IACG has been studied in the past few years. However, we noticed that there are still some minor problems in the existing laws, and they can be described as follows.

- Small angle hypotheses are required in the linear approaches [29]-[32]. Whereas the simulations of these laws shows that the flight path angles and lead angles of missile become large especially during the midcourses. Thus, linear approaches may reduce the guidance precision and lead to large miss distances.
- Guidance commands are discontinuous in the PN based methods [33]-[37]. Multi-phase strategies and switching logics are involved in these laws, so the commands suffer from abrupt-jumping at some unknown time. And the jumping commands may challenge the tracking performances of the missile control systems.
- Derivations and simulations of the SMC based guidance laws [38]-[40] are performed with assuming that the missiles have constant velocities. But this assumption may not hold in practice since homing missile velocities are time-varying due to thrust, drag and gravity effects.
In FOV constrained impact time control guidance law design [41], the FOV limitation was transformed to be the output constraint of a nonlinear system, and backstepping technique combined with iBLF was used in the
design procedure. IBLF, proposed in [42], provided a direct way for the controller design of a state constrained nonlinear system. However, for a controllable practical dynamic system, the controller may be required to have real-time processing ability and the actuator performance may be restricted due to physical constraint, which may challenge the controller design based on iBLF to achieve state limitation, since the off-line feasibility check procedures may be involved and the freedom for control input may be required [42]-[44].

In this paper, A new nonlinear control oriented mathematical model is established for the FOV constrained IACG design. This guidance problem is converted to be the issue of tracking control of a nonlinear system with partial state constraint, which provide a method to deal with the problem from backstepping control point of view for the first time. Firstly, a bounded hyperbolic tangential virtual guidance law is designed to remove the feasibility conditions for the application of iBLF. Secondly, a time-varying first-order filter is designed to compensate the effect of commands saturation. Then iBLF based Lyapunov analysis shows the global stability of the guidance system. More importantly, compared with the existing studies about FOV constrained IACG designs, the proposed method has the following advantages:

- In the derivation of the proposed law, the three minor problems mentioned above in the existing literatures [29]-[40] are all avoided. The guidance law in this paper is nonlinear and non-switching essentially, and it is available for missiles with time-varying velocities.
- In the simulation, the missile under the proposed guidance law can achieve the impact from all rational aspects. Simulations show that the missile can intercept the target with impact angles from 0 deg to -180 deg, and this impact angle selection range is much larger than that in [29]-[40].
The remainder of this paper is organized as follows. In Section II, the mathematical model of the guidance system is established, and the multiple objectives of the guidance design are illustrated. The proposed guidance law is derived and the stability of the guidance system is analyzed in Section III. Section IV substantiates the guidance strategy via numerical simulations and Section V draws the conclusion of this paper.


## II. PROBLEM FORMULATION

This section presents the dynamics of the missile-target engagement in order to establish the nonlinear mathematical model for the guidance design. As shown in Fig. 1, a twodimensional engagement geometry between the missile $M$ and the target $T$ is considered in the inertial coordinate frame $X O Y$, where $r$ and $\lambda$ denote the relative range and the LOS angle between the missile and target; $V_{M}, \gamma_{M}$ and $a_{M}$ denote the velocity, flight path angle and the normal acceleration of the missile, respectively; $-\gamma_{d} \in[-\pi, 0]$ is the desired constant impact angle; $\theta_{M} \in[-\pi, \pi)$ is the missile lead angle, which is defined as

$$
\begin{equation*}
\theta_{M}=\gamma_{M}-\lambda \tag{1}
\end{equation*}
$$



FIGURE 1. Planar engagement geometry.

All the angles mentioned above are defined as positive in the counterclockwise direction. Then the relative kinematic equations between the missile and target can be expressed as

$$
\begin{align*}
\dot{r} & =-V_{M} \cos \theta_{M}  \tag{2}\\
r \dot{\lambda} & =-V_{M} \sin \theta_{M} \tag{3}
\end{align*}
$$

The dynamics of the missile motion with time-varying velocity are given by

$$
\begin{align*}
m \dot{V}_{M} & =T-D-m g \sin \gamma_{M}  \tag{4}\\
V_{M} \dot{\gamma}_{M} & =a_{M}-g \cos \gamma_{M} \tag{5}
\end{align*}
$$

where $m$ is the missile mass, $g$ is the gravitational acceleration, $T$ and $D$ are the longitudinal thrust and aerodynamic drag force of the missile, respectively.

Since the target to be attacked is considered to be stationary in this paper, the most direct interception strategy is to regulate the velocity vector of missile to point towards the target. And this guidance scheme can be represented as $\theta_{M}=0$ and $\dot{r}<0$.

In addition, the impact angle control is equivalent to the regulation of the terminal flight path angle of missile, i.e., $\gamma_{M}\left(t_{f}\right)=-\gamma_{d}$, where $t_{f}$ is the terminal guidance time. It can be obtained from (1) that the impact angle control can be further transformed to $\lambda=-\gamma_{d}$ on the basis that $\theta_{M}=0$ occurs before the terminal guidance time, i.e., the homing strategy mentioned above is ensured to take effect.

Moreover, the lead angle of missile in this paper needs to be limited since it almost determines the seeker's FOV range, especially when the angle-of-attack of missile is small enough to be neglected. Therefore, the seeker's FOV constraint can be represented as $\left|\theta_{M}\right|<k_{b}<\pi / 2$, where $k_{b}$ is a positive constant, whose value hinges on the prescribed seeker's maximum detection angle range.

To facilitate the guidance law design, the following three assumptions can be made without loss of generality in finite guidance time.

Assumption 1: The time-varying missile velocity is bounded and always satisfies the inequality $V_{M}>0$.

Assumption 2: The relative range between missile and target is bounded and always satisfies the inequality $r>0$.

Assumption 3: The initial lead angle of missile satisfies the inequality $\left|\theta_{M}\left(t_{0}\right)\right|<k_{b}$, where $t_{0}$ denotes the initial guidance time.

Differentiating (1) with respect to time and substituting (5) into it yield

$$
\begin{equation*}
\dot{\theta}_{M}=\frac{a_{M}}{V_{M}}-\frac{g \cos \gamma_{M}}{V_{M}}-\dot{\lambda} \tag{6}
\end{equation*}
$$

Combining (3) and (6), and considering the input saturation, the nonlinear state equations of the guidance system are established as

$$
\left\{\begin{array}{l}
\dot{\lambda}=-\frac{V_{M}}{r} f\left(\theta_{M}\right) \theta_{M}  \tag{7}\\
\dot{\theta}_{M}=\frac{\text { sat }\left(a_{M}\right)}{V_{M}}-\frac{g \cos \gamma_{M}}{V_{M}}-\dot{\lambda}
\end{array}\right.
$$

in which

$$
\begin{align*}
f\left(\theta_{M}\right) & = \begin{cases}\frac{\sin \left(\theta_{M}\right)}{\theta_{M}}, & \theta_{M} \neq 0 \\
1, & \theta_{M}=0\end{cases} \\
\operatorname{sat}\left(a_{M}\right) & = \begin{cases}a_{M} \operatorname{sgn}\left(a_{M}\right), & \left|a_{M}\right|>a_{\max } \\
a_{M}, & \left|a_{M}\right| \leq a_{\max }\end{cases} \tag{8}
\end{align*}
$$

where $a_{\max }$ denote the known upper bound of the guidance command $a_{M}$. Besides, the following lemma and corollary are helpful for the guidance design.

Lemma 1: The inequality $0 \leq f\left(\theta_{M}\right) \leq 1$ always holds on $\theta_{M} \in[-\pi, \pi)$.

Proof. It can be obtained that $f(-\pi)=0$, and $f\left(\theta_{M}\right)=1$ when $\theta_{M} \rightarrow 0$ by applying L'Hôpital's rule, so $f\left(\theta_{M}\right)$ is a continuous function on $\theta_{M} \in[-\pi, \pi)$. Besides, $\forall x \in(0, \pi)$, we have $\cos x<1$, and the inequality $\int_{0}^{x} \cos y d y<\int_{0}^{x} 1 d y$, i.e., $0<\sin x<x$ always holds. Thus, we can obtain $0<$ $f\left(\theta_{M}\right)<1$ on $(0, \pi)$. Then this proof can be ended since $f\left(\theta_{M}\right)$ is an even function.

Corollary 1: The inequality $0<f\left(\theta_{M}\right) \leq 1$ always holds on $\theta_{M} \in\left(-k_{b}, k_{b}\right)$.

Proof. This corollary is easy to be obtained according to Lemma 1 and that the value of $k_{b}$, i.e., the maximum of the seeker's FOV angle range, is set less than $\pi / 2$ in practice.

Now the control objectives of the nonlinear system (7) in this paper can be summarized as follows: To design the bounded guidance commands $a_{M}$ to guarantee $\lambda$ converging to $-\gamma_{d}$ for impact angle control, $\theta_{M}$ converging to zero and $\dot{r}<0$ for homing constraint, and the inequality $\left|\theta_{M}\right|<k_{b}$ always holds for seeker's FOV limit.

## III. GUIDANCE LAW DESIGN

In this section, the proposed guidance law is substantiated to satisfy the prescribed multiple constraints via three subsections. In Subsection III-A, hyperbolic tangent function and its two useful properties are introduced for promoting the guidance design. The details of the proposed guidance law are presented in Subsection III-B. And the analysis of the guidance system under the guidance commands is given in Subsection III-C.

## A. HYPERBOLIC TANGENT FUNCTION

Hyperbolic tangent function $\tanh (x)$ is a smooth continuous function defined in $x \in \mathbb{R}$, and it is given by

$$
\begin{equation*}
\tanh (x)=\frac{e^{x}-e^{-x}}{e^{x}+e^{-x}} \tag{9}
\end{equation*}
$$

We noticed that hyperbolic tangent function was utilized to substitute sign function to eliminate chattering in variable structure guidance law [40], was used to design adaptive guidance law [45], and was weighted in optimal guidance strategy [46]. In this paper, this function serves the design of virtual guidance law to remove the off-line feasibility check procedure in the further utilization of iBLF. For the sake of the analysis in Subsection III-C, two properties of hyperbolic tangent function are given as follows.

Property 1: The function $x \tanh (x)$ is a positive definite function with respect to $x$ on $x \in \mathbb{R}$.

Property 2: The inequality $|\tanh (x)|<1$ holds on $x \in \mathbb{R}$.
Note that these two properties are easy to be obtained, and the proofs are omitted here.

## B. NONLINEAR GUIDANCE LAW

Recalling the guidance system (7), the two tracking errors of the system are defined as

$$
\begin{align*}
& e_{1}=\lambda-\left(-\gamma_{d}\right)  \tag{10}\\
& e_{2}=\theta_{M}-\theta_{d} \tag{11}
\end{align*}
$$

where $\theta_{d}$ is the virtual guidance law to be designed. Then the guidance design procedure is detailed in the following two steps.

Step 1: Differentiating (10) with respect to time and substituting (7) and (11) into it yield

$$
\begin{equation*}
\dot{e}_{1}=-\frac{V_{M}}{r} f\left(\theta_{M}\right)\left(\theta_{d}+e_{2}\right) \tag{12}
\end{equation*}
$$

Now the virtual guidance law $\theta_{d}$ is selected as

$$
\begin{equation*}
\theta_{d}=k_{a} \tanh \left(c_{1} e_{1}\right) \tag{13}
\end{equation*}
$$

where $k_{a}=k_{b}-\varepsilon>0, c_{1}$ and $\varepsilon$ are two positive constants.
Using (10) results in the time derivative of the virtual guidance law as

$$
\begin{equation*}
\dot{\theta}_{d}=c_{1} k_{a} \dot{\lambda}\left(1-\tanh ^{2}\left(c_{1} e_{1}\right)\right) \tag{14}
\end{equation*}
$$

The Lyapunov function of this step is constructed as

$$
\begin{equation*}
V_{1}=\frac{1}{2} e_{1}^{2} \tag{15}
\end{equation*}
$$

By invoking (12) and (13), the time derivative of (15) satisfies

$$
\begin{equation*}
\dot{V}_{1}=-\mathcal{K} e_{1} \tanh \left(c_{1} e_{1}\right)-\frac{V_{M}}{r} f\left(\theta_{M}\right) e_{1} e_{2} \tag{16}
\end{equation*}
$$

where $\mathcal{K}=k_{a} V_{M} f\left(\theta_{M}\right) / r$.
Step 2: Differentiating (11) with respect to time and substituting (7) into it yield

$$
\begin{equation*}
\dot{e}_{2}=\frac{a_{M}}{V_{M}}+\frac{\Delta a_{M}}{V_{M}}-\frac{g \cos \gamma_{M}}{V_{M}}-\dot{\lambda}-\dot{\theta}_{d} \tag{17}
\end{equation*}
$$

where $\Delta a_{M}=$ sat $\left(a_{M}\right)-a_{M}$, which denotes the differences between the guidance commands with saturation treatment and the guidance commands to be designed.

Now the control input, i.e., the guidance law in this paper, is selected as

$$
\begin{align*}
& a_{M}=\frac{V_{M}\left(k_{b}^{2}-\theta_{M}^{2}\right)}{k_{b}^{2}}\left(-c_{2} e_{2}+\frac{V_{M}}{r} f\left(\theta_{M}\right) e_{1}+\chi\right) \\
&+V_{M}\left(\frac{k_{b}^{2}-\theta_{M}^{2}}{k_{b}^{2}} \dot{\theta}_{d} \varrho\left(e_{2}, \theta_{d}\right)+\frac{g \cos \gamma_{M}}{V_{M}}+\dot{\lambda}\right) \tag{18}
\end{align*}
$$

where $c_{2}$ is a positive constant, and

$$
\begin{equation*}
\varrho\left(e_{2}, \theta_{d}\right)=\frac{k_{b}}{2 e_{2}} \ln \frac{\left(k_{b}+e_{2}+\theta_{d}\right)\left(k_{b}-\theta_{d}\right)}{\left(k_{b}-e_{2}-\theta_{d}\right)\left(k_{b}+\theta_{d}\right)} \tag{19}
\end{equation*}
$$

It can be shown, using L'Hôpital's rule, that

$$
\begin{equation*}
\lim _{e_{2} \rightarrow 0} \varrho\left(e_{2}, \theta_{d}\right)=\lim _{e_{2} \rightarrow 0} \frac{k_{b}^{2}}{k_{b}^{2}-\left(e_{2}+\theta_{d}\right)^{2}}=\frac{k_{b}^{2}}{k_{b}^{2}-\theta_{d}^{2}} \tag{20}
\end{equation*}
$$

so we know that $\varrho\left(e_{2}, \theta_{d}\right)$ is bounded when $e_{2} \rightarrow 0$ by applying $\left|\theta_{d}\right|<k_{b}$ from Property 2 and (13).

In addition, the variable $\chi$ in guidance law (18), utilized to compensate the effect of input saturation, is designed as the output of a first-order auxiliary filter, which is given by

$$
\begin{equation*}
\dot{\chi}=-\frac{1}{\tau} \chi+\frac{\Delta a_{M}}{V_{M}}, \quad \chi\left(t_{0}\right)=0 \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{\tau}=c_{3}+\frac{\frac{2 k_{b}^{2}\left|e_{2} \Delta a_{M}\right|}{V_{M}\left|k_{b}^{2}-\theta_{M}^{2}\right|}+\frac{\Delta a_{M}^{2}}{V_{M}^{2}}}{2 \chi^{2}+S(\chi)} \tag{22}
\end{equation*}
$$

where $c_{3}$ is a positive constant and the switching function $S(\chi)$ is given by

$$
S(\chi)= \begin{cases}1, & \chi=0  \tag{23}\\ 0, & \chi \neq 0\end{cases}
$$

It can be known from (21) that the variable $\chi$ will not stay at zero if the input saturation occurs. Whereas $\chi \equiv 0$ if the saturation treatment on the guidance command is never in effect.

The iBLF for this step can be constructed as

$$
\begin{align*}
V_{2}= & \int_{0}^{e_{2}} \frac{\sigma k_{b}^{2}}{k_{b}^{2}-\left(\sigma+\theta_{d}\right)^{2}} d \sigma \\
= & \frac{k_{b}^{2}}{2} \ln \frac{k_{b}^{2}-\theta_{d}^{2}}{k_{b}^{2}-\left(e_{2}+\theta_{d}\right)^{2}} \\
& +\frac{k_{b} \theta_{d}}{2} \ln \frac{\left(k_{b}-e_{2}-\theta_{d}\right)\left(k_{b}+\theta_{d}\right)}{\left(k_{b}+e_{2}+\theta_{d}\right)\left(k_{b}-\theta_{d}\right)} \tag{24}
\end{align*}
$$

By using the results in [42], it can be obtained that $V_{2}$ is positive definite with respect to $e_{2}$ on $\left|\theta_{M}\right|<k_{b}$.

Differentiating (24) with respect to time yields

$$
\begin{equation*}
\dot{V}_{2}=\frac{k_{b}^{2} e_{2} \dot{e}_{2}}{k_{b}^{2}-\theta_{M}^{2}}+\left(\frac{k_{b}^{2}}{k_{b}^{2}-\theta_{M}^{2}}-\varrho\left(e_{2}, \theta_{d}\right)\right) e_{2} \dot{\theta}_{d} \tag{25}
\end{equation*}
$$

Substituting (17) and (18) into (25) and utilizing Young's inequality result in

$$
\begin{align*}
\dot{V}_{2}= & -c_{2} e_{2}^{2}+\frac{V_{M}}{r} f\left(\theta_{M}\right) e_{1} e_{2}+e_{2} \chi+\frac{k_{b}^{2} e_{2} \Delta a_{M}}{V_{M}\left(k_{b}^{2}-\theta_{M}^{2}\right)} \\
\leq & -\left(c_{2}-\frac{1}{2}\right) e_{2}^{2}+\frac{1}{2} \chi^{2}+\frac{V_{M}}{r} f\left(\theta_{M}\right) e_{1} e_{2} \\
& +\frac{k_{b}^{2}\left|e_{2} \Delta a_{M}\right|}{V_{M}\left|k_{b}^{2}-\theta_{M}^{2}\right|} \tag{26}
\end{align*}
$$

In addition, another Lyapunov function for this step can be chosen as

$$
\begin{equation*}
V_{3}=\frac{1}{2} \chi^{2} \tag{27}
\end{equation*}
$$

If the input saturation occurs during the interception, i.e., if the variable $\chi \neq 0$, by invoking (21) and (22) and using Young's inequality, the time derivative of (27) satisfies

$$
\begin{align*}
\dot{V}_{3} & =-c_{3} \chi^{2}-\frac{k_{b}^{2}\left|e_{2} \Delta a_{M}\right|}{V_{M}\left|k_{b}^{2}-\theta_{M}^{2}\right|}-\frac{\Delta a_{M}^{2}}{2 V_{M}^{2}}+\frac{\Delta a_{M} \chi}{V_{M}} \\
& \leq-\left(c_{3}-\frac{1}{2}\right) \chi^{2}-\frac{k_{b}^{2}\left|e_{2} \Delta a_{M}\right|}{V_{M}\left|k_{b}^{2}-\theta_{M}^{2}\right|} \tag{28}
\end{align*}
$$

Then the performances of missile under the proposed guidance law are to be analyzed theoretically in the next subsection.

## C. ANALYSIS OF THE GUIDANCE LAW

The guidance objectives with multiple constraints for the missile under the guidance law (18) can all be achieved via the proof of the following theorem.

Theorem 1: The guidance law (18) can guarantee homing constraint, impact angle control and seeker's FOV limit simultaneously for a missile intercepting a stationary target.

Proof. (1) Seeker's FOV limit. The Lyapunov function of the guidance system is selected as

$$
\begin{equation*}
V=V_{1}+V_{2}+V_{3} \tag{29}
\end{equation*}
$$

In the case $\chi \neq 0$, differentiating (29) with respect to time and substituting (16), (26) and (28) into it yield

$$
\begin{equation*}
\dot{V} \leq-\mathcal{K} e_{1} \tanh \left(c_{1} e_{1}\right)-\left(c_{2}-\frac{1}{2}\right) e_{2}^{2}-\left(c_{3}-1\right) \chi^{2} \tag{30}
\end{equation*}
$$

And in the case $\chi=0$, it can be verified that (30) also holds. According to Assumption 1, 2, Lemma 1 and Property 1, we know that the $\dot{V}(t)$ is negative semidefinite with respect to the vector $\left[e_{1}, e_{2}, \chi\right]^{T}$, i.e., $\dot{V}(t) \leq 0$, by selecting $c_{2}>1 / 2$ and $c_{3}>1$. Then using Assumption 3, Property 2, (11), (13) and (24) results in the existence and boundedness of $V_{2}\left(t_{0}\right)$, which further lead to the existence and boundedness of $V\left(t_{0}\right)$ by combining (10), (15), (21), (27) and (29). Thus, we have $V(t) \leq V\left(t_{0}\right)$ on $t \geq t_{0}$, which further results in the boundedness of $V(t)$. Assume that there exists some time $t=t_{1}>t_{0}$ such that $\left|\theta_{M}\left(t_{1}\right)\right|=k_{b}$, then $V\left(t_{1}\right)$ becomes unbounded from (11), (24) and (29), contradicting the boundedness of $V(t)$. As a conclusion, $\forall t \geq t_{0}$, we have
$\left|\theta_{M}(t)\right| \neq k_{b}$, and the inequality $\left|\theta_{M}(t)\right|<k_{b}$ always holds since $\theta_{M}(t)$ is a continuous function with initial condition $\left|\theta_{M}\left(t_{0}\right)\right|<k_{b}$ in Assumption 3, so the target is always within the seeker's FOV with the proposed guidance law.
(2) Impact angle control. It can be obtained from Corollary 1 that $\mathcal{K}>0$ during the guidance since $\left|\theta_{M}(t)\right|<$ $k_{b}$ on $t \geq t_{0}$ has been proved. According ro Property 1 , we have $\dot{V}(t)$ is negative definite with respect to the vector $\left[e_{1}, e_{2}, \chi\right]^{T}$, so $e_{1}$ and $e_{2}$ converge to zero, i.e. $\lambda$ converges to $-\gamma_{d}$ from (10). Thus, the impact angle control can be guaranteed by the proposed guidance scheme.
(3) Homing constraint. On the one hand, it is known from (11) that $\theta_{M}$ converges to $\theta_{d}$ as $e_{2}$ converges to zero under the proposed guidance law. Then from (13), we have $\theta_{M}$ converges to zero ultimately since $\theta_{d}$ converges to zero as $e_{1}$ converges to zero. On the other hand, it can be obtained from (2), Assumption 1 and the inequality $\left|\theta_{M}(t)\right|<k_{b}$ that $\dot{r}<0$ always holds during the interception, which shows that the homing constraint is not violated by the proposed guidance strategy, and this is the end of this proof.

Remark 1: When the missile is equipped with a passive sensor such as an infrared seeker or a passive sonar, the range information is difficult to measure in real time. To settle this problem, the relative range between missile and target, $r$, in guidance law (18) can be replaced with $-V_{M} \sin \theta_{M} / \dot{\lambda}$ according to (3).

## IV. NUMERICAL SIMULATIONS

In this section, the performance of the proposed guidance law is demonstrated via four subsections involving numerical simulations. Let $t_{0}=0$, and to model the boost phase with fuel-injection at the initial stage, the missile thrust and mass are considered as

$$
\begin{align*}
& T= \begin{cases}33000, & 0 \leq t<1.5 \mathrm{~s} \\
7500, & 1.5 \mathrm{~s} \leq t<8.5 \mathrm{~s} \\
0, & t \geq 8.5 \mathrm{~s},\end{cases}  \tag{31}\\
& m= \begin{cases}135-14.53 t, & 0 \leq t<1.5 \mathrm{~s} \\
113.205-3.31 t, & 1.5 \mathrm{~s} \leq t<8.5 \mathrm{~s} \\
90.035, & t \geq 8.5 \mathrm{~s}\end{cases} \tag{32}
\end{align*}
$$

The drag is modeled as

$$
\begin{equation*}
D=C_{D 0} Q S_{r e f}+\frac{K_{i} m^{2} a^{2}}{Q S_{r e f}} \tag{33}
\end{equation*}
$$

where $a=$ sat $\left(a_{M}\right)$, and $C_{D 0}, K_{i}, Q$ and $S_{r e f}$ denote the zero-lift drag coefficient, included drag coefficient, dynamic pressure and reference area respectively. The exact values and expressions of these parameters were given in [47].

## A. ALL-ASPECT IMPACTS

This subsection shows the performances of missiles under the proposed guidance law against a stationary target with different impact angles. The initial conditions of the missiles are selected as follows. The missiles are launched at $(0,0)$ with initial flight path angles $\gamma_{M}(0)=50$ deg and initial


FIGURE 2. Simulation results of Subsection IV-A. (a) Flight trajectories. (b) Flight path angles. (c) Missile lead angles. (d) Missile velocities. (e) Relative ranges. (f) Guidance commands.
velocities $V_{M}(0)=200 \mathrm{~m} / \mathrm{s}$. The target is fixed at $(8000,0)$. The maximum seeker FOV value is set as 60 deg. The upper bound of the guidance commands $a_{\text {max }}$ is selected as $15 g$, where $g=9.8 \mathrm{~m} / \mathrm{s}^{2}$. And the parameters in the proposed guidance law is chosen as $c_{1}=5, c_{2}=5, c_{3}=10$, and $\varepsilon=0.001$.

The simulation results of these scenarios are presented in Fig. 2. It is seen from Fig. 2(a) that the missiles intercept the target with impact angles from 0 deg to -180 deg successfully, and the flight path angles converge to the desired values before the interception in Fig. 2(b), which demonstrate the all-aspect interception capability of the missiles with the proposed guidance strategy. The missile lead angles in Fig. 2(c) never exceed the prescribed value to maintain the seekers lock-on. Meanwhile, the homing constraints are guaranteed
by the convergence of missile lead angles in Fig. 2(c) and the decrease of the relative ranges in Fig. 2(e). Besides, the guidance commands plotted in Fig. 2(f) are always continuous and within the maximum limit during the whole interception.

Furthermore, we also notice the following two key points of the simulation results in Fig. 2. Firstly, It takes more time for a missile to achieve a larger desired impact angle (we consider the absolute value of the angle here), as shown in Fig. 2(e). In fact, the missile flight path angles in Fig. 2(b) cannot converge to their desired values with arbitrary short time, because it must be time consuming for a missile to fly over some distance, and then rotate its velocity vector towards the target from a desired direction with bounded missile velocity value. Secondly, It takes the minimum efforts for the missile to achieve the interception with the impact


FIGURE 3. Simulation results of Subsection IV-B. (a) Flight trajectories. (b) Flight path angles. (c) Missile lead angles. (d) Missile velocities. (e) Relative ranges. (f) Guidance commands.
angle -90 deg , and the missile acceleration reaches a larger value with an impact angle which is smaller of larger than -90 deg in Fig. 2(f). And we can see from Fig. 2(a) that the missile trajectory with the impact angle -90 deg is the least curved in the seven profiles.

## B. IMPACTS WITH DIFFERENT INITIAL CONDITIONS AND FOV RANGES

This subsection demonstrates the proposed guidance law with different initial conditions and FOV ranges. Assume that six missiles are launched at $(0,0)$ and the target is fixed at (7000, 0). The initial conditions, desired impact angles and maximum FOV limits are listed in TABLE 1. The upper bound of the guidance commands and the parameters in the proposed law are set as same as that in Subsection IV-A.

TABLE 1. Simulation settings for subsection IV-B.

| Missile | $M 1$ | $M 2$ | $M 3$ | $M 4$ | $M 5$ | $M 6$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Desired impact angle (deg) | -60 | -90 | -120 | -60 | -90 | -120 |
| Initial flight path angle (deg) | 30 | 30 | 30 | 40 | 40 | 40 |
| Initial missile velocity (m/s) | 220 | 200 | 180 | 170 | 190 | 210 |
| Maximum FOV limit (deg) | 45 | 45 | 45 | 60 | 60 | 60 |

The simulation results of these cases are plotted in Fig. 3. It can be obtained from Fig. 3 that the missiles in these six different scenarios achieve the interceptions with desired impact angles successfully, and the missile lead angles and the guidance commands are within their prescribed limit values respectively. In addition, the following two aspects can be obtained from the simulation results. Firstly, it is seen from Fig. 3(e) that the guidance processes with smaller lead angle limits are more time saving, since the absolute values


FIGURE 4. Simulation results of Subsection IV-C. (a) Flight trajectories. (b) Flight path angles. (c) Missile lead angles. (d) Missile velocities. (e) Relative ranges. (f) Guidance commands.
of the relative velocities between missile and target, i.e., $|\dot{r}|$, become larger with smaller lead angles in (2). Secondly, It seems that the missile prefers to achieve the interception with a lead angle as large as possible with the proposed law in Fig. 3(c), though it results in a longer flight trajectory and longer guidance time as in Fig. 3(a) and (e). As a result, it is ascertained that the task of FOV constrained IACG in these different scenarios can be carried out for the missiles with the proposed guidance law.

## C. COMPARISONS WITH OTHER ADVANCED GUIDANCE LAWS

For the advantage analysis of the proposed guidance law, the missile performances under the proposed method are
compared with three typical advanced guidance strategies, which are two-stage proportional navigation (TPN) [11], range-to-go weighted optimal guidance (ROG) [32], and composite proportional navigation (CPN) [37], respectively.

TPN is the classic two-phase guidance strategy for impact angle control but free for seeker's FOV limit. We summarize the expression of TPN as

$$
a_{\mathrm{TPN}}= \begin{cases}\frac{2}{\pi} \gamma_{M}(0) V_{M} \dot{\lambda}, & \frac{\gamma_{d}-\gamma_{M}}{\gamma_{d}-\lambda}<2  \tag{34}\\ N_{1} V_{M} \dot{\lambda}, & \frac{\gamma_{d}-\gamma_{M}}{\gamma_{d}-\lambda}=2\end{cases}
$$

where $N_{1}=2$. Besides, ROG is the representative of FOV constrained IACG law derived based on linear method, and it


FIGURE 5. Simulation results of Subsection IV-D. (a) Miss distances for various time constants. (b) Impact angle error for various constants. (c) Missile lead angles for $\boldsymbol{\tau}_{\boldsymbol{M}}=\mathbf{0 . 3}$. (d) Guidance commands for $\boldsymbol{\tau}_{\boldsymbol{M}}=\mathbf{0}$.3.
is given by

$$
a_{\mathrm{ROG}}= \begin{cases}-\left(N_{2}+3\right) V_{M}^{2}\left(\frac{r \theta_{M}-k_{b} r_{1}}{r^{N_{2}+3}-r^{N_{2}+3}}\right) r^{N_{2}+1}  \tag{35}\\ +\frac{\mu r^{N_{2}}}{V_{M}^{2}}\left(1-\left(\frac{N_{2}+3}{N_{2}+2}\right)\left(\frac{r^{N_{2}+2}-r_{1}^{N_{2}+2}}{r^{N_{2}+3}-r_{1}^{N_{2}+3}}\right)\right), \\ r_{1}<r<r(0), \\ V_{M} \dot{\lambda}, & r_{2}<r<r_{1}, \\ -\frac{V_{M}^{2}}{r}\left(\left(N_{2}+2\right)\left(N_{2}+3\right) \theta_{M}\right. & \\ \left.+\left(N_{2}+1\right)\left(N_{2}+2\right)\left(\gamma_{d}-\gamma_{M}\right)\right), & 0<r<r_{2},\end{cases}
$$

where $N_{2}=1$, the values of $\mu, r_{1}$ and $r_{2}$ are determined in [32]. Then CPN, the representative of PN based approach, is excerpted as

$$
a_{\mathrm{CPN}}= \begin{cases}V_{M} \dot{\lambda}+K\left(k_{b}-\theta_{M}\right), & |\lambda|<\left|\lambda_{s}\right|,  \tag{36}\\ N_{3} V_{M} \dot{\lambda}, & |\lambda| \geq\left|\lambda_{s}\right|,\end{cases}
$$

where $N_{3}=3, K=300$, and $\lambda_{s}$ is defined in [37].
In this subsection, it is assumed that the missiles under four different guidance laws are launched at $(0,0)$ with initial flight path angles 30 deg and initial velocities $V_{M}(0)=$ $200 \mathrm{~m} / \mathrm{s}$. The target is fixed at $(10000,0)$. The desired impact

TABLE 2. Performance summary for subsection IV-C.

| Guidance law | Impact time | Miss distance | Impact angle error |
| :--- | :--- | :--- | :--- |
| Proposed | 35.83 s | 0.0994 m | $<10^{-4} \mathrm{deg}$ |
| TPN | 33.41 s | 0.2476 m | 0.0024 deg |
| ROG | 35.17 s | 0.0584 m | $<10^{-4} \mathrm{deg}$ |
| CPN | 35.43 s | 0.0146 m | 0.0010 deg |

angle $-\gamma_{d}$ is selected as -90 deg and the maximum seeker FOV value is set as 45 deg . The upper bound of guidance commands is set as $10 g$ and the parameters in the proposed method is chosen as same as that in Subsection IV-A.

The performance summary of the four guidance laws in these scenarios at the final time is given in TABLE 2, and the simulation results are shown in Fig. 4. It is seen from TABLE 2 that all of the four missiles with different guidance laws impact the target with both small impact angle errors and acceptable miss distances. Fig 4(a) shows that the missiles trajectories under ROG, CPN and the proposed law are similar. The missile lead angle under TPN exceeds the prescribed limit in Fig. 4(c), since FOV constraint is not considered in its design. In Fig. 4(f), the guidance commands under CPN jump down when the missile lead angle leaves the maximum value in Fig. 4(c). In Fig. 4(f), the guidance commands under ROG and the proposed guidance law are always continuous, but the implementation of ROG needs the calculations of the transient values $\mu, r_{1}$ and $r_{2}$, where numerical computation processes are involved to solve complex nonlinear equations.

In addition, the guidance commands under the proposed law in Fig. 4(f) are less than that under ROG and CPN in the short time before interception, which indicates that the missile with the proposed law takes the lead to achieve the desired impact angle and the impact condition $\left(\theta_{M} \rightarrow 0\right)$, as shown in Fig. 4(b) and (c). Therefore, the proposed guidance law shows better performances compared with other three advanced laws.

## D. FIRST-ORDER LAG SYSTEM CONSIDERATION

In this subsection, the simulations for a realistic missile model with first order autopilot lag are conducted. The autopilot dynamics is given by

$$
\begin{equation*}
\frac{a_{M}}{a_{c}}=\frac{1}{\tau_{M} s+1} \tag{37}
\end{equation*}
$$

where $a_{c}$ denotes the commands generated by guidance computer, the time constants $\tau_{M}$ varies from 0 to 0.4 s . And the impact angles $-45 \mathrm{deg},-90 \mathrm{deg},-135 \mathrm{deg}$ and -160 deg are considered here. The parameter $\varepsilon$ is set as 0.1 and the simulation scenario and other parameter selections are set as same as that in Subsection IV-A.

The value of $\varepsilon$ in this subsection is selected larger than that in the former three subsections, since the missile autopilot dynamics (37) is not modeled in guidance system (7), the tracking error $e_{2}$ under the commands $a_{c}$ may increase due to this lag effect. According to (11) and (13), in order to ensure that the missile lead angle does not exceed the prescribed limit value, the range of $\theta_{d}$ should be reduced appropriately, i.e., the value of $\varepsilon$ should be somewhat enlarged.

The miss distances $\left(r_{f}\right)$ and impact angle errors $\left(\Delta \gamma_{M}\right)$ with different time constants are summarized in Fig. 5(a) and (b), respectively. And the profiles of missile lead angles and guidance commands for $\tau_{M}=0.3 \mathrm{~s}$ are shown in Fig. 5(c) and (d), respectively. We noticed that the guidance precision with impact angles -45 deg and -90 deg are almost unaffected with the varying of the time constants. However, the miss distances and impact angle errors become large for $\tau_{M}>0.25 \mathrm{~s}$ with the desired impact angles of -135 deg as well as -160 deg , and they reach their maximums 3.6226 m and 3.2109 deg respectively for $\tau_{M}=0.4 \mathrm{~s}$. From Fig. 5(c) and (d), we know that though the guidance commands diverge at the final guidance time, the missile lead angle are always within the allowable range and converge to the small neighborhood of zero eventually to guarantee the impact. The results describe the applicability of the proposed law in the realistic missile model.

## V. CONCLUSION

A novel nonlinear and non-switching FOV constrained IACG strategy is proposed in this paper for a missile attacking a stationary target. A new nonlinear control oriented mathematical model with time-varying missile velocity consideration is established. Hyperbolic tangent function is used in the first step to design a bounded virtual guidance law. The effect of the input saturation is compensated in the second step with a first-order filter. IBLF based stability analysis shows that
the tracking errors of the guidance system converge to zero uniformly, and the prescribed guidance constraints can be guaranteed simultaneously. Numerical simulations demonstrate that the missiles can achieve the interceptions successfully with all rational aspects and many different specified conditions, which illustrate the effectiveness of the proposed law.
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