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Field-Programmable System-on-Chip-Based
Control System for Real-Time Distortion
Correction in Optical Imaging

Hannes Radner “, Johannes Stange

Abstraci—The digital transition requires real-time control
of complex systems with short loop time and low latency in
various applications. Field-programmable gate arrays (FP-
GAs) are, in principle, capable of complying with this task
but demand, on the other hand, a high programming effort.
In this article, we propose a field-programmable system on
chip (FPSoC) as a hybrid solution of an FPGA and a central
processing unit (CPU) on a single monolithic die to com-
bine the strengths of both architectures. An FPSoC-based
adaptive optical wavefront correction system is presented
as a case study to correct camera images in real time that
are distorted by time-varying aberrations. While a short
total loop time is achieved by interfacing the camera and
a deformable mirror on a low level directly with the FPGA,
all computationally nonintensive tasks are implemented on
the CPU to keep the flexibility, reusability, and development
expense low. The system corrects the optical distortion of
water surface waves with up to 3600 control cycles per
second and spatially attenuates the distortion up to Zernike
polynomial 14 with up to 150 Hz. The FPSoC system en-
ables fast spatiotemporal aberration correction in technical
processes and offers a perspective for measuring complex
flows through fluctuating interfaces.

Index Terms—Adaptive optics, field-programmable sys-
tem on chip (FPSoC), multiple-input multiple-output
systems, wavefront correction.

[. INTRODUCTION

DAPTIVE optical wavefront correction systems play a
central role in an increasing number of applications, such
as in earth-bound telescopes, ophthalmology, microscopy, or
long-range optical free-space communication. However, no uni-
versal solution exists to achieve a real-time control of such
complex optomechatronic systems with a short loop time.
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Accomplishing a loop time below 1 ms is challenging because
of the long complex loop sequence.

The control system needs to capture an image with a wavefront
sensor, process the data to retrieve the wave front, decompose
the wavefront into an orthonormal base, calculate the optimum
amplitude settings for compensation, and send them to the
adaptive optical correction element. The computational latency
can be tackled by high-performance systems with multiple cen-
tral processing units (CPU) accelerated by graphics processing
units (GPU) [1], but a large amount of the total loop time is
caused by the image acquisition, the frame grabber, and the
interface to control the adaptive optical element. A straight-
forward solution would be to use a field-programmable gate
array (FPGA) with a direct low-level interface to the external
components. This approach was applied for adaptive optics [2],
and it is also widely deployed in industrial applications [3], [4]
or to realize model-predictive controllers [5]-[9] or real-time
controlling tasks [10]-[13], cost-sensitive applications [14], or
whether a lot of preprocessing of, e.g., camera or sensor data is
needed [15]-[18].

However, FPGA-based systems have some drawbacks over
CPU- and GPU-based systems [19]. FPGAs are not programmed
directly. Instead, a hardware descriptive language, e.g., Verilog,
is used to describe the behavior of the hardware, or special
high-level synthesis tools are used to convert, for example,
C-code into a hardware-descriptive language. This behavioral
description is then synthesized into a register-transfer-level
(RTL) schematic. In the next stage, the design toolchain places
and routes the RTL schematic into a specific FPGA chip.
This process can take up to several hours even for very small
changes in the design. This is not feasible for the development,
test, debugging, comparison, or parameterization and highly
increases the development expense and costs. High-level tasks
or interfaces are also difficult to implement. One example
is the implementation of an ethernet interface in order to
control the FPGA-based controller via the transmission control
protocol/Internet protocol over the network. This is essential,
e.g., for industry 4.0, where all controlling devices of a factory
are connected with a standardized interface [20].

To overcome these drawbacks, we propose to deploy field-
programmable system-on-chips (FPSoCs) as a combination of
a fast native CPU and an FPGA on one chip with a shared
memory as a hybrid solution. These devices with dedicated
CPUs are much more powerful than soft cores synthesized into
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the FPGA and save FPGA resources. In this article, we show
in a case study at an optical wavefront correction system that
it is possible with an FPSoC to achieve a short loop time by
interfacing the hardware on a low level directly with the FPGA.
All computationally nonintensive tasks are implemented on the
CPU to keep the flexibility, reusability, and development expense
low.

The system presented in our case study is used to compen-
sate the optical distortion induced by a fluctuating water—air
interface. This is a challenging task, since the surface fluctuates
with up to several hundred Hertz. To meet this requirement, we
combined a fast deformable membrane mirror with a wavefront
sensor and a flexible signal processing system based on an
FPSoC (Zyng-7100, Xilinx).

The rest of this article is organized as follows. In Section II,
the optical setup is presented and the Fresnel Guide Star (FGS)
is introduced as a novel feedback value. In Section III, the
implementation of the hybrid control loop on the FPSoC chip
is explained in detail. In Section IV, the performance of the
control system is analyzed by means of two experiments. Finally,
Section V concludes this article.

II. CONTROL SYSTEM FOR ADAPTIVE OPTICAL
WAVEFRONT CORRECTION

A. Optical Setup

As the test case, we consider a camera-based flow measure-
ment to be conducted through a fluctuating air—water phase
boundary. The velocity information is derived from particles
carried with the flow, which are tracked by a camera (particle
image velocimetry—PIV). The wavefront correction system will
be employed to compensate for the image distortion caused by
light refraction at the interface. The optical setup of the measure-
ment system, including adaptive optical correction, is shown in
Fig. 1. The measurement object is a water-filled basin, where a
flow can be generated behind a nozzle. To excite capillary waves
on the open water surface, an airflow is used. The airflow does
neither influence the flow behind the nozzle nor does the water
flow contribute to the surface fluctuation. The basin has two
windows: one at the bottom for a transmission guide star (TGS)
(561 nm) and a side window for a laser light sheet (660 nm)
for PIV measurements (see Section IV-B). The light from the
TGS and the PIV light propagate through the fluctuating surface
and are affected identically by the distortion. To correct for
optical distortions with single optical access from the top, a
third laser (532 nm) for the FGS as an alternative to the TGS
is implemented. In contrast to the TGS, the optical distortion
is measured by evaluating approximately 7% of light, which is
reflected back from the surface. This Fresnel reflex contains all
information about the distortion (see Section II-B). The reflected
light propagates backward through the beamsplitter BS3 toward
the deformable mirror (DM69, Alpao, France). The mirror con-
sists of a deformable metallic membrane, which can be actuated
by 69 individual pistons below the membrane (see Fig. 2). A
single actuator at the center of the mirror reaches a phase lag
of —45° at 1261 Hz. With the 69 pistons, a superposition of
the first 14 Zernike polynomials [21] can be displayed. Zernike

Deformable mirror

(asignugney)

FPSoC-system

Corrected

wave front Dichroitic beam

BS2 splitter

Wave front
O sensor TGS

Il
LP 600 U

BS3 E

Wave front
=] sensor FGS

-
©
@
o}
o
14
X
>
3

g

Distorted
wave front

Air flow to
excite the surface

LY

Fluctuating o
surface

eloWed Ald
i

FGS laser light, A = 532 nm

[
|
——)

Water flow
— TGS laser light, A = 561 nm

Light sheet, A = 660 nm

Laser 561 nm

Fig. 1. Schematic of the optical setup of the presented wavefront cor-
rection system with two different guide star approaches. LP—long-pass
filter; PBS—polarizing beamsplitter; BS—50:50 beamsplitter; TGS—
transmission guide star; FGS—Fresnel guide star.
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Fig. 3. (a) Schematic working principle of a Hartmann—-Shack wave-
front sensor. (b) Hartmannogramm captured by the CMOS chip. The
red boxes mark the area of the center-of-mass evaluation for the spot
tracking.

polynomials define an orthonormal base, which are commonly
used to describe optical wavefront distortions, e.g., tilt, defocus,
or astigmatism. A linear combination of the polynomials is used
to display the inverse distortion of the water surface on the mirror
and thereby correct the wavefront. Beamsplitter BS2 directs a
part of the light from the light sheet onto a camera (PIV camera)
to record the particle distribution in the flow. The FGS and
the TGS are blocked by an optical long-pass filter. The light
from both guide stars is separated by a dichroic beamsplitter
and directed onto a fast in-house developed Hartmann—Shack
wavefront sensor. The basic working principle of the sensor is
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Fig. 4. Comparison of the beam path of a transmitted beam used for
the TGS and a reflected beam used for the FGS. Blue line—tilted water
surface; dashed line—surface normal; red line—beam path.

shown in Fig. 3(a). It consists of a microlens array and a comple-
mentary metal-oxide—semiconductor (CMOS) camera placed in
its focal plane. The wavefront is sampled by the microlenses.
The resulting Hartmannogramm is shown in Fig. 3(b). A tilt of
the local wavefront leads to a displacement of the spot on the
CMOS sensor from the optical center of the lens. The position
of the spots in the Hartmannogramm is used to decompose the
wavefront in low-order Zernike polynomials, which is further
discussed in Section III-A. The CMOS chip (LUPA3000 A, On
Semiconductor) is able to capture about 10 000 frames/s with
a resolution of 256 px x 256 px. The chip directly sends the
image data into the FPGA part of the FPSoC for the lowest
possible transmission latency. The FPSoC system evaluates the
image data from the sensor and controls the deformable mirror
accordingly.

B. Fresnel Guide Star

In contrast to a guide star observed in transmission, the
novel FGS technique [22]-[24] additionally implemented in
the presented setup (see Fig. 1) uses the reflected light of the
surface to measure the optical distortion induced by the inter-
face. This enables a measurement of the distortion with single
optical access. Using the reflex as the feedback value poses an
extra challenge for the control loop, since in transmission, the
controlled value equals the feedback value, but in reflection, it
does not. The reasons for this are the different laws for refraction
and reflection. If the Fresnel Reflex of the surface is used as
the feedback signal, the system will need to recover the control
value from it. The theory of the beam refraction at the surface
is illustrated in Fig. 4. The angle 57 of the transmitted beam is
determined by Snell’s law

sin 8 _ Nwater
sin o Nair

. (1

With respect to the local tilt angle y of the surface, 57 can be
determined as
nwater) _
Nair

For the Fresnel Reflex, the incident angle ap equals the
reflected angle 5p with respect to the surface normal. With this
relationship, the angle Sr can be calculated as

Br = arcsin <sin (o + ) * 2

Br = ar —27. 3)

© Measured data
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Transmitted beam angle By (AU)
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Fig. 5. Method of calibration for the control value recovery. A plane is
fitted to the measured data, which are used by the loop to recover the
control value from the FGS feedback value.

This relationship is not just valid for single beams, but also
for two-dimensional Zernike polynomials. A limitation of this
recovery strategy is that height changes of the surface are ne-
glected, but the results of Section IV proof that the neglection
is tolerable for small air-induced surface waves. For the setup
presented in Fig. 1, the incident beam angles o and av; are kept
constant. Since the deformable mirror modulates the wavefront
before it is measured by the Hartmann—Shack sensor, its set
value also has an influence to the measured feedback value.
Consequently, the control value Sr is a linear combination of
the mirror set value and the angle of the Fresnel Reflex S and
can be written as

Br = A xsetValue + B * Bg + C. 4)

It is necessary to include the mirror in the loop for the calibra-
tion process of the Zernike decomposition, which is discussed
in Section III-A. Regarding the experimental setup, it is not
possible to numerically calculate the values for A, B, and C'
because the exact position and orientation of all components in
the setup cannot be determined. Instead, a calibration procedure
is executed, in which the mirror is set to different set values, and
Br and [ are measured simultaneously for random surface
angles . Fig. 5 shows a result of the calibration as an example.
The parameters A, B, and C were determined by a least-squares
fit of a plane to the data. This linear fit is only valid for small tilt
angles.

C. Hardware

In order to achieve a high attenuation bandwidth for the
distortion compensation, a specialized processing system is
developed. The design goal for future measurements is the
compensation of optical distortions of a fluctuating air—water
interface with only one optical access, e.g., to enable mea-
surements inside droplets or bubbles. Droplets with 15-20 ul
can fluctuate with up to 150 Hz [25], [26]. Together with the
demand of correcting Zernike polynomials up the 14th order, as
determined by the deformable mirror, this leads to the following
requirements.
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Fig. 6. Flowchart of the implemented control loop. The red boxes mark

the special difference between the FGS and the TGS. The feedback
signal is only related to the control value, and the actual control value
has to be recovered. Signal of TGS—transmission guide star; signal of
FGS—Fresnel guide star; k—number of spots on the Hartmannogramm;
n—number of Zernike polynomials.

1) The total loop time should be less than 660 ys to achieve
a factor of ten as reserve.

2) The Hartmann—Shack wavefront sensor has to determine
the first 14 Zernike polynomials of the FGS wavefront
from a 256 x 256 px image with 30-100 spots.

3) The control system has to recover the control value from
the FGS wavefront and set the deformable mirror to
compensate the distortion.

The FPSoC-based control system was developed in-house to
achieve the design goal with a maximum flexibility. It consists
of four stacked printed circuit boards (PCBs). The first one is
for the power management, the second serves as an interconnect
backplane, and the third one implements the hardware-specific
interface to the mirror and to the cameras. The fourth PCB is
an FPSoC-Module TE0782-02-100-2I from Trenz Electronic
Germany, which features a Zyng-7100 FPSoC from Xilinx. This
ready-to-use module implements all basic circuits and interface
chips for the FPSoC and highly decreases the development
expense.

[ll. IMPLEMENTATION OF THE CONTROL
Loor ON THE FPS0OC

A. Control Loop

Fig. 6 shows the high-level flowchart of the control loop. To
make an efficient use of the FPSoC’s architecture, some parts are
implemented in the FPGA, while others are implemented in a
C++ application running in the user space of a Linux operating
system. As a feedback value, either the TGS or the FGS can
be used. The evaluation of the Hartmannogramm is comparable
for the TGS and the FGS. First, the position of all spots on
the Hartmannogramm [see Fig. 3(b)] is determined. The £ spot
positions are decomposed into a superposition of n Zernike
polynomials by means of a matrix multiplication. It performs a
least-squares fit of a linear combination of Zernike polynomials
to the measured spot positions. The matrix is obtained in a
calibration process by displaying one Zernike Z at a time on
the mirror and saving the deviation of the spots S column by

column in the M matrix [see (5)]. The Moore—Penrose inverse
M is then calculated by (6):

71 S1
Mz,s, Mz,s, Mzys, -+ Zs So
Mz,s, Mz,s, Mzys, | . [Zs| =53] (5
Mt = (M*M)"*M*. (6)

For the FGS, the control value Z is retrieved by solving (4),
as discussed in Section II-B. The measured Zernike combi-
nation is compared with a plane reference wavefront w, and
the deviation e is fed into n proportional—integral-differential
(PID) controllers. The Zernike outputs of the PID controllers
are superposed, and the needed control values are sent to the
69 actuators of the mirror. The mirror compensates the optical
distortion d and approaches a corrected wavefront y.

B. Implementation on the FPSoC

The detailed implementation of the FPGA part is shown in
Fig. 7. The design is organized in four different main modules
and consists of seven separated clocking domains.

1) Processing System: The processing system (PS) con-
sists of two ARM A9 cores, a central interconnect bus, attached
peripherals, a connected DDR 3 memory, and advanced ex-
tensible interface (AXI) bus connections to interface the pro-
grammable logic. The Zyng-7100 features two types of AXI
buses: the high-performance HP-AXI, which is designed for a
high data throughput, and the general-purpose GP-AXI, whichis
optimized for low-latency control tasks. The HP-AXI interface
is only used to send video data to the high-definition multimedia
interface (HDMI). The GP-AXI interface is expanded by an AXI
interconnect module from Xilinx to interface the various AXI
devices in the design.

This bus creates a memory space for all the connected slaves.
The address space of the memory starts with CPU and special
function registers to control the hardware of the processing
system. This is followed by the address space of the double
data rate (DDR) memory with the Linux Kernel and the user
space with user applications. The residual memory space can
be used to address the logic in the FPGA portion. There are
several strategies for the C++ application to communicate with
the logic in the FPGA, e.g., writing a kernel module, using a
device driver or memory mapping. For control tasks, memory
mapping is the best strategy to ensure a low latency. Therefore, a
small dual-port memory is synthesized into the FPGA. One port
of the block random access memory (BRAM) is connected to the
PS with the AXT Bus and an AXI BRAM Controller from Xilinx.
The other port is connected to the logic in the FPGA. When the
application is started, the base address of the BRAM is stored
to a pointer in the C++ application. In this way, the BRAM can
be read and written to as it would be a normal variable or array
with a comparable latency. To trigger or read signals from the
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Fig. 7. Structure of the implemented design on the system-on-chip device. The yellow modules share one logical address space.

FPGA, the same strategy can be used with the difference that the
storage cells are the direct output or input of the module. Xilinx
provides a ready-to-use module named AXI GPIO as a virtual
general-purpose input—output (VGPIO) for this purpose.

2) Data Processing: To evaluate the Hartmannogramm of
the FGS and the TGS, the Camera data in and the region-of-
interest (ROI) processing module are instantiated twice. The
camera is connected by 32 double-data-rate low-voltage differ-
ential signaling (DDR LVDS) data channels, one DDR LVDS
sync channel, and one 204-MHz LVDS clock input to the FPGA
fabric. Since the camera defines the data rate, the whole camera
data in clock domain is directly driven by the camera clock. Two
dual-port BRAMs are used to decouple the cross clock domain
data path to the ROI processing module. The camera transmits
the pixel data serially in groups of 32 pixels (one kernel) with a
packet size of 8 bits per pixel and signalizes the frame start,
row start, and column on the sync channel. The Zyng-7100
offers dedicated LVDS IO hardware, which is used to deserialize
the data stream to a 256-bit parallel data stream and an 8-bit
parallel sync stream. To achieve a proper deserialization, the
sampling point is centered to the middle of the eye pattern of
a OxAA training pattern by adjusting the channel delay. In a
next step, a barrel shifter is used with a OxOF training pattern
to align the deserializer with the 8-bit pixel packet. The next
camera IF module analyzes the sync channel for the frame
start and row start signal to store each kernel with increasing
address to the dual-port BRAMs. Before the kernel is saved,
the fixed pattern noise (FPN) is corrected by subtracting the
pixel offset. When the last kernel is received, the FPN module
signals the AXI VGPIO that the image has been completely
received.

The number of clock cycles to transfer an image from the
CMOS to the dual-port BRAM is determined by the CMOS
chip plus three control cycles needed by the FPN correction and
the camera IF module. For an image size of 256 x 256 px, 17 960
clock cycles are needed in total.

The ROI processing module evaluates the Hartmannogramm.
For the initial determination of the spot positions in the Hart-
mannogramm, the Init ROl module is used. The module analyzes
each kernel of the image and saves a possible spot position if the
gray level of a pixel exceeds 50%, and no other position within
a defined distance was saved as a potential spot position. The
positions are saved to the ROl BRAM, where the 14-bit address
corresponds to the ROI number and the x and y position is saved
as a 32-bit fixed point number with 16-bit integer part and 16-bit
fractional part for subpixel resolution. When the control loop is
in operation, the ROI center multiplexer (mux) module handles
the parallel access of the four ROI find center modules to the
ROI BRAM and the dual-port BRAM 1 by a request data and
wait-in-line scheme. The saved spot positions in the ROl BRAM
are divided into four equally sized groups. Each ROI find center
module updates the last known position of an ROI saved in the
ROI BRAM by a center-of-mass algorithm calculated in a small
15 x 15 px region at the last known position. This spot tracking
enables a significant higher detection range for large distorted
wavefronts measured by the Hartmann—Shack wavefront sensor.
When the ROI find center modules finished the evaluation of
the ROIs, they set a done flag, which is combined by an AND
gate and signaled to an AXI VGPIO pin. The ROI BRAM is
connected to an AXI BRAM controller to the processing system
and can directly be accessed via memory mapping in the C++
application.
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TABLE | TABLE Il
NEEDED CLOCK CYCLES PER MODULE OF THE DESIGN SHOWN IN FIG. 7 RESOURCES USED BY THE DESIGN SHOWN IN FIG. 7
main Module cycles clock domain | time (us) available in used used (%)
(MHz) Zyng®-7100
Camera data in 17960 204 88 LUT 277400 165946 59.8
ROI  processing 12200 100 122 LUTRAM 108200 3338 3
(85 spots) Flip flops 554800 182699 33
Mirror output 2300 25 92 BRAM 755 743 98.5
DSP slices 2020 855 42.3
The processing of one ROI takes 90 cycles in the worst case TABLE I
if an ROI splits over two horizontal adjacent kernels. Since the TIMING BUDGET FOR THE FLOWCHART IN FIG. 6 IN COMPARISON
ROIs are evaluated in parallel, the multiplexed memory access TO OTHER SYSTEMS REPORTED IN THE LITERATURE
is the bottleneck of this design. The ROI find center module
usually has to wait in line a few cycles for the requested data TGS FGS System | System | System
i system | system | [28] (1] [2]
and needs in average 143 cycles per ROI. On average, for the ACE
processing of a 256 x 256 px Hartmannogramm with 85 ROls, fast
12 200 cycles are needed. /ACE
The LUPA3000A CMOS chip can be controlled by the AXI Platform FPSoC | FPSoC | CPU 8?12}[1{‘U FPGA
Quad SPI module from Xilinx to set, e.g., the DDR LVDS /CPU
training pattern and analog-to-digital converter settings. number  of || 85 33 121 1600 256
3) HDMI Output: The purpose of the module is to output spots : /400
the Linux screen of the processing system or the image captured Image acqui- || 97ps s unknown | sim 4000ps
. R . sition /670 us
py the cameras. The monitor is connected to an HDMI physmal HSS evalua- || 122ps | 47ps 19ps
interface (phy) ADV7511 from Analog Devices, which is con- tion
nected to the HDMI control module. The module was originally Data import 43 ps 17ps
designed to only output the Linux screen. For this reason, an %ﬁ‘;‘posmm 36 s 13ps 40ps /130 us | 10ms
. 1300 ps
HDMI mux module was implemented. The HDMI outpgt runs Control value 112 “Tus
at 60 Hz with a resolution of 1080 p and is not synchronized to recovery 2.9us
the cameras. Controller 5us 5 us
4) Mirror Output: The fourth main module is the mirror lfV““Of inter- || 92us 92us unknown /Sim unknown
output module. It controls the deformable mirror from ALPAO. e -
The quule consllsts of 17 AXI VGPIO’s. Sixteen of them output S (com- || 206ps | 83ps 10ps 130ps | 8.8ps
the desired Zernike coefficient between —1 and 41 of Zyo—Z15 putational /1300 us
in a 32-bit fixed point number with the 16-bit integer part and latency)
the 16-bit fractional part. When the desired Zernike coefficients 2 (time) 387Tps | 271ps | 2000ps ?ffﬁsus 4000ps
are set, a .d.ata Vahq signal is sent to the module Zernl.k.e actuator S (frequency) || 2.58kHz| 3.6kHz | 0.5kHz | 1.2KkHz | 0.25kHz
superposition. This module calculates the superposition of the /0.9kHz

Zernike polynomials and the needed 16-bit integer values for
the 69 actuators of the mirror. The result is handed over to the
ALPAO mirror IF module by a 69 x 16 bit bus and a data valid
signal. The ALPAO mirror IF module checks the data to protect
the mirror from destructive set values and builds the packet
stream. The data are transmitted via a 16-bit parallel bus to the
mirror control box.

The module needs 18 clock cycles to calculate the superposi-
tion of the Zernike polynomials, 454 clock cycles to check and
build the packet stream, and 1828 cycles to transmit the data at
maximum possible bus speed. In total, 2300 cycles are needed.

Table I summarizes the resources used by the design and
Table II the needed clock cycles per module. The implemented
design was tested and verified with synthetic test data generated
with a second adaptive mirror not shown in the optical setup.

C. C++ Implementation

The control loop is implemented in a C++ application, which
runs in the user space of an embedded Linaro Linux operating

TGS: transmission guide star; FGS: Fresnel guide star; sim: not included in the loop
simulation; ACE: ALPAO Core Engine.

system. The authors preferred to use Linux instead of a bare-
metal or FreeRTOS environment, because there is a much larger
support base, and at the design stage, it was found to be much
easier to implement an HDMI in Linux, which is very useful for
debugging purposes. The real-time capability is ensured by a
careful software implementation and use of the CPU clock. The
jitter of the loop time is smaller than 5 us, which is negligible
compared to the total loop times (see Table III).

The program sequence is shown in Fig. 8. The first step (2)
of the C++ application is to initialize the modules in the FPGA
part and the camera. In the next step, one image is captured,
and the Init ROIs module is triggered to find the initial ROIs.
The software waits for the module to signal the end of the
Hartmannogramm evaluation with a high level at one of the
VGPIOs. After that, the BRAM mux module is switched to give
the ROI find center module access to the Hartmannogramm,
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(17 End program ) deviation e with the TGS control loop switched ON and OFF for a synthetic
- deflection of the TGS laser. The loop is able to attenuate distortions of
. . L up to 150 Hz.
Fig. 8. Flowchart of the implemented C++ application.

which will analyze the images in all following steps. In step 4,
the decomposition matrix M is determined, as discussed in
Section III-A. Step 5 is the first step of the actual control loop,
where the start time of the CPU clock is saved. This will be
necessary in step 14 to guarantee a well-defined loop cycle time
with real-time properties. In step 6, an image is taken, and the
Hartmannogramm is evaluated. The program waits for the ROI
find center modules to signal the end of the Hartmannogramm
evaluation with a high level at one of the VGPIOs. The next
steps of the control loop require more complex math and are
not computational demanding; thus, the position of all spots is
now imported in step 7 to a vector of the Eigen C++ library [27]
to the user space from the ROl BRAM. In step 8, the Zernike
decomposition is done, as described in Section III-A. The error
vector is calculated (step 9), and in case the FGS is used as a
feedback source, the control value is recovered (step 10). The
controller calculates the next set values in step 11 and applies
them to the Zernike actuator superposition module. In the next
three steps, the elapsed time is measured, and the program
waits until a defined loop period time is reached to guarantee
a well-timed loop cycle. In the last step 15 of the loop cycle, the
ALPAO IF module is signalized to start the data transmission
and waits for it to finish. A short minimum loop time of 271 us
can be reached for the FGS, which is important to attenuate fast
distortions of up to 1845 Hz in theory.

Table I1I summarizes the timing budget for the main steps of
the loop and compares it with the timing budget of other systems
reported in the literature. Care must be taken when comparing
the systems, because they use different strategies and algorithms,
do not necessarily use a spot tracking, and may start to sample
the next image while evaluating the last one. In general, it can
be seen that the computational latency is not the crucial part of
the timing budget and thus not the limitation for the maximum
attenuation bandwidth. Most time is spent on capturing the
image and interfacing the camera and mirror. Here, the FPSoC
system has a major advantage, since it directly interfaces the
camera chips and the mirror with the FPGA fabric, and it still

offers the same flexibility and low programming effort of a CPU
solution for the implementation of the actual control algorithms.
Only for very large numbers of spots, it might be feasible to
offload some C++ implemented functions to the FPGA on the
price of flexibility and programming effort.

V. RESULTS

The performance of the adaptive optical correction was
characterized in two experiments.

A. Determination of the Attenuation Bandwidth

In the first experiment, the maximum attenuation bandwidth
of the system was characterized. Therefore, a defined tilt distor-
tion with a cutoff frequency at 400 Hz was induced by a voice
coil mirror (not shown in the optical setup) (see Fig. 9). The
plot consists of two graphs, which show the measured Zernike
deviation e with the TGS control loop switched ON and OFF.
The system is able to attenuate a distortion up to 150 Hz. Fur-
ther investigation showed that the deformable mirror limits the
maximum attenuation bandwidth because the mirror membrane
does not follow the Zernike set value correctly anymore above
200 Hz. For example, if a tilt deflection is set to the mirror
with a high frequency, the membrane will response in a coma
deflection shape. However, the attenuation bandwidth of the
reported system is much larger than for other systems reported
in the literature, which are in the range of 25 Hz [28] to 43 Hz [1]
(ACE system).

B. Flow Velocity Measurement With
Time-Varying Distortion

To proof the functionality of the correction system for a rele-
vant application, a PIV flow measurement through a fluctuating
air—water interface was conducted. An air flow was directed
toward the water surface to excite capillary waves that represent
the optical distortion. The pressure of the air flow was chosen
low enough that the amplitude range of the deformable mirror
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(a)—(d) Adaptive optical correction performance of the system. The white arrows indicate the laminar flow field and the background color

the local standard deviation. The results are summarized in Table |V. (a) Reference performance of the PIV system, where the control loop and air
distortion are switched OFF. The mean relative standard uncertainty is 5.7%. (b) Influence of the air-induced distortion on the PIV measurement with
switched OFF control loop. The mean relative standard uncertainty is 49.2%. (c) Reduction of the air induced distortion on the PIV measurement
with active Fresnel guide star control loop. The mean relative standard uncertainty is 15.9%. (d) Reduction of the air-induced distortion on the PIV
measurement with active transmission guide star control loop. The mean relative standard uncertainty is 11.1%.

was not exceeded. The range of the mirror for a peak-to-valley
tip and tilt stroke is 84 pm. This stroke is extended by a Keplerian
telescope with a magnification factor of 0.5 to 168 um. PIV is
a method to measure the two-dimensional two-componential
velocity flow field in a medium [29]. To visualize the flow,
the medium is seeded with reflecting silver-coated hollow glass
spheres, and a laser light sheet is used to illuminate the mea-
surement volume. The PIV camera captures two images with a
defined time delay /A\t. The images are divided into interrogation
areas. For each area, the displacement AS of the particles is
evaluated by means of a cross-correlation function. With the cal-
culated shift vector and the known time difference /At, the local
two-component velocity ¢ can be calculated with v = A5/ At
for one interrogation area. Repeating this procedure for all
interrogation areas yields the two-dimensional flow vector field.

To characterize the improvement of the PIV measurement,
the laminar flow behind the nozzle with a mean velocity of
about ¥ = 6 mm -s~! was measured through the surface for
different cases. In Fig. 10, the white arrows indicate the mean
flow velocity, and the background color represents the local
relative standard uncertainty o of the flow velocity for 2000
consecutive measurements. The measured standard uncertainty
o is mainly a superposition of three components: the uncertainty
of the PIV measurement opry, the instability or turbulence of

the flow ofow, and the uncertainty induced by the fluctuating
surface ogistortion, Which adds a “virtual turbulence” to the
measured flow. The relationship between the uncertainties can
be expressed as

_ /2 2 2
o= \/ Tiow T Odistortion T OPIV- )

In Fig. 10(a), the flow was measured with the distortion and
control loop switched OFF. This case serves as a reference to
determine the lowest reachable relative mean standard uncer-
tainty of about 5.7% for this setup. This value corresponds to
the uncertainty of the PIV evaluation opry and a possible small
instability of the flow ooy, If the air flow is switched ON, the
mean relative standard uncertainty will increase to 49.2% [see
Fig. 10(b)]. The active control loop with the FGS as a feedback
value is able to reduce the mean relative standard uncertainty
by 67% to 15.9%. With the TGS as a feedback, the relative
mean standard uncertainty can be reduced to 11.1%, which is a
reduction of 77%.

All cases are summarized in Table I'V. The control loop is not
able to completely compensate the distortion for both guide stars.
This can be explained by noise in the wavefront measurement of
the Hartmann—Shack sensor, the adaptive mirror, which is not
perfectly imaged onto the water surface, and the correction of
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TABLE IV
REDUCTION OF THE STANDARD UNCERTAINTY ACHIEVED
BY TGS AND FGS CONTROL LooPs

|| o (mms~1) | /v (%) | Reduction (%) |
Reference with- 0.323 5.7 -
out disturbance
Reference  with 2.787 49.2 0
disturbance
Active  control 0.628 11.1 77
loop with TGS
as feedback
Active  control 0.898 15.9 67
loop with FGS
as feedback

only the first 14 Zernike polynomials. The control loop with the
FGS feedback does not reach the value of the TGS loop. This can
be explained by uncertainties of the fitted plane to the measured
data. Additionally, the concept for the control value recovery
will only be valid, if the surface height does not change.

V. CONCLUSION

FPSoCs are a hybrid solution of a fast native CPU and FPGA
on one chip with a shared memory. They are dedicated candi-
dates for realizing a real-time control of complex systems with
a short loop time and low latency. In this article, we presented
the application of an FPSoC at an adaptive optical wavefront
correction system as a case study to correct camera images
that were distorted by time-varying aberrations. The system
comprised a deformable mirror as an adaptive optical element,
a wavefront sensor to determine the distortion, and a control
routine realized on the FPSoC. While a short total loop time
was achieved by interfacing the camera and the deformable
mirror on a low level directly with the FPGA, all computationally
nonintensive tasks were implemented on the CPU to keep the
flexibility, reusability, and development expense low. With this
strategy, the system achieved 3600 control cycles per second
with an attenuation bandwidth of 150 Hz of optical distortions
of up to l4th-order Zernike polynomial. Camera-based flow
velocity measurements were performed using PIV to proof the
functionality of the system and to estimate the improvement of
the measurement properties achieved by it. In a transmissive
approach with two optical access windows, the mean relative
velocity standard uncertainty of the PIV flow measurement could
be reduced by 77% when the control loop is activated. In a reflec-
tive approach using the novel FGS concept, flow measurements
can be performed from one side only (single optical access), and
the standard uncertainty could be reduced by 67%.

As a perspective, this system can be used to measure the flow
inside of droplets with single optical access. This is important in
order to improve fuel cells, where water droplets, for instance,
block the chemical active membrane. With a more precise un-
derstanding of the inner flow field, the water droplets could be
removed more effectively with, e.g., a suitable coating [30]. An-
other example is the investigation of gas flows within Taylor bub-
bles. Here, a precise understanding of the mass transfer between

gas and liquid would enable the development of more efficient
and environmentally friendly reactors for the process industry.
The authors are convinced that the usage of FPSoCs systems
will be a benefit for future industrial applications and industry
4.0, since they close the gap between specialized demanding
mission-critical logic implementations and the flexibility and
comfort of CPU-based implementations.
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