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Field-scale modeling of microbially induced calcite precipitation
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Abstract

The biogeochemical process known as microbially induced calcite precipitation (MICP) is being investigated for engineering 
and material science applications. To model MICP process behavior in porous media, computational simulators must couple 
flow, transport, and relevant biogeochemical reactions. Changes in media porosity and permeability due to biomass growth 
and calcite precipitation, as well as their effects on one another must be considered. A comprehensive Darcy-scale model has 
been developed by Ebigbo et al. (Water Resour. Res. 48(7), W07519, 2012) and Hommel et al. (Water Resour. Res. 51, 3695–

3715, 2015) and validated at different scales of observation using laboratory experimental systems at the Center for Biofilm 
Engineering (CBE), Montana State University (MSU). This investigation clearly demonstrates that a close synergy between 
laboratory experimentation at different scales and corresponding simulation model development is necessary to advance 
MICP application to the field scale. Ultimately, model predictions of MICP sealing of a fractured sandstone formation, 
located 340.8 m below ground surface, were made and compared with corresponding field observations. Modeling MICP 
at the field scale poses special challenges, including choosing a reasonable model-domain size, initial and boundary 
conditions, and determining the initial distribution of porosity and permeability. In the presented study, model predictions 
of deposited calcite volume agree favorably with corresponding field observations of increased injection pressure during the 
MICP fracture sealing test in the field. Results indicate that the current status of our MICP model now allows its use for 
further subsurface engineering applications, including well-bore cement sealing and certain fracture-related applications in 
unconventional oil and gas production.

Keywords Microbially induced calcite precipitation (MICP) · Permeability modification · Field-scale modeling · Reactive 
transport

1 Introduction

Microbially induced calcite precipitation (MICP) is becom-

ing established as a useful technology for a range of

geoscience and engineering applications, as summarized

by [59], including amending or improving construction

materials, cementing porous media, environmental remedi-

ation, and containment of nuclear waste. In the subsurface

environment, MICP causes deposition of calcium carbon-

ate, resulting in a reduction of porosity and permeability.

For example, MICP minerals deposited in preferential flow

paths in fractured porous media, and in the near-well-bore

environment can mitigate leakage potential of sequestered

carbon dioxide, methane, and well-bore fluids [50, 60].

MICP technology is based on the injection of relatively

low-viscosity aqueous solutions which promote calcite pre-

cipitation to seal unwanted flow paths, especially in small

aperture fractures. MICP therefore compliments traditional

high-viscosity sealants (e.g., cement) used to seal unwanted

flow paths in the near-well-bore environment.

To better understand and predict MICP process behavior

in porous media systems, computational simulators must be

developed which couple flow, transport, and biogeochemi-

cal reactions. Changes in media porosity and permeability

need to be considered and coupled to biomass growth and

calcite precipitation. A significant challenge in modeling

MICP is that many of the standard staple methodologies

http://crossmark.crossref.org/dialog/?doi=10.1007/s10596-018-9797-6&domain=pdf
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in reservoir engineering are not applicable. This is because

MICP applications are rather short (a few days) singular

events and, ideally, many simulations are carried out long

before the start of the application to guide the design of the

injection strategy and other design parameters of the appli-

cation. In standard reservoir engineering, a host of data is

acquired over time, which can be used to improve the reser-

voir model over the years of the production from a reservoir.

Thus, for a typical MICP application, the amount of data

available for modeling is significantly smaller than that for

standard reservoir engineering and, additionally, parame-

ters such as formation porosity or permeability will change

during MICP, further increasing the difficulty of applying

methods such as history matching.

A comprehensive model has been developed by the Uni-

versity of Stuttgart and partners and validated at different

scales of observation using laboratory experimental sys-

tems at the Center for Biofilm Engineering (CBE), Montana

State University (MSU) [18, 19, 34, 35]. Ultimately, model

predictions of MICP sealing of a fractured sandstone for-

mation, located 340.8 m below ground surface, were made

and compared with actual field experiments which resulted

in virtually complete fracture sealing. Results indicate that,

even though parts of the current MICP model are still con-

sidered as work in progress, it might now be suitable for

other types of important subsurface field-scale applications,

including well-bore cement sealing and certain unconven-

tional oil- and gas-related applications. Field experiments in

both of these areas are now beginning.

Below, we review briefly the major fundamentals of

microbially induced calcite precipitation, while referring,

for details, to our previous publications in this field. Subse-

quently, we summarize the history of the development of our

mathematical and numerical model, thereby discussing the

different scales and the importance of experimental results

for step-wise validation of the model. The core part of this

paper is then the presentation of the field demonstration,

its modeling, and the discussion of the results of this study.

This allows us to draw conclusions on the current state of

the model and on perspectives on its application in future

work.

2MICP fundamentals

Microbially induced calcite precipitation (MICP) occurs

when microbial metabolism alters the surrounding aqueous

phase in a way that leads to precipitation of calcite. In

this study, we focus on biofilm-based MICP via ureolysis

by the bacterium Sporosarcina pasteurii. MICP offers an

engineering option that uses controlled biofilm growth

to achieve targeted calcite precipitation, which can be

employed in various applications [e.g., 40, 59, 70]. In

subsurface applications, this process is typically associated

with a reduction of porosity and, even more importantly, of

permeability [e.g., 17, 22, 52, 75]. For example, Minto et

al. [49] show the reduction in permeability also by solving

the Navier-Stokes equation on the geometry extracted from

X-ray computed tomography of samples before and after

MICP treatment. S. pasteurii expresses the enzyme urease

that catalyzes the hydrolysis reaction of urea (CO(NH2)2)

into ammonia (NH3) and carbon dioxide (CO2) [e.g., 1].

Aqueous solutions of ammonia become alkaline. Thus, the

ureolysis reaction leads to an increase in alkalinity. This

shifts the carbonate balance in an aqueous solution toward

higher concentrations of dissolved carbonate (CO2−
3 ).

Adding calcium (Ca2+) to the system then results in the

precipitation of calcium carbonate (CaCO3).

CO(NH2)2 + 2H2O + Ca2+ −→ 2NH4
+ + CaCO3 ↓. (1)

Figure 1 illustrates the main processes governing MICP

at the pore scale. Ureolytically active S. pasteurii cells are

introduced in aqueous suspension. These cells attach to

surfaces, take up nutrients, and form a biofilm. As biofilm

growth continues, some cells detach and are transported

down gradient. A detailed discussion of biofilm processes in

porous media appears in [18]. The MICP process continues

with the addition of urea which is hydrolyzed, resulting

in a pH increase. Subsequent addition of Ca2+ results in

calcium carbonate (calcite) deposition, which, together with

the accumulated biofilm, causes a reduction in porosity and

permeability of the porous medium.

Figure 2 shows a visual example of calcite deposition

resulting from the MICP process. In this example, MICP

was applied to seal a horizontal fracture in a 76.2-cm-

diameter sandstone core as reported by [61]. These meso-

scale laboratory experiments provided valuable insights into

the formulation of a protocol for the injection of media for

MICP, including microbial inoculum, urea, and calcium in

order to achieve virtually complete sealing of the fracture

Fig. 1 Schematic view of relevant processes and phases considered

in the conceptual MICP model for the field application scenario,

modified from [34]



Fig. 2 Precipitates observed from MICP sealing of a 1-mm fracture

(33 cm in length) in a 76.2-cm-diameter sandstone core. a, b Precipi-

tates formed in the region of the fracture. c Precipitates were observed

inside the 5.4-cm-diameter stainless steel injection tube. These pho-

tographs help visualize the nature of the mineral deposits resulting

from the application of MICP to seal fractured porous media

under radial flow conditions. Modeling of these experiments

as an intermediate step before modeling the field-scale

application is discussed below in Section 3.3.

3Model development

The major challenge in constructing a predictive model

for permeability reduction in the underground with MICP

is quantifying the complex interactions between flow,

transport, biofilm growth, and reaction kinetics. Any

model for MICP, or, more generally, reactive transport, is

necessarily a simplification of these processes and their

interactions and any new experimental insight into the

processes has the potential to improve such models. Thus,

there exist a variety of numerical models for reactive

transport in porous media which involve microbial activity.

Applications found in the literature include the interaction

of microbes with the subsurface transport of contaminants,

[e.g., 37, 63, 69, 74], microbially enhanced oil recovery

[e.g., 44, 53, 54, 72], or biomineralization, of which

especially the engineered application of MICP has received

considerable attention. Most numerical models for MICP

are, similarly to the model used in this study, formulated at

the REV scale (or Darcy scale) [e.g., 2, 17, 46, 51, 76–78],

while [64] and [80–82] use pore-network and pore-scale

models, respectively.

Many models are designed to match some experiments,

focusing on the processes of relevance in the particular

experiments while neglecting other processes that might

be relevant at the field scale. The models presented by

[46] and [2] use a complex ureolysis rate equation [23],

the same as our initial model [19], and a saturation-state

dependent precipitation rate, while neglecting changes in

permeability and assuming a constant biomass distribution.

This results in a constant ureolytic activity over time for

each point. Cuthbert et al. [17] use a first-order kinetic

model for ureolysis and model bacterial transport and

attachment. However, they simplified the geochemistry by

setting the precipitation rate equal to the ureolysis rate. On

the other hand, they account for the impact of the calcite

precipitated during MICP on hydrodynamics. Michaelis-

Menten kinetics are used to model the ureolysis rate in

[76–78] and, like Cuthbert et al. [17], they assume that the

precipitation rate is proportional to the ureolysis rate. The

permeability change is accounted for by a Kozeny-Carman

relationship, but only calcite is assumed to have an effect.

Bacteria are assumed to be homogeneously distributed

in [76], while van Wijngaarden et al. [77] account for

attachment, detachment, and bacterial transport and van

Wijngaarden et al. [78] investigate the effect of various

decay and biomass removal rates. For special cases, [76, 77]

propose analytical solutions. The kinetic rate equations, in

[64] are identical to those used in our modified model [34].

3.1 Brief presentation of MICPmodel equations

The initial model for MICP published by [19] was

developed based on the final calcite distribution from four

quasi-1D column experiments. It, and its improvement by

[34], is to our knowledge the most complex numerical

model for MICP that has been published, including a fairly

complex solution chemistry, growth, decay, attachment,

detachment, transport of biomass, detailed kinetic rate

equations for the biomass processes, ureolysis, precipitation

and dissolution of calcite, effects of both biofilm and calcite

on porosity and permeability, and the possibility to account

for two-phase flow. The model is based on standard mass

balance equations for each dissolved component (water

(w), inorganic carbon (ic), sodium (Na), chloride (Cl),

calcium (Ca), urea (u), ammonium/ammonia (a), substrate

(s), oxygen (O2), and suspended biomass(sb)) and solid



phase (biofilm (b) and calcite (c)), using Darcy’s law for the

phase velocities. Primary variables are the phase pressure,

the mole fractions of the components, and the volume

fractions of the solid phases.

∑

α

∂
∂t

(

φραxκ
αSα

)

+ ∇·
(

ραxκ
αvα

)

−∇·
(

ραDpm,α∇xκ
α

)

= qκ ,
(2)

here, t is time, φ porosity, ρα , Sα , and vα the density,

saturation, and velocity of phase α respectively, and xκ
α the

mole fraction of component κ in phase α. Dpm,α is the

dispersion tensor of phase α in the porous medium, and qκ

is the source term of component κ due to biogeochemical

reactions. The mass balances for the solid phases calcite (c)

and biofilm (b) contain only a storage and source term since

they are immobile:

∂

∂t
(φλρλ) = qλ, (3)

here, φλ and ρλ are volume fraction and density of the

solid phase λ, and qλ is the source term of phase λ due

to biochemical reactions. The mass balance equations for

the transported components (2) and the solid phases (3) are

coupled by the component-specific reactive source and sink

terms qκ and qλ, which are discussed in detail in [19] and

[34]. The porosity is updated by subtracting the solid-phase

volume fractions φλ from the initial porosity φ0:

φ = φ0 −
∑

i

φi = φ0 − φb − φc. (4)

As both the volume fractions of biofilm φb and calcite

φc are assumed to be impermeable, the permeability K

can be calculated using the porosity from Eq. 4, without

distinguishing between the contribution of each solid. To

relate the changes in porosity to the change in permeability,

a Verma-Pruess type relation [71] with an exponent of 3

is chosen, reducing the effective porosity by the parameter

of the critical porosity φcrit, at and below which the

permeability becomes zero even though a residual porosity

persists:

K

K0
=

[

(φ − φcrit)

(φ0 − φcrit)

]3

. (5)

The model is implemented in the open-source simulator

DuMuX (DUNE for Multi-Phase, Component, Scale,

Physics, . . .) [24], which is based on DUNE (Distributed

and Unified Numerics Environment) which, itself, is an

open-source framework for solving partial differential

equations [3, 4]. This study uses as discretization methods

implicit Euler for time and a fully coupled, vertex-centered

finite volume (box) scheme [30] for space. The resulting

system of equations is solved using the BiCGStab solver

[73] after being linearized using the Newton-Raphson

method. The time stepping is adaptive and the size for each

time step is determined by the number of Newton iterations

until convergence of the previous time step and its size. In

case the Newton-Raphson method does not converge within

a maximum number of iterations, the time step is restarted

with half the initial time-step size.

A comprehensive discussion of the MICP model,

especially the individual reactive source and sink terms,

the capability for including a potential second fluid phase,

and the treatment of equilibrium dissociation reactions, is

given in [19] and [34] (for convenience, we summarize the

reactive source and sink terms, the reaction rate equations,

the model parameters used, and the initial and boundary

conditions in the Appendix).

3.2 How themodel was improved by experiments

In [34], the MICP model was improved based on new

insights regarding the main driving force of the MICP

reactions, urea hydrolysis. Experiments with S. pasteurii,

the organism mostly used for engineered MICP research

and development, allowed us the determination of whole-

cell ureolysis kinetics parameters [45]. This in turn allowed

for the implementation of more appropriate ureolysis rate

kinetics in the reactive source and sink terms associated with

ureolysis.

Simultaneous to the investigation of the ureolysis kinet-

ics, new column experiments were conducted monitoring

Ca2+ and NH+
4 concentrations at 10-cm intervals along the

column over time to provide improved experimental data

for recalibration of the model by inverse modeling [34].

This significantly increased the experimental data avail-

able for calibration compared to the previous experiments,

where only the final amount of calcite along the column

was available [19]. The updated and recalibrated model was

validated using data of the replicate of the new column

experiment, again with Ca2+ and NH+
4 concentration and

final calcite measurements, as well as a previous experiment

described in [19, 34]. The improved model proved to be

more robust with respect to the medium chemistry, which

changed between the experiments reported in [19] and [34],

increasing its predictive capabilities. However, the model

was, up to that point, almost exclusively validated with data

from quasi-1D column experiments with plug-flow condi-

tions. Thus, a comparison between model predictions and

experimental data in a full 3D setup with radial flow con-

ditions was conducted before the model was applied to

investigate a field-scale scenario. Figure 3 provides a sum-

mary of the interaction between laboratory experimentation

and model development.



Fig. 3 Model and experiment development involved in preparation for the field-scale application

3.3 Transition from laboratory to field-relevant
applications

The model published by [19] and [34] was essentially

validated using quasi-1D column experimental data and one

2D radial flow data set. Additionally, in all of the previous

experiments, the porous medium had been homogeneous

sand. Therefore, as the next step toward field application,

we investigated the model’s capability to predict radial

flow in a 3D domain in a field-relevant porous medium

(sandstone). To this end, we simulated MICP sealing in

the medium-scale sandstone through the experiments by

[61] (summarized in Fig. 2), which featured a horizontal

fracture and horizontal flow conditions. The model and

parameters used were those published in [19], as the

simulation was carried out in 2013, before the model

was improved and recalibrated by [34] (see Section 3.2).

This horizontal sandstone fracture experiment was very

similar to the conditions encountered in the MICP field

demonstration described in Section 4. The setup and initial

and boundary conditions for the simulation were taken

from [61]. The boundary conditions are chosen as no-flow

conditions except for Dirichlet conditions at the outer radius

and the top and the injection at the inner radius according

to [61]. The simulation showed that the model was able

to simulate 3D domains, although the computational costs

are high. The model results (Fig. 4) show preferential

biomass accumulation in the high-permeability layer at the

bottom of the simulation domain representing the fracture in

the sandstone core. This leads to preferential precipitation

within this layer, eventually sealing the fracture as also

observed in the experiments by [61] summarized in Fig. 2.

A detailed discussion of the results for this modeling effort

is beyond the scope of this article. However, there was

good qualitative agreement between simulation results and

experimental observations, which increased our confidence

that the model could be applied to similar conditions at the

field site without significant further modification.

4ModelingMICP at the field scale

A subsurface sandstone fracture-sealing field demonstra-

tion was conducted in April 2014. Collaborators on this

field-scale demonstration include the Center for Biofilm

Engineering at Montana State University (CBE/MSU),

Southern Company (SC), the University of Alabama at

Birmingham (UAB), Schlumberger Carbon Services (SLB),

Shell International Exploration and Production B.V. (Shell),

and the University of Stuttgart (Stuttgart). CBE/MSU

designed the field demonstration protocol, oversaw testing,

and analyzed results. Stuttgart supervised numerical model-

ing in collaboration with CBE researchers. Southern Com-

pany conducted geologic site characterization and obtained

rock core samples from the field for laboratory analysis. SC

also helped coordinate field operations with Schlumberger.

UAB conducted multiple core tests on field and laboratory

sandstone rock core samples. Shell assisted in designing the

field demonstration and analyzing results. All collaborators

actively participated in decision-making and evaluation for

each stage of the project. This project integrated expertise

from practitioners (SC, SLB, and Shell) with experimen-

tal research (MSU/CBE, UAB) and numerical modeling

(Stuttgart) to successfully complete the field demonstration



Fig. 4 MICP modeling of the sandstone-core experiment from Fig. 2:

(left) picture of the fractured meso-scale core and a sketch of the simu-

lation domain with the shaded area as the highly permeable layer rep-

resenting the fracture; the darker areas are indicative of fluids exiting

the horizontal fracture. (Right) model prediction of biofilm distribu-

tion after 1.16 days of injection. Most of the biofilm is concentrated in

the fracture at the front and bottom of the domain

thoroughly evaluating the field injection protocol, field

delivery system, and effectiveness of the biomineralization

sealing process. Herein, we highlight the role of numerical

modeling at Stuttgart.

4.1 Description of theMICP sealing field
demonstration

Previously reported MICP-related field studies include

stimulation of microbial urea hydrolysis in groundwater to

enhance calcite precipitation, [27], using MICP to reduce

permeability of fractured volcanic rock at a 25-m depth,

[17], and precipitation of calcite by indigenous microorgan-

isms to strengthen liquefiable soils, [10]. Another notewor-

thy large-scale MICP experiment which quantified biome-

diated ground improvement by ureolysis is reported by [56].

The MICP sealing field study discussed herein builds on

these previous field-scale studies by demonstrating the use

of MICP in fractured sandstone 340.8 m below ground sur-

face (bgs) using conventional oil-field delivery techniques.

The MICP sealing field demonstration was performed

inside a 24.4-cm-diameter well located on the Gorgas Steam

Generation facility near Jasper, AL, USA (hereafter referred

to as the Gorgas site). The target zone for the sealing

experiment was a horizontal sandstone fracture, located

340.8 m bgs.

The field demonstration involved the following sequence:

(1) field-site characterization; (2) fracturing the sandstone

formation to develop injectivity; (3) design of a protocol

for field injection strategy; (4) injection of microbes, urea,

and calcium in the field using conventional oil-field delivery

technologies; and (5) assessment of the fracture plugging

after treatment. This sequence was described in detail in

[62].

Site description Based on a review of the petrophysical

well logs for the site prepared by Schlumberger, the Fayette

sandstone group at a depth of 338.3 to 341.4 m bgs was

determined to be the best candidate for performing the field

demonstration. The Fayette is a sandstone with, at this loca-

tion, a porosity of approximately 12% and a permeability

of ∼1.0856 × 10−14m2 (11 mD), according to the pre-

application petrophysical analysis by Schlumberger. The

cement bond log (not shown) indicated good cement across

the zone, so good hydraulic isolation was expected. Prior to

the actual biomineralization sealing test, a bridge plug was

installed in the well at an elevation of 343.5 m bgs. This

plug established the lower boundary of the injection zone

for injection of test fluids. The completely cased well was

perforated in the target region, 340.7 to 341.1 m bgs, and a

packer was set to isolate the Fayette formation [62].

Preliminary well testing established that the 1.0856 ×

10−14m2 permeability of the Fayette sandstone was too

low to conduct a meaningful MICP test on the formation

itself and, therefore, it was decided to hydraulically fracture

the formation in order to increase injectivity. Hydraulic

fracturing was carried out by Schlumberger and resulted

in the establishment of a single horizontal fracture plane

extending radially into the Fayette sandstone located 340.8

m bgs. This fracture plane was established as the target zone

for subsequent MICP sealing activities.

MICP field test The MICP field demonstration involved

microbial inoculation of the formation with S. pasteurii

combined with urea and calcium injections over the course

of four days. Several months prior to the field demonstra-

tion, multiple scenarios were run with the MICP simula-

tion model considering actual characteristics at the Gorgas

site. These modeling results were used to plan the actual

injection sequence of MICP components. We also consid-

ered well-bore mixing and transport into the formation in

such a way as to encourage reaction and calcite precipita-

tion in the formation as opposed to inside the well-bore.

This involved determining the schedule and flow rates



for injecting fluids both during and after bailer injection

of MICP components. We also needed assurance that the

time needed to develop the MICP seal of the fracture

would be no longer than 4 days. The MICP modeling sce-

narios, together with pre-field-test laboratory experiments,

provided an efficient process for screening alternatives

which resulted in the “best predicted” field injection strat-

egy. Based on these results, it was possible to estimate

quantities of key components such as microbial inoculum,

calcium, and urea needed for the field work. This a priori

MICP modeling/experimentation effort proved extremely

valuable in successfully completing this MICP-based frac-

ture sealing in the field.

During the actual field demonstration, a total of 24 cal-

cium injections and six microbe injections were required

over the 4-day period to achieve complete sealing. Conven-

tional oil-field methods were used to deliver the biominer-

alization components downhole by using an 11.4-l wireline

dump bailer combined with periodic pumping of a brine

solution into the fractured formation. The fractured region

was considered completely sealed when it was no longer

possible to inject fluids into the formation without exceed-

ing the initial formation fracture pressure. On day 3, around

45 h after the first injections, a significant decrease in injec-

tivity was observed and the flow rates had to be reduced

during the fourth day to avoid exceeding the formation’s

fracture pressure. Sealing of the fracture with MICP was

assessed through (i) the reduction of injectivity, (ii) decrease

in pressure decay after well shut in, and (iii) detection of

MICP byproducts including calcium carbonate (CaCO3) in

side-wall cores retrieved from 1.8 m above the fracture

zone. Detailed results of this MICP field demonstration are

presented in [62].

4.2 Model predictions and evaluation

In this section, two categories of modeling scenarios

are discussed. The first category, identified as the 2014

simulations, refers to the modeling done prior to and

immediately after the April 2014 field demonstration. The

second category, identified as the 2018 simulations, refers

to recent modeling done after evaluating the results of the

field demonstration. The main difference of the simulations

are the sets of parameters used and that the 2018 simulations

consider infinite-acting pressure boundary conditions at the

outer radius of the simulation domain.

As the model recalibration discussed in [34] was not

yet completed at the time of the first modeling study in

2014, the values for some model input parameters differed

from those published there. Those parameter values are

given in Table 1. All other parameter values are identical to

those published in [34]. Thus, in addition to investigating

the effect of an improved pressure boundary condition,

the 2018 simulations were also aimed at highlighting the

impact of the changed set of parameters on the simulation

results. No parameters were fitted for the field-scale

simulations, as the 2014 simulations were conducted prior

to and immediately after the field application, when no

data for recalibration were available. Also, for the 2018

simulations, no parameters were fitted specifically for the

field-application setup due to the scarcity of field-scale data.

Simulation domains and geometry To address the uncer-

tainty in the extent of the radial fracture, two scenarios were

investigated prior to the 2014 field application: the “small”

2.4 m×2.4 m (height × radius) scenario with a radial frac-

ture extent of 1.6 m and the “large” 8 m×8 m scenario with

a radial fracture extent of 4 m. Both scenarios were sim-

ulated assuming various injection strategies (not shown or

discussed here) and the best injection strategy was chosen

to be used for the actual field test. For the recent simula-

tions in 2018, the “large” scenario was extended to a radius

of 50 m. As the vertical extent of the MICP sealing into

the formation was part of the research question, it was nec-

essary to use a 3D model and therefore not possible to

reduce the domain to a 2D fracture plane. The simulation

domains were constructed assuming radial symmetry with

the domain height as well as the radial extent adjusted to the

radial extent of the fracture, resulting in a height and radius

of 2.4 m for the small and 8 m for the large scenario (see

Fig. 5). For each scenario, the fracture is approximated as a

5-cm-thick highly permeable layer in the vertical center of

the simulation domain. Within this layer and adjacent to it,

the resolution in vertical direction is chosen to �z = 1 cm.

The representative fracture-layer permeability Kfrac =

1.645 × 10−12m2 was estimated using the cubic law and

Table 1 Parameters used in the 2014 pre-application simulations which differ from the final calibration values published by [34]

Parameter ca,1 ca,2 ρbio kub

Units [1/s] [1/s] [kg/m3] [kgurease/kgbio]

Brief description Unspecific biomass

attachment coefficient

Biomass attachment coef-

ficient to existing biofilm

Biofilm dry density Urease content of

biomass

2014 pre-application 1.5 × 10−5 5 × 10−6 10 1 × 10−2

[34] 8.3753 × 10−8 8.5114 × 10−7 6.9 3.81 × 10−4



Fig. 5 Sketch of the grid for the 2.4 m×2.4 m and the 8 m×8 m and

the initial pressure (in Pa) as well as the boundary conditions used for

the 2014 simulations

comparing single-phase-flow simulation results for the large

scenario to the data from the field-site pumping tests

conducted by Schlumberger Carbon Services prior to the

field application. The fracture aperture used was a =

100 μm, as estimated by Schlumberger Carbon Services

resulting in a permeability according to the cubic law of

Kcubic = a2

12
= 8.3 × 10−10 m2 [36]. Aperture-weighted

averaging of Kcubic and the formation permeability of

K = 1.0856 × 10−14 m2 over a total chosen fracture-

layer thickness of 5 cm results in an apparent fracture-layer

permeability of Kfrac,app = 1.667 × 10−12 m2, which was

then reduced to Kfrac = 1.645 × 10−12 m2 to match the pre-

application, post-fracturing pumping test data on the large

simulation domain.

The fracture-layer porosity is assumed to be identical

to the formation porosity of 12%, as the fracture-aperture

estimates by Schlumberger Carbon Services were much

smaller (a = 100 μm) than the vertical resolution used

for the fracture layer (1 cm). The critical porosity, at which

K = 0, in the porosity-permeability relation is estimated

to be φcrit = 0.1, based on the φcrit previously fitted

for sandstone cores of similar sandstones with comparable

initial permeability [33]. The computational grid is refined

towards the well and around the fracture (see Fig. 5).

The initial conditions are chosen as hydrostatic pressure

distribution with a pressure of 1.79 × 106 Pa for the

simulations done prior to the field demonstration (2014) and

3.34 × 106 Pa for the recent (2018) simulations of the field

application at the vertical center of the domain. The latter

value is higher because it accounts for the filling of the well

with water up to the surface.

The initial concentrations (in mole fractions) of the

various chemical species are zero except for inorganic

carbon xic = 1.79 × 10−7 as well as Na+ and Cl−,

which are both set to xNa = xCl = 0.007 to match

the formation salinity of 24 g/l reported in [16]. All other

components are assumed not to be present initially. The

boundary conditions are set to no-flow boundaries, except

for the injection into the fracture layer at the inner radius

and a Dirichlet boundary condition for the entire outer

radius, which is set to the initial values, except for the

pressure in the 2018 simulations. For the 2018 simulations

of the actual field application, a simple flow simulation,

without component transport and reactions, in a large, 10-

km radius domain is used to determine the time-dependent

pressure for the Dirichlet boundary condition at the outer

radius of the smaller simulation domain for the MICP

simulations. Additionally, the simulation domain for MICP

was increased to a 50-m radius, keeping the height at 8 m,

to capture a more significant portion of the region with high

pressure gradients. This is necessary as the pressure signal

will obviously propagate much further than the outer radius

of the grids used for the simulations in 2014. However,

much larger grids than those used are not practical for the

Fig. 6 Permeability along the

radius through the

high-permeability layer as

predicted by simulations for

various grids, domain sizes, and

injection strategies. Note that the

initial permeability on the left is

only shown for the “large” 8

m×8 m scenario and that for the

“small” 2.4 m×2.4 m scenario,

the initial high permeability

only extends to a radius of 1.6 m
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MICP simulations due to the complexity and associated

computational time of the model, which would, on larger

grids, result in impractically long simulation times.

Model predictions First, the modeled injection strategies

and the times of the simulations relative to the field experi-

ment are discussed. We distinguish between the pre-experi-

ment simulations, done in 2014, and the post-experiment

simulations, done in 2014 immediately after the field exper-

iment and in 2018. The pre-experiment simulations exam-

ined the influence of the injection strategies, “simple” and

“ideal,” the size of the domain, “small” and “large,” and

radial extent of the fracture, on the simulation results. The

post-experiment simulations focused on reproducing the

field experiment using the exact (“real”) injection strategy

and, additionally for the 2018 simulation, investigating the

effect of the model recalibration by [34] and the outer radius

Dirichlet boundary condition on the results.

Two injection strategies were considered during the plan-

ning of the 2014 field experiment, one with a low number

of injections of long duration each, referred to in the follow-

ing as the “simple” injection strategy, and one with a high

number of short injections, referred to in the following as

the “ideal” injection strategy. The latter injection strategy

consisted of 7 cell inoculation and 34 calcium-rich injections,

alternating with no-flow periods after the injections allowing

for bacterial growth and attachment or reaction. Inocula-

tions were done in the beginning and then prior to overnight

no-flow periods and after five of the ten daily calcium-rich

injections. Calcium- and cell-free media were injected for

a short period before reinoculating to prevent clogging of

the immediate vicinity of the well. This injection strategy

was chosen to be applied in the field (see the description

in Section 4.1), as the model predictions suggested suffi-

cient permeability reduction (see Fig. 6), and because the

more frequent and faster injections would reduce the risk

of unwanted precipitation within the well-bore. A slightly

changed strategy was actually applied in the field. This will

be referred to as the “real” injection strategy. It was mod-

eled immediately after the field experiment in 2014 and,

again, after analyzing the field measurements in 2018. It

is similar to the “ideal” strategy but includes sampling and

technical problems encountered during the field demon-

stration as well as decreasing injection rates towards the

end of the test. The results for permeability predictions of

the model for the three injection strategies simulated in

2014 and the “real” injection strategy simulated in 2018 are

shown in Fig. 6. The “simple” injection strategy results in

almost complete plugging of the high permeability region.

For the “ideal” and “real” injection strategies, permeability

is reduced mostly in the first 0.5 m to 1 m of the domain,

independent of the size of the domain used, when using the

2014 parameter set (see Table 1). Using the best-fit values

published by [34] (Table 1) leads to much less permeabil-

ity reduction, as much less precipitates are predicted to form

(see Fig. 7).

The experimental data that can be compared to model

results are limited to the recorded injection pressure and a

few side-wall cores due to the depth of 340.8 m bgs. Thus,

it is difficult to conclude which domain size, boundary

conditions, and parameter sets are most accurate. The

sensitivity of the model to the estimated formation porosity

and permeability, to the assumed fracture-layer porosity and

permeability, and to the assumed critical porosity has not

been investigated.

A comparison of the “small” and the “large” scenario

simulated in 2014 indicates that large simulation domains

might only be necessary to investigate the uncertainty in the

initial geometry, e.g., extent of the high-permeability layer.

Large domains might not be necessary to model MICP for

a fixed geometry as the results of both scenarios are quite

similar as long as the radius of the domain is smaller than

the extent of the “small” scenario’s high-permeability layer

(see Fig. 6), when using identical parameter sets. Equally,

even when using the further increased domain (8 m×50

m) and a dynamic pressure boundary condition in the 2018

simulations, the results for the biomass (not shown) and cal-

cite distribution do not change significantly compared to

the simulations of 2014 with a fixed equilibrium hydrostatic

pressure boundary condition, when using identical parame-

ters (see Fig. 7). This is a result of the source and sink terms

in the model for MICP being almost independent of the

absolute value of the pressure. The pressure influences the

reaction terms only indirectly by the minor pressure depen-

dency of the apparent dissociation constants (see [34]). Only

the pressure gradient has a significant influence on the

detachment rate of biomass, but as the injection is treated

-342 -341 -340 -339 -338 -337

Depth [m]

0

0.005

0.01

0.015

0.02

C
a
lc

it
e
 V

o
lu

m
e
 F

ra
c
ti
o
n
 [
-]

2014: 2.4mx2.4m, real injection

2014: 8mx8m, real injection

2018: 8mx50m, real inj., 2014 parameters

2018: 8mx50m, real inj., Hommel 2015 params.
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as a Neumann boundary, the near-well-bore pressure gra-

dients are independent of the absolute pressure values set

at the Dirichlet boundary condition. The simulation results

using the planned (“ideal”) injection strategy match the

field-application results very well, as they predict plugging

after 25 Ca2+-rich and 6 biomass injections, and also the

“real” injection strategy results in a significant permeability

reduction (see Fig. 6). Although both biofilm and calcite are

assumed to be impermeable, most of the permeability reduc-

tion is due to calcite, which, for the “real” injection strategy

reaches higher volume fractions (φc,max ≈ 0.02) compared

to the small volume fraction of biofilm (φb,max ≈ 0.0006).

However, we have to note that using the updated parameter

values from [34] that were the best to model the calibration

column experiments did not improve the agreement between

the model results and the field-scale experiment. On the

contrary, biofilm and calcite volume fractions are reduced

and no significant plugging is predicted by the model using

this parameter set (see Figs. 6 and 7).

It is currently not possible to explicitly verify the sim-

ulation results for permeability shown in Fig. 6 due to

the lack of data. However, side-wall cores, discussed in

Section 4.1, collected a year after the field application 1.8 m

above the injection show biomineralized calcite. This com-

pares quite well with the model results of CaCO3 reaching

roughly 1 m above and below the fracture layer (see Fig. 7),

especially, when considering that the scenarios investigated

assume, except for the high-permeability layer fracture layer,

homogeneous initial porosity and permeability without any

vertical preferential flow paths. Similarly to calcite, most

biomass (not shown here) is concentrated in the high-

permeability layer, as in the medium-scale sandstone core

in Fig. 4.

Another parameter that can be compared between the

field application and simulation results is the injection

pressure, which is the downhole pressure at the elevation of

the entrance to the fracture. In the simulation, the injection

pressure is strongly influenced by the Dirichlet pressure

boundary condition set at the outer radius. Figure 8 shows

the pressure increase due to the total of 30 individual pulses

of inoculum or mineralization medium injection and the

pressure decrease after each injection. Also, due to the

permeability decrease after 40 h, the injection pressure

does not relax as fast as during the previous injections,

leading to the increase in injection pressure, which was

also observed in the field [62]. The simulation results,

even the recent 2018, with dynamic pressure boundary

conditions, are still significantly lower than the maximum

pressures measured in the field which were measured to

be between ≈ 7 × 106 and ≈ 8 × 106 Pa (not shown

in Fig. 8). Unfortunately, the pressure measurements in
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Fig. 8 Injection pressures as predicted by the model for the “real”

injection strategy compared to each other and the dynamic pressure

boundary condition pressures set for the 2018 simulations. The

dynamic pressure set as Dirichlet boundary condition was determined

from simple injection simulations on the same geometry, but a radial

extent of 10 km

the field focused mainly on the maximum pressure peaks

during each of the individual injections to avoid potential for

damaging the equipment used or refracturing the formation.

No continuous pressure measurements were recorded which

would be comparable with the simulation data. The general

trend in the pressures is matched qualitatively with the

gradual increase in pressures as the application proceeded

and a pronounced pressure peak at the end of the third

day. The difference between the 2014 and 2018 simulations

highlights the difficulty of choosing realistic pressure

boundary conditions for such field application simulations.

However, the pressure has no significant influence on the

calculated volume fractions of biofilm (not shown here)

or calcite and, therefore, on porosity and permeability (see

Figs. 6 and 7) as the (bio-)geochemical source and sink

terms are not pressure-dependent except for the apparent

dissociation constants (see [34]). Thus, the effect of pressure

on the simulation results is almost completely limited to the

hydraulic part of the model, and not the absolute value of

the pressure is relevant, but rather the injection-dependent

pressure gradient.

While the data do not allow an accurate quantitative

comparison with the simulation results, there is still encour-

aging qualitative agreement between simulation results and

corresponding field-scale observation of three key system

responses. First, we determined that the model predic-

tion of 25 calcium-rich pulses necessary to achieve frac-

ture plugging compared very well with the field obser-

vation of 24 calcium-rich pulses. Also, side-wall coring

revealed that calcite deposits extended roughly 1 m above

and below the fracture layer, which compares favorably



with model results. In addition, the profile of simulated

downhole injection pressure compared favorably during

periods where actual downhole pressure was measured,

especially during the third day when clogging began to

occur in the field (Section 4.1).

5 Conclusions

5.1 The state of theMICPmodel so far

The long-term goal of this research is to develop bio-

mineralization-based technologies for sealing preferential

flow pathways near well-bores and other applications of

permeability modification in the subsurface. The history of

development of our MICP model clearly demonstrates that a

close synergy between laboratory experimentation at differ-

ent scales and corresponding simulation model development

is highly desirable to realize a successful application at

the field scale. Joint experimental investigations and model

development as discussed in [19] and [34] has now taken an

enormous step towards real field applications. This brings

along new challenges. One issue is that the best-fit param-

eters from [34] result in only minor precipitation for the

field-test setup, while the estimated parameter values used in

the 2014 simulations (see Table 1), predict significant clog-

ging. However, both the porous medium and the flow field

are completely different between the field-test and the cali-

bration setup of [34]. It is difficult to determine exactly why

the change in conditions results in another set of parameters

seemingly better adapted than the laboratory best-fit parame-

ters. However, it has to be noted that the values of the fitting

parameters of the model are strongly correlated [34], which

would require a whole set of well-controlled experiments in

the relevant porous media and at various scales with more

measurements of different kinds, all tailored to fulfill the

demands of the model to identify a unique set of best-fit

parameters. This is clearly our vision for future studies.

Inconsistencies between laboratory and field scale could

also possibly arise from local, sub-REV-scale heterogeneities

in the field which could result in apparently different kinet-

ics at the modeled resolution as discussed in [11], or

such discrepancies might be caused by processes, which

have behavior at the laboratory scale that is different than

at the field scale, or different behaviors in different porous

media. The effects from different porous media, e.g., from

different pore-size distributions, different pore morpholo-

gies, or chemical compositions, might be addressed by

rigorous upscaling of MICP from the pore scale to larger

scales. This could possibly lead to upscaled porous medium-

dependent parameterizations of the processes for MICP

similar to the studies of, e.g., [7–9, 31, 43, 55, 58]. Nonethe-

less, at the field scale, there will always be an insufficient

amount of information for upscaling. Hence, some degree of

parameter fitting is always to be expected. Rigorous upscal-

ing is important to obtain the appropriate functional form of

constitutive relationships.

What we consider important for investigating the upscal-

ing of MICP processes between the laboratory and the field

scale is a close cooperation between experimentalists and

modelers, as demonstrated in this study and others, e.g.,

by [51], and, very importantly, more well-controlled larger-

scale experiments such as those conducted by [56]. A sec-

ond, equally important, issue is that information on the setup

is drastically reduced compared to well-controlled labora-

tory work, thus complicating determination of correct initial

and boundary conditions or other properties of the simu-

lation setup such as the initial distribution of porosity and

permeability. Due to this uncertainty in the parameters, it is

important to reduce the computational effort of the model

for future applications to enable statistical assessment of

the effects of the unknown porosity and permeability and,

probably to some degree, their heterogeneous distribution.

There are various means to achieve this, e.g., local grid

refinement, improving the time stepping [e.g., 12], reducing

the coupling between the mass balance equations of differ-

ent components by improving, or changing the numerical

scheme [e.g., 32, 41–43], the use of a multi-scale approach

[e.g., 28, 38].

While the chosen size of the model domain and the

corresponding spatial resolution of the computational grid

have only minor influence on the calculated volume

fractions of biofilm and precipitated calcite, and thus on

the change in porosity and permeability, this does not hold

true for the predicted pressures. This study has shown that

the absolute values of pressure due to the injections are

strongly influenced by the pressure boundary condition.

The mathematical solution for the pressure in systems of

low compressibility behaves approximately elliptic; thus,

pressure signals travel extremely fast and constant values

of pressure at Dirichlet boundaries always limit it. Such

effects are also discussed, e.g., by [6, 66] for CO2 storage

in deep saline aquifers. Accordingly, the spatial scale of

the pressure footprint due to injection is typically much

larger than the spatial scale of the induced reactive transport

during MICP, which is the area of focus during sealing.

The computationally expensive MICP model usually limits

the size of the problem. However, it could be beneficial

to employ a multi-physics approach, e.g., by coupling the

near-well region with MICP to an outer far-field region

where only the hydraulics are modeled with a flow model.

Or one could apply an analytical solution, similar to the



multi-physics approach of, e.g., [20, 21] or the mortar-space

upscaling by e.g. [57].

5.2 Future applications and plans for further model
improvement

Research on MICP and related applications is continuing

in our work groups, now focusing primarily on field-scale

sealing of near-well-bore delaminations, fractures, voids,

and other unrestricted flow channels through well-bore

cement. These preferential flow paths can result in lost

zonal isolation leading to deleterious flow of fluids between

zones or to the surface with multiple potential negative

impacts including loss of resource production, reduction

of sweep efficiency in EOR operations, and regulatory

non-compliance. Our next steps planned are to model well-

bore cement sealing related to unconventional oil and gas

recovery and CO2 sequestration for projects which are

currently underway.

For those applications, several further improvements of

the model are crucial. First, the computational efficiency of

the model should be increased whenever possible to enable

the use of larger simulation domains or more refined grids.

Also a larger number of simulation runs, in the context of

analyses of scenarios, parameter sensitivities, and uncertain-

ties, is important on the field scale to address the inherent

uncertainty related to the lack of information and data at

the field scale. Second, the model should be thoroughly

validated and, if necessary, re-calibrated to well-controlled,

large-scale, full 3D, radial flow experiments to investigate

the apparent scale dependence of some model parameters.

In particular, it should be investigated why the best-fit

parameters for the quasi-1D sand column setups seem to

underestimate the precipitation of calcite in 3D radial setups

in sandstone. Third, the impact of MICP on the two-phase

flow properties needs to be included into the model, as

the mentioned common feature of the application is the

potential presence of two fluid phases, where relative per-

meabilities and capillary pressures are essential to have for

reliable description of flow. Fourth, the model should also

be able to predict the increase in mechanical strength due to

MICP, which has been shown in experiments, and could be

used to increase the stability of cap rocks.
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Appendix

This appendix provides the reactive source and sink terms

in the model for MICP used in this study. In the following

tables, we refer to the components (water (w), inorganic

carbon (ic), sodium (Na), chloride (Cl), calcium (Ca), urea

(u), ammonium/ammonia (a), substrate (s), oxygen (O2),

and suspended biomass(sb)) and solid phase (biofilm (b)

and calcite (c)) with the respective super- or subscripts.

Sodium and chloride do not take part in any of the

reactions directly, which is why qNa = qCl = 0. However,

they represent the effect of the presence of ions in the

aqueous phase on the fluid properties density and viscosity

according to the salinity dependent relations given in [5]

and on the activity coefficients of the reacting components

calculated using Pitzer equations according to [14, 48, 79],

as discussed in detail in [19]. Also calcium is considered

to contribute to salinity and ionic strength. All ions are

considered in the charge balance used to determine the

pH and the dissociation of total inorganic carbon and

ammonia/ammonium.

Table 2 gives all reactive source and sink terms composed

of the rates kinetics of the biogeochemical reactions

considered in the model. The parameters used to calculated

the source and sink terms and rate kinetics are the following

(see also Table 3 for their values): Mκ is the molar mass

of κ , Y the growth yield coefficient, F the ratio of oxygen

to substrate used for growth, kurease the maximum activity

of urease, kub the mass ratio of urease to biofilm, ρb the

density of biofilm, mκ the molality of κ calculated from

the mole fraction xκ
w and the water-phase properties, Ku

http://www.dumux.org/download.php
http://www.dumux.org/download.php
https://git.iws.uni-stuttgart.de/dumux-pub/hommel2018a
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Table 2 Component-specific

reactive source and sink terms

of the model used in this study

Component Source term Rates

Water qw = 0

Inorganic carbon q ic = rdiss − rprec + rurea

Sodium qNa = 0

Chloride qCl = 0

Calcium qCa = rdiss − rprec

Urea qu = −rurea

Ammonia/ammonium qa = 2rurea

Substrate qs = −
rsb
g +rb

g

MsY

Oxygen qO2 = −F
rsb
g +rb

g

MO2 Y

Suspended biomass qsb =
rsb
g −rsb

b −ra+rd

Msb

Biofilm qb =
rb
g −rb

b +ra−rd

Mb

Calcite qc = rprec − rdiss

Ureolysis rate rurea = kureasekubρbφb
mu

Ku+mu

Precipitation rate of calcite rprec = kprecAsw (	 − 1)nprec ; 	 ≥ 1

Dissolution rate of calcite rdiss =
(

kdiss,1mH+ + kdiss,2

)

Acw (	 − 1)ndiss ; 	 < 1

Interfacial area solid and water Asw = Asw,0

(

1 −
φc

φ0

)
2
3

Interfacial area calcite and water Acw = min (Asw, acφc)

Saturation state of calcite 	 =
mCa2+

γ
Ca2+ m

CO2−
3 γ

CO2−
3

Ksp

Growth rate of biofilm rb
g = μgφbρb

Growth rate of suspended biomass rsb
g = μgC

sb
w Swφ

Specific growth rate μg = kμY
Cs

w

Ks+Cs
w

C
O2
w

KO2
+C

O2
w

Decay rate of biofilm rb
b =

(

b0 +
rprecM

CaCO3

ρc(φ+φb)

)

φbρb

Decay rate of suspended biomass rsb
b = b0

(

1 +
KpH

(

mH+
)2

)

Csb
w Swφ

Attachment rate of biomass ra =
(

ca,1 + ca,2φb

)

Csb
w Swφ

Detachment rate of biomass rd =
(

cd (φSw |∇pw − ρwg|)0.58 +
φb

φ0−φc
μg

)

φbρb

For details, see [34] and [19]. The parameters values are given in Table 3

the half-saturation coefficients for ureolysis, kprec and nprec

are empirical precipitation parameters, kdiss,1, kdiss,2, and

ndiss are dissolution parameters, Asw,0 the initial interfacial

area of solid and water phase, ac the specific surface area

of calcite, Ksp the calcite solubility product and γκ the

activity coefficients of κ calculated using Pitzer equations

[14, 48, 79] kμ the maximum specific growth rate, Cs
w

and C
O2
w the mass concentrations of substrate and oxygen,

calculated from the mole fraction xκ
w and the water-phase

properties, Ks and KO2
the half-saturation coefficients for

substrate and oxygen, respectively, b0 is the endogenous

decay rate, KpH an empirical constant accounting for

increased bacterial inactivation at non-optimal pH, ca,1 a

general first-order attachment coefficient, ca,2 a attachment

coefficient for preferential attachment to existing biofilm,

cd the first order coefficient for detachment due to shear

stress, and |∇pw − ρwg| the absolute value of the potential

gradient.



Table 3 Parameter values used for the simulations in 2014 and 2018

Param. Unit Value Reference

ρc kg/m3 2710 [19]

ρb kg/m3 10 / 6.9 [19] / [34]

Dκ
w

m2/s 1.587 × 10−9 [65]

αl m 0.025 [26]

Asw,0 m2/m3 5000 [19]

ac m2/m3 20000 [19]

kprec mol/m2s 1.5 × 10−10 [83]

nprec - 3.27 [83]

kdiss,1 kgH2O/m2s 8.9 × 10−1 [13]

kdiss,2 mol/m2s 6.5 × 10−7 [13]

ndiss - 1 [25]

kμ 1/s 4.1667 × 10−5 [15]

Ks kg/m3 7.99 × 10−4 [68]

KO2
kg/m3 2 × 10−5 [29]

Y - 0.5 [67]

F - 0.5 [47]

b0 1/s 3.18 × 10−7 [68]

KpH mol2/kg2
H2O 6.15 × 10−10 [39]

ca,1 1/s 1.5 × 10−5 / 8.3753 × 10−8 Estimated / [34]

ca,2 1/s 5 × 10−6 / 8.5114 × 10−7 Estimated / [34]

cd 1/s 2.89 × 10−8 [18]

kurease mol/kgs 706.7 [45]

Ku mol/kgH2O 0.355 [45]

kub - 1 × 10−2 / 3.81 × 10−4 [1] / [34]

In general, for both sets of simulations, the parameter values as published

in [34] were used. However, as the recalibration of the model was

not finished during the 2014 simulations, the fitting parameters were

different and given in the table in the format parameter 2014/parameter

2018. These parameters are compared in detail in Table 1
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