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EXECUTI VE SUMMARY 

 
Background 

While cloud com put ing is not  a new technology per se and has been developed and 

marketed primarily for profit -dr iven purposes, the growing reliance on its infrast ructures 

and services poses a series of challenges for EU st rategies and policies. This study 

addresses these challenges, exam ining the current  EU framework in the field and 

highlight ing the legal aspects in relat ion to the r ight  to data protect ion, the issue of 

jur isdict ion, responsibilit y and the regulat ion of data t ransfers to third count r ies. 

 

Aim   

The study starts by invest igat ing the issues at  stake when dealing with cloud comput ing 

(Sect ions 1 and 2) . I t  suggests that  the main concern arising for private cit izens, 

companies and public adm inist rat ion using cloud technologies is not  so m uch the 

possible increase in “cyber” fraud or crim e than the loss of control over one’s 

data .  From a r isk-assessm ent  perspect ive, the higher r isk is indeed to be found in the 

m anagem ent  of the data contained in data cent res, whether this m anagem ent  is of a 

cr im inal nature or not .  

Current ly, the EU framework on cloud comput ing in relat ion to cybercrime lacks a clear 

sense of direct ion, pr ior it ies and pract ical coordinat ion (Sect ion 2.2) . The various 

com ponents of the EU’s cybercrim e policy framework fall under the responsibility of 

different  services and involve different  groups of experts and ‘stakeholders’. The 

Commission’s decision to locate the European cybercrime cent re (EC3)  within EUROPOL 

raises further quest ions over the respect ive roles of the European Network and I nform at ion 

Security Agency (ENI SA)  and EUROPOL. Moreover, the way in which the Commission 

envisages the role of EC3 perpetuates the habit  of providing a list  of act ivit ies, blurr ing 

prior it ies and a sense of direct ion, as well as a reliable assessm ent  of the resources that  are 

required to meet  the stated goals. However, the main concern remains the lack of a 

concept  of ‘cybercrime’ within the EU. This has direct  implicat ions for the funct ioning of the 

proposed EC3 as part  of EUROPOL and creates a wider degree of uncertainty for the 

individual as regards lower data protect ion standards for ‘cybercrime’ and whether this 

differs from  other cr im es such as ‘com puter crime’ and/ or other ‘serious cr im es’. I n the 

field of cybercrime, the study thus st rongly underlines that  the challenge of pr ivacy in a  

cloud context  is underest im ated, if not  ignored  (Sect ion 3) . I n most  European fora 

dealing with cybercr im e, Data Protect ion laws appear to be marginalised in the agenda and 

inadequately addressed. The data subject  and its protect ion are therefore key to ensure 

that  the rule of law, democrat ic principles and human r ights are guaranteed by EU law and 

regulat ions. 

This study therefore exam ines in depth what  is at  stake from  the perspect ive of data 

protect ion and privacy (Sect ions 3 and 4) . The set  of relat ions current ly defining cloud 

com put ing technologies encom passes negot iat ions and tensions between public authorit ies, 

pr ivate ent it ies and public and private authorit ies. I n this set  of relat ionships, data 

protect ion and privacy are often objects of negot iat ion to the det r iment  of individual r ights. 

Where cloud comput ing is possibly most  disrupt ive is where it  breaks aw ay from  the 

forty- year- old legal m odel for  internat ional data t ransfers,  j eopardising the r ights of 

the EU cit izens:   
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 Consum ers’ r ights are subsum ed into a com plex m esh of cont racts am ong private 

ent it ies. Therefore, from  a legal perspect ive, the challenge of jur isdict ion is cent ral. 

The legal determ inat ion of both the responsibilit ies and legal liabilit ies of data 

cont rollers and processors and the r ights of the individual as ‘data subject ’ are 

param ount .  

 Lack of legal certainty surrounding the concept  of cybercrime and legal frameworks 

of cloud-based invest igat ions, as well as inadequate tools to safeguard privacy and 

data protect ion increase the potent ial for m isuses and abuses by law enforcement  

actors and agencies. European cit izens’ data are not  sufficient ly protected in this 

regard. This aspect  is enhanced by except ional m easures taken in the nam e of 

security and the fight  against  terror ism . The US context  is here part icular ly 

illum inat ing, both in the case of the Pat riot  Act  and in the case of the US Foreign 

I ntelligence Surveillance Amendm ent  Act  (FI SAA)  of 2008. I n this case, the quest ion 

of the legal framework of data t ransfers/ processing to third count r ies is cr it ical. 

These elem ents, exam ined throughout  this study, have been neglected in EU policies and 

st rategies, despite their very st rong implicat ions for EU data sovereignty and the protect ion 

of cit izens’ r ights. 
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GENERAL I NFORMATI ON 

KEY FI NDI NGS 

 The main concern arising from  the growing reliance on cloud comput ing is less the 
possible increase in cyber fraud or cr ime than the loss of cont rol over individual 
ident ity and data.  

 To a large extent , cloud com put ing is not  a genuinely new technology, it  cont r ibutes 
to the growth of cross-border t ransfers of data and as such poses a set  of or iginal 
challenges to EU policies, including with regard cybercrime and privacy.  

 These challenges com prise, first  and foremost , the establishment  of clear pr ior it ies 
in the current  set  of measures implemented by EU agencies, bodies and inst itut ions 
in relat ion to “cyber”  security m at ters. Who is most  at  r isk in the context  of cloud 
comput ing, and how these r isks come about , are core quest ions in this regard. 

 Cloud comput ing raises a number of specific legal challenges in relat ion to the r ight  
to data protect ion, including the development  of a legal definit ion of cybercrim e, the 
issue of jur isdict ion and responsibilit y, the regulat ion of data t ransfers to third 
count r ies, and of the work of EU agencies. 

 Risks associated with cloud com put ing are an exacerbat ion of t radit ional informat ion 
security concerns. The r isk faced by individuals using cloud services is the m ost  
cent ral.  

 There is considerable disagreement  over the r isks that  can actually be at t r ibuted to 
cybercrime. Some experts consider that  companies are most  at  r isk and face the 
steepest  costs, while others argue convincingly that  average cit izens are the most  
concerned. 

 The various com ponents of the EU’s cybercrime policy fram ework current ly fall 
under the responsibilit y of different  services and involve different  groups of experts 
and ‘stakeholders’. This cont r ibutes to unclear pr ior it ies and possible m isallocat ion of 
resources.  

 The Commission’s decision to locate the European cybercrime cent re (EC3)  within 
EUROPOL raises the quest ion of the respect ive roles of ENI SA and EUROPOL. 

 The way in which the Com m ission envisages the role of EC3 perpetuates the habit  of 
providing a list  of act ivit ies, blurr ing prior it ies and a sense of direct ion, and lacking a 
reliable assessment  of the resources that  are required to meet  agreed goals. 

 The set  of relat ions current ly defining cloud com put ing technologies encom passes 
negot iat ions and tensions between public authorit ies, pr ivate ent it ies and public and 
private authorit ies. I n this set  of relat ionships, data protect ion and privacy are often 
objects of negot iat ions to the det r iments of the individuals’ r ights. 

 I f one places the individuals and her/ his r ights at  the cent re of the discussion, the 
cybercrim e dim ension is but  one of the pending issues. Where cloud comput ing is 
possibly the most  disrupt ive is in the fact  that  cloud com put ing breaks away from  
the forty-year-old legal model for internat ional data t ransfers. 

 I n the field of cybercrime, the challenge of pr ivacy in a cloud context  is 
underest im ated, if not  ignored. I n m ost  European fora dealing with cybercr im e, Data 
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Protect ion laws appear to be very marginal in the agenda and inadequately 
addressed to meet  the challenges. 

 The quest ion of pr ivacy and data protect ion is furthermore challenged by 
except ional m easures taken in the nam e of security and the fight  against  terror ism . 
The US context  is here part icularly highlight ing, both in the case of the Pat r iot  Act  
and in the case of the Foreign I ntelligence Surveillance Amendment  Act  (FI SAA)  of 
2008. These elements have been totally neglected, despite very st rong implicat ions 
on EU data sovereignty and the protect ion of it s cit izens’ r ights. 

 Conceptual uncertaint ies emerge in relat ion to the wide room of discret ion by the 
Mem ber States at  t im es of establishing jur isdict ion i.e. the applicable implem ent ing 
law of the Member State under the Data Protect ion Direct ive (DPD) . This m ost  
direct ly causes uncertainty for any affected individual who m ight  face conflict  of laws 
result ing from the mult iple nat ional implement ing legislat ions. A target ing/ direct ing 
test  would establish jur isdict ion in relat ion to data connected to the EU, but  would 
not  rule out  conflict  of laws nor preclude secret  surveillance by third count r ies. Yet , 
these init iat ives should be seen as valuable tool to ensure that  US companies are “ in 
pr inciple”  covered by EU Data Protect ion Law 

 An‘accountabilit y approach’ would imply the vest ing of obligat ions and liabilit ies 
upon every actor with considerable power, i.e. knowledge and cont rol of the 
personal data. This explains why anonymous data, i.e. data to which there is a 
m inim ized r isk of unauthorized access, are no ‘personal data’ in the DPD. Standard 
set t ing on the EU level as regards what  const itutes personal data would cont r ibute 
to a harm onized approach to the “who”  quest ion (see Annex 2) , i.e. who is the cloud 
user data ( joint )  cont roller, data processor, data subject . This “who”  quest ion is 
important  in light  of the quest ion of jur isdict ion and the result ing or potent ial 
responsibilit ies, liabilit ies and obligat ions towards the individual. 

 Definit ional uncertaint ies also emerge in relat ion to self- regulatory data protect ion 
regimes ‘quite separate from the wider EU level fram ework on data protect ion’, 
when assessing data t ransfers to third count r ies. The not ion of ‘adequacy’ as 
regards data t ransfers to third count r ies is defined on several levels (Mem ber 
States, European Com m ission and EUROPOL) , and this further expands the 
vulnerability of the data subject  as regards what  actually are ‘adequate data 
protect ion standards’, and the capacity to cont rol her/ his data as a fundam ental 
r ight . This is exacerbated by the lack of a concept  of cybercr im e within the EU, 
which creates even m ore legal uncertainty for the individual as regards the 
just ificat ion of lower data protect ion standards for cybercrime.  
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I NTRODUCTI ON 

KEY FI NDI NGS 

 The main concern arising from  the growing reliance on cloud comput ing is less the 

possible increase in cyber fraud or cr ime than the loss of cont rol over individual 

ident ity and data. 

 To a large extent , cloud com put ing is not  a genuinely new technology, it  cont r ibutes 

to the growth of cross-border t ransfers of data and as such poses a set  of or iginal 

challenges to EU policies, including with regard cybercrime and privacy. 

 These challenges com prise, first  and foremost , the establishment  of clear pr ior it ies 

in the current  set  of measures implemented by EU agencies, bodies and inst itut ions 

in relat ion to “cyber”  security m at ters. Who is most  at  r isk in the context  of cloud 

comput ing, and how these r isks come about , are core quest ions in this regard. 

 Cloud comput ing raises a number of specific legal challenges in relat ion to the r ight  

to data protect ion, including the development  of a legal definit ion of cybercrim e, the 

issue of jur isdict ion and responsibilit y, the regulat ion of data t ransfers to third 

count r ies, and of the work of EU agencies. 

 

This study argues that  the main concern arising from  the growing reliance on cloud 

com put ing by private cit izens, com panies and public adm inist rat ion is less the possible 

increase in “ cyber”  fraud or cr ime than the loss of cont rol over indiv idual ident ity and data. 

As we will detail further below (1.1.) , cloud com put ing does m ake cross-border t ransfers of 

data ubiquitous and instantaneous in our “ inform at ion societ ies” . As such, cloud com put ing 

has drawn the at tent ion on the need for a global regulat ion of the I nternet , but  this focus 

on regulat ion has rendered the individual and his r ights invisible. The discussion has 

concent rated on issues of t raceabilit y of I P addresses in a cloud comput ing context , on 

threats to nat ional security associated with cyber at tacks on crit ical infrast ructures, and on 

dramat ic forms of cyber cr im inality such as child pornography. The cit izen is taken into 

account , but  as the vict im  of cr imes such as ident ity theft  or botnet  at tacks, not  as a bearer 

of r ights, including the r ight  to data protect ion and to pr ivacy.  

This note aims at  revert ing this t rend and exam ines the consequences of put t ing the 

individual at  the cent re of the system of t r iangular diplomacy at  play over the quest ion of 

cloud com put ing, between nat ional authorit ies of the count ry where s/ he resides, the 

companies providing cloud comput ing infrast ructures, plat form s and services, and the 

internat ional stage where other nat ional governments and t ransnat ional bodies such as the 

EU define the stakes involved in the global regulat ion of an I nternet  redefined by cloud 

com put ing innovat ions.  

Assessing these innovat ions is im portant  in order to avoid both scept ical and catast rophic 

fram ings of cloud comput ing. For the scept ics, cloud comput ing has brought  no part icular 

change. For the catast rophists, cloud com put ing is a radically new phenomenon that  calls 

for more cont rol over the I nternet , viewed as a “Far West ”  with out law, but  without  a 

proper sheriff.  As this note will argue, the term inology of “ the cloud”  in itself comes from 

advert isem ent , and reflects an effort  at  “branding”  dist r ibuted parallel com putat ion 

services. But  “ the cloud”  does not  float  in the air and is not  purely vir tual. I t  involves an 
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infrast ructure of data cent res that  is thoroughly terr itor ialised, within which data m oves at  

high speed and can neither be t raced nor localised easily. Cloud comput ing thus creates a 

series of challenges t ied to the means of countering at tacks, to the difficult ies for law 

enforcement  agencies to t race the act ivit ies of cr im inals, ad to the quasi- impossibilit y for 

EU cit izens to know exact ly what  has been done with their personal data when it  is 

processed by companies either using or providing cloud services. Exist ing legal protect ions, 

such as Safe Harbour for US-based companies, are lim ited. They rest  on the good will of 

third part ies and are not  t ied to real enforcem ent  powers. This also holds t rue when the 

data (whether personal or anonym ised)  of EU cit izens is used for the purpose of prevent ing 

illegal acts. 

 

1 .1 . Cloud com put ing technologies 

Cloud com put ing can be defined in general terms as the dist r ibuted processing of data on 

rem otely located com puters accessed through the I nternet1.  To som e extent , cloud 

comput ing is not  really a new technology, but  a new business m odel for com panies such as 

Amazon, Google or Microsoft  to commodit ise the ext raneous capacit ies of their data 

cent res. The m ore advanced forms depend on new software techniques that  allow 

sim ultaneous processing of data, dist r ibuted autom at ically over m assively parallel 

hardware.  

Cloud com put ing is geographically dist r ibuted across data cent res. A data cent re is a 

warehouse-sized building equipped with backup power supplies and air condit ioning, 

housing racks containing tens of thousands of ident ical circuit  boards (called “blades”  -  

each containing a complete powerful com puter)  and disk dr ives. The blades and disks are 

all connected to high speed networking cables, and the program s to be run are 

orchest rated by an underlying “ fabric”  of software m anaging the available resources. While 

some of these data cent res can be located2,  a consolidated map of all of them is current ly 

not  available. 

There is arguably not  a single cloud but  several. The cloud can first ly be understood in 

terms of the services provided through it .  Most  studies dist inguish between at  least  three 

technical variet ies of cloud comput ing in this regard:  

1. I nfrast ructure-as-a-Service ( I aaS) :  the provision of comput ing and storage 

resources for remote cont rol over the I nternet . These resources usually are “vir tual”  

m achines, sim ulat ions of m achines in software which share the resources of m any 

physical m achines efficient ly. 

2. Software-as-a-Service (SaaS) :  the provision of software applicat ions (e.g. for word 

processing or spreadsheets) , running on server com puters in a datacent re, to 

rem ote users through their local com puter act ing as a term inal. 

3. Plat form -as-a-Service (PaaS) :  a Cloud operat ing system  designed to dist r ibute the 

dynam ically varying demand for resources autom at ically over hundreds or 

thousands of m achines, without  needing to alter the code of program s writ ten for 

that  plat form . 

                                                 

1 See, inter alia, European Comm ission (2012(e) ) , Unleashing the Potent ial of Cloud Comput ing in Europe,  

COM(2012)  529 final. 
2See e.g.:  ht tp: / / www.google.com/ about / datacenters/ inside/ locat ions/  or 

ht tp: / / www.zdnet .com/ blog/ m icrosoft / where- in- the-wor ld-are-m icrosofts-datacenters/ 5700. 
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Each of these forms of cloud comput ing allow customers to be billed only for the resources 

they use, and m ore resources can be allocated “elast ically”  up to the aggregate capacity of 

the available data cent res. Services such as Google Search or Facebook social networking 

are not  examples of cloud comput ing as such, but  are applicat ions built  on a foundat ion of 

PaaS architecture. Office365 is an example of SaaS. Services offer ing the host ing of vir tual 

m achines running the user’s choice of operat ing system are an example of I aaS. A further 

dist inct ion can be made between public clouds which involve the provision of 

I aaS/ SaaS/ PaaS to m any custom ers sharing the processing power of a m achine in a data 

cent re, cont rasted, and private clouds which are used only by a single customer (or a 

rest r icted group)  usually for security reasons. 

Although the applicat ion software must  be writ ten from  scratch in special languages, only 

PaaS is capable of the t rue “elast ic”  scaling of demand from one machine to many 

thousands. By cont rast , I aaS is arguably not  “ real”  cloud comput ing at  all,  in that  the only 

difference from t radit ional means of leasing comput ing power at  a distance is that  the 

machines are vir tual. So far, major commercial PaaS plat forms are offered only by US 

com panies. Most  cloud providers in the EU are actually reselling services cont rolled and 

designed in the US, and their pr ivacy policies state that  data will be exported to the US. 

 

1 .2 . Cloud com put ing, cybercrim e and privacy: w hat  are the 

challenges? 

I f to som e degree cloud comput ing is not  a genuinely new technology, it  does nonetheless 

hold the potent ial for present ing original challenges to EU policies in the field of informat ion 

society as well as just ice and home affairs. The growing reliance on cloud comput ing 

cont r ibutes to the growth of t rans-border flows of data, not  only within the EU, but  also 

with third count r ies and part icularly the United States. Cloud comput ing is usually 

envisaged as a challenge to the global regulat ion of the I nternet . I n the field of security, 

these concerns involve the quest ions of ( inform at ion)  infrast ructure protect ion on the one 

hand, of the fight  against  cr ime on the other, as well as defence considerat ions linked with 

possibilit ies of cyber-spying and cyber-sabotage. These are certainly im portant  stakes, but  

they fall most ly under the responsibilit y of Member States. Given that  this study focuses on 

the EU, we will in the following pages concent rate on the issues related to the protect ion of 

EU cit izens against  cr im e, and to the guarantee of his fundamental freedoms and r ights in 

the context  of an increasingly cloud- intensive I nternet . 

The ‘challenge of challenges’, so to speak, is therefore to clarify w hat  it  is that  EU 

bodies should be predom inant ly concerned w ith in the first  place. This is a 

part icularly t imely discussion, given the recent  creat ion of a European Cybercrim e Cent re 

(EC3)  within the European Police Office EUROPOL, and the forthcom ing adopt ion of an EU 

Cybersecurity st rategy by the European Com mission ( foreseen Decem ber 2012 at  the t im e 

of writ ing) . Should the focus be on combat ing online cr im inality ( i.e. cybercrime)  in order to 

protect  the data of EU cit izens from  fraudsters using ‘the cloud’ as an asset  or a target? I s 

the main concern t ied to the loss of sovereignty result ing from  cyber-sabotage and cyber-

spying and tensions am ong states? Or should the emphasis be placed on providing legal 

certainty in jur isdict ion-spanning t ransfers of data involving a mult iplicity of data cont rollers 

and processors? Ult im ately, this raises the quest ion of who is most  affected by online 

developments among companies, states and individuals. As discussed in the study, it  is 

certainly the case that  the m ost  pressing challenge, which is st ill not  exam ined and 

recognised as such, lies with the provision of legal certainty to EU cit izens regarding their  

r ight  to data protect ion and their  r ight  to pr ivacy.  
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The quest ion of prior it ies associated with the challenge of privacy is thus cent ral, and is the 

main issue discussed in this study. More specifically:  

 Sect ion 2 provides an overview of the current  know ledge on r isks ar ising from  

the grow ing reliance on cloud com put ing ,  cont inuing with a br ief survey of the 

EU policy and operat ional framework in this regard. 

 Sect ion 3 builds on the conclusions of this overview to suggest  that  the main 

concern m ight  not  lie specifically or exclusively in dealing with fraudsters. Cloud 

com put ing brings into focus the t r iangular diplom acy at  play betw een 

states, com panies and the inter- state system  in the global regulat ion of the 

I nternet .  The unfolding of this t r iangular diplomacy puts into quest ion the degree 

to which the protect ion of individuals is cent ral in current  discussions of cloud 

com put ing. I n this regard, it  appears that  the provision of the best  legal and 

technical guarantees to EU cit izens regarding their data is the m ost  cent ral and 

pressing challenge. 

 Sect ion 4 develops a legal perspect ive on this discussion. Cloud comput ing and 

cybercrime pose legal challenges to fundamental legal concepts in the fragmented 

EU legislat ive fram ework. First ly, definit ional uncertaint ies relate to the Member 

States’ discret ion to establish jur isdict ion, and this creates legal uncertainty for the 

individual as regards the applicable law. Secondly, definit ional uncertaint ies relate to 

the m ult iple definit ions of adequacy as regards data t ransfers to third count r ies, and 

this creates legal uncertainty for the indiv idual as regards the definit ion of ‘adequate 

data protect ion standards’. This is exacerbated by the lack of a concept  of 

cybercr im e within the EU, which creates even more legal uncertainty for the 

individual as regards the just ificat ion of lower data protect ion standards for 

cybercrime. 

 Sect ion 5, finally, out lines several key recom m endat ions for current  and upcom ing 

EU act ivit ies with regard cloud comput ing. 

 

2 . CLOUD COMPUTI NG, CYBERCRI ME, PRI VACY: THE EU 

FRAMEW ORK 

KEY FI NDI NGS 

 Risks associated with cloud com put ing are an exacerbat ion of t radit ional informat ion 

security concerns. The r isk faced by individuals using cloud services is the m ost  

cent ral. 

 There is considerable disagreement  over the r isks that  can actually be at t r ibuted to 

cybercrime. Some experts consider that  companies are most  at  r isk and face the 

steepest  costs, while others argue convincingly that  average cit izens are the most  

concerned. 

 The various com ponents of the EU’s cybercrime policy fram ework current ly fall 

under the responsibilit y of different  services and involve different  groups of experts 

and ‘stakeholders’. This cont r ibutes to unclear pr ior it ies and possible m isallocat ion of 

resources. 
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 The Commission’s decision to locate the EC3 within EUROPOL raises the quest ion of 

the respect ive roles of ENI SA and EUROPOL.  

 The way in which the Com m ission envisages the role of EC3 perpetuates the habit  of 

providing a list  of act ivit ies, blurr ing prior it ies and a sense of direct ion, and lacking a 

reliable assessment  of the resources that  are required to meet  agreed goals.  

 

"The advanced m ethods discovered in Operat ion High Roller show fraudsters m oving 

toward cloud-based servers with m ult i- faceted autom at ion in a global fraud cam paign"   

(David Marcus, director of security research for McAfee Labs -  June 2012) .  

I n a white paper published in June 20123,  McAfee and Guardian Analyt ics described what  

supposedly exemplified cybercrime m oving to the cloud. "Operat ion High Roller"  designates 

a series of highly sophist icated cam paigns designed to take m oney out  of bank accounts in 

Europe, the U.S. and South Am erica through autom ated t ransfers. I f the first  stage of the 

fraud can be seen as " t radit ional"  (phishing e-mail,  use of a Trojan -  in this case Zeus or 

SpyEye) , the final stage was allegedly m ore innovat ive, the fraudsters operat ing m alware 

from  a server in the cloud. The McAfee/ Guardian Analyt ics white paper concluded by 

st ressing new opportunit ies for cr im inals arising from “ the cloud” . 

The latest  Europol Report  dedicated to cybercrime ( iOCTA -  2011)  echoes these concerns. 

I t  states that  the process of outsourcing data storage to third part ies (as a cost -saving 

opt ion and a way of rem ote access to data from  any locat ion)  "poses both a threat  to users 

and a challenge to law enforcem ent . Data stored in the Cloud is not  only accessible to all 

authorized users, but  also vulnerable to external at tacks"4.  

The fraud described in Operat ion High Roller indeed shows how the cloud can be used for 

illicit  purposes. I t  also emphasizes the high level of sophist icat ion of the individuals who 

planned it .   

 

The 2002 Proposal for a Council Framework Decision on at tacks against  inform at ion 

system s, in its §28 dist inguishes between ‘cr im inal at tack ( threat )  to computer 

infrast ructure’ and ‘computer-assisted cr im e ( threat ) ’:   

 

First , threats to com puter infrast ructures, which concern operat ions to disrupt , 

deny, degrade or dest roy informat ion resident  in com puters and com puter networks, 

or the computer and networks themselves. Secondly, com puter-assisted threats, 

which concern m alicious act ivit ies, such as fraud, m oney laundering, child 

pornography, infr ingem ent  to intellectual property r ights and drug t rafficking, which 

are facilitated by the use of a computer.  

 

However, while the cloud certainly offers new possibilit ies for cr im inals and can be a 

facilitator for a wide range of cr im inal act ivit ies, to single out  cloud com put ing as a new 

type of cybercrime is problemat ic, and this sect ion emphasises the following:    

 First , cloud technologies are a m eans to com m it  cr im e ,  much like other 

computer- related technologies ( i.e. viruses, phishing, botnets, m alware, etc.) .  

                                                 

3 Marcus, D. and Sherstobitoff, R. (2012) , Dissect ing Operat ion High Roller , White Paper, June 2012. 
4 EUROPOL (2011) , Threat  Assessm ent  Report  (Abridged) , I nternet  Facilitated organised Crim e – iOCTA, January 

2011, p.10. 
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 Second, if cloud technologies can be seen as a key challenge for all online data 

storage users, m ajor r isks are not  necessarily com ing from  fraudsters.  

 

2 .1 . W hat  is at  r isk w ith the cloud? 

Among the various reports tabled by EU inst itut ions as well as other public or private 

bodies in recent  years on cloud comput ing, cybercrime is not  part icularly singled out  as a 

specific concern. Out  of the ten ‘top security r isks’ listed by the European network and 

inform at ion security agency ENI SA in a recent  report  on the cloud5,  only two, possibly three 

can be potent ially related to cr im inal act ivit ies. This includes the possibilit y of at tacks 

launched on isolat ion mechanisms (since cloud comput ing is based on mult i- tenancy and 

shared resources, isolat ion of tenant  ‘spaces’ is cent ral) , the com prom ising of m anagem ent  

interfaces which would give at tackers access to a potent ially greater set  of resources than 

in t radit ional, networked comput ing, and the possibilit y of a so-called ‘malicious insider’ 

within a cloud service provider. These r isks are arguably an exacerbat ion of 

t radit ional inform at ion security concerns rather than som ething brought  about  

exclusively by cloud com put ing .  The same can be said about  the above ment ioned 

Operat ion High Roller,  where the fraud was based on a denial-of-service at tack -  DoS 

at tack, i.e.  an at tem pt  to m ake a m achine or network resource unavailable to its intended 

users that  has nothing specific to the cloud.  

By cont rast , the cent ral point  em phasised in the ENI SA report  is the r isk faced by 

custom ers if the cloud provider m akes im proper use and/ or m ism anages the data  

contained in its data cent res. One of the m ain challenges raised by cloud comput ing are 

those of pr ivacy and t rust  and not  only security, even though the quality of the protect ion 

measures put  in place is of course cent ral. Cloud-comput ing infrast ructure is indeed today 

alm ost  exclusively owned by private companies, and represents a significant  and growing 

part  of the I nternet . Thus, the econom ic aspects and commercial interests should not  be 

underest imated. The cloud services provided by well-known US based com pany Am azon 

(under the label Amazon Web Services, EWS) , for instance, is presumed to account  for 1%  

of all I nternet  consumer t raffic6.  This t rend appears to be reinforced as the current  

econom ic and financial cr isis br ings budgetary cont rol into the spot light , leading public 

authorit ies to opt  for outsourcing cloud comput ing to private ent it ies, som et im es to the 

det r iment  of other init iat ives. A good example is the June 2012 decision by US space 

agency NASA to shift  part  of it s infrast ructure to the aforement ioned Amazon EWS to the 

det r iment  of it s efforts in the development  of open-source cloud plat form  OpenStack, an 

init iat ive it  had founded with company Rackspace Host ing7.   

The quest ion, in this regard, is w hether the focus on cloud com put ing from  the 

perspect ive of cybercrim e is appropriate and in tune w ith the challenges raised 

by cloud com put ing . As detailed in the following subsect ion, this is all the more st r ingent  

as the current  EU policy fram ework dealing with cybercrime is piecemeal, a situat ion that  

follows in part  from  the development  of two dist inct  perspect ives, one pertaining to 

network and informat ion security and the other to law-enforcement . 

 

                                                 

5 European Network and I nformat ion Security Agency (ENI SA)  (2009(a) ) , Cloud comput ing:  benefit s, r isks and 

recom m endat ions for inform at ion secur ity , Heraklion, November 2009. 
6 Based on est imates by US-based star t -up Deepfield, see:  Labovitz, C. (2012) , ‘How Big is Amazon’s Cloud?’, 

18.3.2012, available from:  ht tp: / / www.deepfield.net / 2012/ 04/ how-big- is-amazons-cloud/ , ret r ieved 20.8.2012. 
7 See the announcem ent  by NASA Chief I nform at ion Officer Linda Cureton, ‘I T Reform  at  the Nat ional Aeronaut ics 

and Space Adm inist rat ion’, 8.6.2012, available from  ht tp: / / blogs.nasa.gov/ cm / blog/ NASA-CI O-

Blog/ posts/ post_1339205656611.htm l, ret r ieved 20.8.2012. 
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2 .2 . Cloud com put ing and the EU legal, policy and operat ional 

fram ew ork 

2.2.1. The problem with measuring cybercrime 

The 2007 EU Commission's communicat ion dedicated to computer- related cr imes gives this 

definit ion of cybercrime:  "cr im inal acts com m it ted using elect ronic com m unicat ions 

networks and informat ion systems or against  such networks and system s":  

I n pract ice, the term  cyber cr ime is applied to three categories of cr im inal act ivit ies. 

The first  covers t radit ional form s of cr im e such as fraud or forgery, though in a 

cyber cr ime context  relates specifically to cr imes commit ted over elect ronic 

com m unicat ion networks and inform at ion systems (hereafter:  elect ronic networks) . 

The second concerns the publicat ion of illegal content  over elect ronic media ( i.e. 

child sexual abuse material or incitement  to racial hat red) . The third includes cr imes 

unique to elect ronic networks, i.e. at tacks against  inform at ion system s, denial of 

service and hacking8.   

As underlined by many scholars and experts, this definit ion of cybercrime is highly 

problemat ic from  a legal point  of view. The lack of a concept  of ‘cybercrime’ within the EU 

has direct  implicat ions for the funct ioning of the proposed European Cybercrime Cent re 

(EC3)  as part  of EUROPOL9,  and creates a larger degree of uncertainty for the individual as 

regards lower data protect ion standards for ‘cybercrime’ and whether this differs from  other 

cr imes such as ‘computer cr ime’ and/ or other ‘serious cr imes’. Furthermore, the scope of 

this definit ion, as well as the three types of cr ime presented ( internet  facilitat ing various 

types of cr imes, illegal use of online data, cr imes specific to elect ronic networks)  means 

that  a significant  proport ion of cr im inal act iv it ies fall,  in one way or another, under the 

heading of cybercrime.  

As a consequence, at tem pts to m easure the cost  of cybercrim e should be 

considered w ith caut ion ,  all the m ore since available figures tend to be hot ly disputed, 

as the recent  cont roversy over the Det ica study in the United Kingdom illust rates. I n 

February 2011, the UK Cabinet  Office commissioned Det ica, a private com pany working in 

the area of informat ion intelligence with governments and commercial customers, to work 

joint ly with the UK Office of Cyber Security and I nform at ion Assurance (OCSI A) 10 to assess 

the costs of cybercrime to the Brit ish economy. The Det ica study focused on three 

phenom ena:   

1. ident ity theft  and online scam s affect ing UK cit izens;   

2. I P theft , indust r ial espionage and extort ion targeted at  UK businesses;   

3. Fiscal fraud commit ted against  the Governm ent .  

I t  calculated the m agnitude of the costs of cyber cr ime using three-point  est im ates (worst -

case, m ost - likely case and best-case scenarios) , focusing in part icular on I P theft  and 

indust r ial espionage and its effect  on the different  indust ry sectors. According to the study’s 

most - likely scenario, the cost  of cybercrime to the UK amounted to £27bn per annum . A 

                                                 

8 European Com m ission (2007) , Comm unicat ion to the European Par liam ent , the Council and the Com mit tee of the 

Regions -  Towards a general policy on the fight  against  cyber cr im e,  SEC(2007)  641, SEC(2007)  642, 

COM/ 2007/ 0267 final, Brussels, 22.5.2007. 
9 European Com m ission (2012(d) ) , Com m unicat ion from  the Comm ission to the Council and the European 

Parliam ent  Tackling Crim e in our Digital Age:  Establishing a European Cybercr im e Cent re, COM(2012)  140 final, 

Brussels, 28.03.2012, p. 7. 
10 The OCSI A supports the UK Minister for the Cabinet  Office and the Nat ional Securit y Council in determ ining 

pr ior it ies in relat ion to securing cyberspace. The unit  provides st rategic direct ion and coordinates act ion relat ing to 

enhancing cyber security and inform at ion assurance in the UK. 
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significant  proport ion of this cost  comes from the theft  of I P from UK businesses, which 

they est im ate at  £9.2bn per annum. 

These figures have been m et  with skept icism , to the extent  that  an alternat ive study was 

subsequent ly com m issioned, this t ime by the UK m inist ry of Defence. Undertaken by four 

independent  researchers, the second study built  on a report  init ially commissioned in 2008 

by ENI SA on ` Security Economics and the Single Market '11.  The report  subm it ted to ENI SA 

analysed the stat ist ics available at  the t im e, their  shortcom ings, and the ways in which 

they could lead to incorrect  policy decisions. One of the elem ent  em phasized in this study 

was the lack of hard data about  informat ion security failures, as m any of the available 

stat ist ics are not  only poor but  are collected by part ies such as security vendors or law 

enforcem ent  agencies that  have a vested interest  in under-  or over- report ing.  

The report  commissioned by the UK m inist ry of Defence, ent it led 'Measuring the Cost  of 

Cybercrime'12,  further ident ified which figures are actually known, what  can reasonably be 

est im ated and what  can only be guessed. According to the data gathered and analysed, it  

came to the following conclusions13:    

1. Tradit ional frauds such as tax and welfare fraud cost  cit izens a few hundred 

pounds/ euros/ dollars a year. With such crimes, the costs of defence – i.e. the 

m onetary equivalent  of prevent ion -  are much less than the amounts stolen. 

2. Transit ional frauds such as payment  card fraud cost  cit izens a few tens of 

pounds/ euros/ dollars a year. Online payment  card fraud, for exam ple, typically runs 

at  30 basis points, or 0.3%  of the turnover of e-commerce firms. Defence costs are 

broadly com parable with actual losses, but  the indirect  costs of business foregone 

because of the fear of fraud, both by consum ers and by m erchants, are several 

t im es higher. 

3. The new cyber- frauds such as fake ant ivirus net  their  perpet rators relat ively small 

sums, with common scams pulling in tens of cents/ pence per year per head. I n 

total, the earnings of cyber- fraudsters m ight  am ount  to a couple of dollars per 

cit izen per year. But  the indirect  costs and defence costs are very substant ial, at  

least  ten t imes that . The cleanup costs faced by users (whether personal or 

corporate)  are the largest  single component ;  owners of infected PCs can spend 

hundreds of dollars, while the average cost  to each of us as cit izens runs in the low 

tens of dollars per year. The costs of ant ivirus ( to both individuals and businesses)  

and the cost  of patching (m ost ly to businesses)  are also significant  at  a few dollars a 

year each. 

The report  concludes that  despite the fact  that  cybercrim es are global and have 

st rong externalit ies, the figures suggest  that  less funding should be allocated to 

m easures ant icipat ing cybercrim e ( on ant ivirus, firew alls, etc.)  and m ore to 

react ive m easures:  that  is to “ the prosaic business of hunt ing down cyber-crim inals and 

throwing them  in jail" .  Another element  usefully recalled in the report  is the mere fact  that  

the m isallocat ion of resources associated w ith cybercrim e results m ore from  

econom ic and polit ical factors than from  behavioral ones and that  "previous studies 

of cybercr im e have tended to study quite different  things and were often writ ten by 

organisat ions (such as vendors, police agencies or m usic indust ry lawyers)  with an obvious 

` agenda'"14.   

                                                 

11 Anderson, R., Bohm e, R., Clayton, R., Moore, T. (2008) , Secur ity Economics and the Single Market , 2008. 
12 Anderson, R., Barton, C., Bohm e, R. et  al (2012) , Measur ing the Cost  of Cybercr im e,  Workshop on the 

Econom ics of I nform at ion Security, June 2012. 
13 I bid, Conclusions of the study, p.25 
14 I bid, p.2 
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This element  in part icular cont rasts with the conclusions of the Det ica report , which 

presents business as facing the steepest  costs and encourages m ore governm ental funding 

in the area of prevent ion and im provem ent  of cyber security. One should keep in m ind that  

Det ica is part  of BAE System s, a global defence and security com pany, with act ivit ies in the 

field of cybersecurity, r isk m anagem ent  and com pliance. As underlined in the UK m inist ry 

of Defence report , the long- term  winners of the fight  against  cybercr im e as it  is now 

steered m ay well be firm s such as BAE System s, but  also Google and Microsoft  as people 

are driven to webmail services with good spam protect ion. One could argue here that  the 

need to fight  cybercrim e in a  proact ive m anner is an argum ent  deployed by 

industry, largely for  com m ercial purposes.  

This is all the more important  as the reports of EU bodies draw significant ly on the 

expert ise provided by private companies. EUROPOL’s 2011 iOCTA report  states for instance 

that  “whilst  the value of the cybercrim inal economy as a whole is not  yet  known, one 

recent  est imate of global corporate losses stands at  approximately $1 t r illion per year”  

(p.5) . This figure is derived from  a report  by ant ivirus software provider McAfee on 

"Unsecured Econom ies:  Protect ing Vital I nformat ion" released at  the World Econom ic 

Forum annual meet ing in Davos in 2009. To avoid the r isk of inflat ion in assessm ents of 

cybercrime, it  seems that  legal clar ity and precision are important :  the iOCTA report  

describes in length “ internet  facilit ated organised crime” , without  clar ify ing what  cybercrime 

covers and does not  cover. I n the meant im e, iOCTA rem ains conservat ive for what  

concerns cloud comput ing. Echoing the findings of the 2009 ENI SA r isk assessm ent  of the 

cloud, iOCTA actually implies that  cybercrim e is less central than the custom er-

provider relat ionships:   

whilst  corporate owned servers are evident ly them selves subject  to hacking, the 

lack of direct  cont rol entailed by cloud com put ing raises concerns about  whether 

security measures will be properly enforced by the storage provider, or understood 

by the data owner or custom er. I n the cloud com put ing scenario, for exam ple, the 

personal and financial data of retail customers could be stored on the I nternet  by a 

third party without  that  custom er’s knowledge, and without  the direct  cont rol of the 

organisat ion who has processed that  data. The key to cloud com put ing’s success 

and long- term  uptake will be whether the convenience of remote access will be 

m atched by confidence in its security provisions.  (p.10)  

There is no doubt  that  computer- related cr imes are serious mat ters affect ing cit izens as 

well as public infrast ructures and private businesses. The quest ion, how ever, is 

w hether the prior ity lies in a  technological build- up and proact ive m easures, or  in 

the pursuit  of t radit ional cr im inal just ice aim s.  Sect ion 4 below out lines in this regard 

the crit ical importance of having legal certainty on the ownership over one’s data, and thus 

the importance of consent  of the customers. With regard r isks of financial fraud, botnets, 

hacking, phishing, spam m ing, the new opportunit ies offered by the cloud, are also real. 

One should however not  lose sight  of what  is at  stake in the emphasis placed on security 

provisions related to the cloud, and whose interests are thereby prom oted. Moreover, the 

lack of legal certainly that  surrounds the concept  of cybercrime, as well as the lack of 

certainty when it  com es to its costs, raises concerns towards the EU policy fram ework in 

the field. 

2.2.2. The EU legal and policy framework 

The EU legal and policy framework regarding cybercrime, fundamental freedoms and r ights 
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including the r ight  to pr ivacy has already been described in detail elsewhere15.  The 

principal, general- purpose legal inst rum ent  in this area rem ains the 2 0 0 1  Council 

of Europe Convent ion on Cybercrim e ( ETS 1 8 5 ) .  I n addit ion, and although a num ber 

of policy docum ents have sought  to provide a st rategic overview of EU m easures – m ost  

recent ly the European Commission’s communicat ion on ‘Tackling crim e in our digital age’ -
16,  there is no overall policy orientat ion on the issue. I t  remains to be seen whether the 

upcom ing EU st rategy on cybersecurity, announced in May 2012, will provide such a 

fram ework. 

Crim inal law m easures adopted through the EU on the quest ion of cybercr im e have focused 

m ost  substant ively on the quest ion of at tacks on informat ion system s. The relevant  

inst rument  here is Council Framework Decision 2005/ 222/ JHA of 24 February 2005 on 

at tacks against  inform at ion systems17.  The implementat ion of this Decision was reviewed in 

July 2008, with the Commission report  highlight ing the need for an update in light  of the 

increase of ‘botnet ’-based at tacks18.  I n September 2010, the Commission published a 

proposal for a direct ive repealing Framework Decision 2005/ 222/ JHA, which is current ly 

await ing Parliament  first  reading19.  References to cyber-cr im e can also be found in cr im inal 

law inst ruments target ing the sexual exploitat ion of children and child pornography. 

Measures listed in Council Framework Decision 2004/ 68/ JHA target  both online and offline 

conducts20.  The Fram ework Decision has been replaced by Direct ive 2011/ 92/ EU of 13 

December 2011, which establishes m inimum com m on rules am ong Mem ber States (beyond 

the object ive of approximat ion contained in the Framework Direct ive) , incorporates 

elem ents from  the relevant  Council of Europe Convent ion adopted in 2007 (ETS 201) , and 

includes elements regarding new crim inal offences in the I T environm ent 21.  Crim inal law 

measures related to cybercrime and adopted through the EU, finally, are also said to 

include the ‘online’ components of other offences22.  This comprises terror ism , as provided 

for by Council Fram ework Decision 2008/ 919/ JHA23 as well as acts of racism  and 

xenophobia24.  

The quest ion of cybercrime is also considered in the context  of EU m easures related to 

network and informat ion security (NI S)  and crit ical informat ion infrast ructure protect ion 

(CI I P) . NI S and cyber-cr ime (understood as ‘computer- related crime’)  were init ially 

considered within the same framework, as the Com m ission’s first  ‘cybercr im e 

communicat ion’ of January 2001 illust rates25.  As early as June 2001 however, the 

                                                 

15 Peers, S. (2009) , Strengthening Secur ity and Fundamental Freedom s on the I nternet  – An EU Policy on the 

Fight  Against  Cybercrime, PE 408.335, European Par liam ent , Brussels, January 2009. 
16 European Comm ission (2012(d) ) . 
17 Council of the EU (2005) , Council Framework Decision 2005/ 222/ JHA of 24 February 2005 on at tacks against  

informat ion system s, OJ L 69/ 67, 16.3.2005. 
18 European Comm ission (2008) , Report  from  the Com m ission to the Council based on Art icle 12 of the Council 

Fram ework Decision of 24 February 2005 on at tacks against  informat ion systems, COM(2008)  448 final, Brussels, 

14.7.2008. 
19 European Com m ission (2010(b) ) , Proposal for a Direct ive of the European Parliam ent  and of the Council on 

at tacks against  informat ion system s and repealing Council Fram ework Decision 2005/ 222/ JHA,  COM(2010)  517 

final, 30.9.2010. 
20 Council of the EU (2004) , Council Fram ework Decision 2004/ 68/ JHA of 22 December 2003 on combat ing the 

sexual exploitat ion of children and child pornography, OJ L 13/ 44, 20.1.2004. 
21 European Par liament  and Council of the EU (2011) , Direct ive 2011/ 92/ EU of the European Par liam ent  and of the 

Council of 13 December 2011 on combat ing the sexual abuse and sexual exploitat ion of children and child 

pornography, and replacing Council Framework Decision 2004/ 68/ JHA, OJ L 335/ 1, 17.12.2011. 
22 For a summary see Peers, S., op.cit . 
23 Council of the EU (2008(b) ) , Council Framework Decision 2008/ 919/ JHA of 28 November 2008 amending 

Fram ework Decision 2002/ 475/ JHA on combat ing terror ism , OJ L 330/ 21, 9.12.2008. 
24 Council of the EU (2008(a) ) , Council Framework Decision 2008/ 913/ JHA of 28 November 2008 on combat ing 

certain forms and expressions of racism  and xenophobia by means of cr im inal law, OJ L 328/ 55, 6.12.2008. 
25 European Comm ission (2001(a) ) , Creat ing a Safe I nform at ion Society by I m proving the Security of I nform at ion 

I nfrast ructures and Com bat ing Com puter- related Cr im e, COM(2000)  890 final, Brussels, 26.1.2001. 
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Commission’s DG I NFSO tabled a separate communicat ion on ‘network and informat ion 

security’26.  The docum ent  states in part icular that  ‘the proposed policy m easures [ …]  have 

to be seen in the context  of the exist ing telecom m unicat ions, data protect ion and cyber-

crime policies [ …] [ and]  will provide the m issing link in this policy fram ework’. The 

com m unicat ion envisaged this framework through Figure 1 below. 

 

Figure 1 : The relat ion betw een NI S, cybercrim e and data protect ion seen by DG 

I NFSO2 7  

 

 

The focus of NI S act ivit ies is ‘the abilit y of a network or an inform at ion system  to resist , at  

a given level of confidence, accidental events or m alicious act ion’28.  At tent ion is thus 

directed to the condit ions through which such confidence can be achieved and guaranteed. 

The original purpose of the ENISA, init ially established in 200429 was to foster such 

condit ions. NI S act ivit ies sponsored through the focus of a ‘secure inform at ion society’ have 

since been relabelled as part  of the EU’s developing European Programme for Crit ical 

I nfrast ructure Protect ion (EPCI P)  steered in the framework of the area of freedom, security 

and just ice30.  While NI S persists as a policy ident ifier, a number of act ivit ies related to it  

are now undertaken as part  of the so-called CI I P fram ework31.   

As suggested so far, then, the various com ponents of the EU’s cybercrim e policy 

fram ew ork fa ll under the responsibility of different  services and involve different  

groups of experts and ‘stakeholders’.  The Com m ission’s first  ‘cybercr im e 

com m unicat ion’ of January 2001 was a joint  endeavour between the inst itut ion’s directorate 

generals in charge of informat ion society (DG I NFSO, now CONNECT)  and just ice and home 

affairs (DG JHA/ JLS/ HOME) . The 2001 Com m ission communicat ion on network and 

informat ion security was steered only by the form er. I n 2006-2007, DG I NFSO led the 

                                                 

26 European Com m ission (2001(b) ) , Network and I nform at ion Security:  Proposal for a European Policy Approach,  

COM(2001)  298 final, Brussels, 6.6.2001. 
27 I bid, p. 3. 
28 European Com m ission (2001(b) ) , p. 3. 
29 European Par liam ent  and Council of the EU (2004) , Regulat ion (EC)  No 464/ 2004 of the European Parliament  

and of the Council of 10 March 2004 establishing the European Network and I nformat ion Security Agency (ENI SA) ,  

OJ L 77/ 1, 13.3.2004. 
30 European Com m ission (2006) , A st rategy for a Secure I nformat ion Society – “Dialogue, partnership and 

em powerm ent ” , COM(2006)  251 final, Brussels, 31.5.2006. On EPCI P, see:  European Comm ission (2005) , Green 

Paper on a European Program m e for Crit ical I nfrast ructure Protect ion, COM(2005)  576 final, Brussels, 17.11.2005. 
31 European Comm ission (2009) , Crit ical I nfrast ructure Protect ion – Protect ing Europe from  large-scale cyber-

at tacks and disrupt ions:  enhancing preparedness, security and resilience, COM(2009)  149 final, Brussels, 

30.3.2009;  and more recent ly:  European Comm ission (2011) , Crit ical I nform at ion I nfrast ructure Protect ion – 

Achievements and next  steps:  towards global cyber-secur ity , COM(2011)  163 final, Brussels, 31.3.2011. 
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draft ing of the Commission communicat ion on a st rategy for a secure informat ion society32 

while DG JLS tabled the communicat ion on a general EU policy on cybercrime33.  Annex 1 

provides a chronological overview of the main init iat ives (st rategic documents and 

legislat ive proposals)  related to the quest ion of cybercrime in the EU framework, 

associat ing them with the ‘lead’ Commission services in charge as well as the responsible 

commit tee in the European Parliam ent . 

Having different  agencies, bodies or services taking the ‘lead’ or intervening on the issue of 

cybercrime also entails that  different  policy out looks are generated. Efforts to integrate 

these different  out looks have so far m ost ly taken the form  of consolidated lists of 

act ions to be undertaken .  A good example of this is the so-called “Pillar I I I ”  of the Digital 

Agenda for Europe init iat ive on “Trust  and security”  (Act ion 28 to 41) 34 that  encom passes 

prior it ies ranging from  the reinforcement  of NI S policies to the establishment  of Computer 

Emergency Response Teams (CERTs) , and including m easures for the fight  against  

cybercrime, t rust -building or preparedness against  cyber-at tacks. The quest ion is whether 

such a list -based approach should be upheld. W hat  is the prior ity, and how  should 

resources be allocated given the lim ited and contested available know ledge on 

cybercrim e? Based on the example of the Digital Agenda act ions, there seems to be at  

least  three policy domains involved:  infrast ructure protect ion, cr im inal just ice, and defence. 

As shown so far, EU act ivit ies have developed primarily in the first  two domains. Since 

these entail very different  perspect ives on the inform at ion society and how security should 

be pursued in this context , it  m ight  be counter- product ive for the Com m ission to 

provide a long list  of pr ior it ies w ithout  a  proper est im ate, for  each of them , of 

personnel and equipm ent  costs, of their  feasibility, and w ithout  determ ining 

w hich agency is best  placed to be in charge (see below, 2.2.3.) . The object ive should 

rather be to define precisely what  are the aims of the EU in each policy domain and out line 

clear ly the boundaries between them . Giving prior ity to the individual, her or  his 

fundam ental r ights and freedom s as the core object ive of the Union’s policy w ould 

furtherm ore give it  a  sense of direct ion .  As we will suggest  in Sect ion 3 below, in the 

current  “ t r iangular”  configurat ion of policies related to cloud com put ing, the individual 

indeed tends to disappear in favour of a focus on the global regulat ion of the I nternet . 

Reassert ing this prior ity would give EU policies in this area a clear driving principle, in line 

with the object ives of the Treat ies. I t  is also im portant  given the current  developm ent  of 

the EU operat ional framework in the field of cybercrime. 

2.2.3. The EU operat ional framework in the field of cybercrime 

The EU operat ional framework in the field of cybercrime consists mainly of two sets of 

m easures. Cybercrim e is approached through NIS, in relat ion with the establishm ent  of 

ENI SA, and in the context  of EUROPOL’s act ivit ies in the field of law-enforcem ent . 

ENI SA was established in 2004 and is based in Heraklion in Greece. ENI SA was set  up as a 

response to cyber security issues faced by the European Union. ENISA, however, is not  a 

JHA body ( it  cont r ibutes to the EU’s informat ion society policies)  and does not  operate 

direct ly in the field of law-enforcement . The EU I SS adopted in 2010 failed in this respect  to 

clar ify ENI SA’s future role in the area of internal security, especially with regard 

cybercrime. I n its memorandum subm it ted to the House of Lords Sub-Com m it tee dedicated 

to the EU I SS, ENI SA defined its cont r ibut ion to the I SS by an applicat ion of proven r isk 

m anagem ent  techniques ( ident ificat ion of inform at ion security r isks, global r isk 

management  and r isk assessment , em erging threats and dissem inat ion of good pract ices 

                                                 

32 European Comm ission (2006) . 
33 European Comm ission (2007) . 
34 See details on the DAE’s website at :  ht tp: / / ec.europa.eu/ digital-agenda/ en/ our- targets/ pillar- iii- t rust -secur ity. 
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for r isk Managem ent  and I T Cont ingency) . I n part icular, the ENI SA Work Program m e 2011 

included efforts to enhance European cooperat ion to generate awareness about  Networks 

and inform at ion Security, dissem inate security relevant  informat ion and to assist  Mem ber 

States in coordinat ing these act ivit ies internat ionally. ENI SA had a m andate that  was due 

to expire in March 2012. The EP and the Council recent ly decide to extend ENI SA’s 

m andate to 13th Septem ber 2013, which will allow t im e for debate on how to shape the 

Agency to m eet  future needs and challenges in network and informat ion security. As 

highlighted in a EP report  dedicated to the role and future of ENI SA,35 a possible extension 

of ENI SA’s mandate is foreseen in the area of cybercrim e. I n his speech given at  the 

European parliam ent  in May 2011, ENISA’s Director stated the following:   

ENI SA acknowledges the importance of the fight  against  cybercrime as well as the 

need for a st rong collaborat ion between Computer Emergency Response Teams 

(CERTs)  and law enforcement  because we need the CERTs in the fight  against  

cyber-cr ime. The important  role of ENI SA is to provide an interface between Law 

Enforcement  and the cyber security com m unity36.  

Operat ional EU law-enforcement  measures on cybercr im e, on the other hand, have been 

channelled through EUROPOL.37 Through its Analysis Work Files (AWFs)  inform at ion system 

in part icular, the agency has conducted analysis act ivit ies38:  

1. on several cybercrime issues including I nternet  and I CT related crim inal act ivit ies 

falling under Art icles 2-8 of the 2001 Cybercrime Convent ion (AWF/ Focal point  

CYBORG), on paym ent  card fraud (AWF/ Focal point  TERMI NAL) , and on sexual 

exploitat ion of children through the I nternet  (AWF/ Focal point  TWI NS) ;  

2. on so-called “cybercrim e- related”  issues, including counterfeit ing and product  piracy 

(AWF/ Focal point  COPY) , suspicious financial t ransact ions (AWF/ Focal point  

SUSTRANS)  and I slam ist  terrorism  propaganda on the I nternet  (AWF/ Focal point  

CHECK THE WEB) . 

These act ivit ies have recent ly been redeployed following the decision to establish a 

European Cybercrime Cent re in EUROPOL. The Com m ission announced its intent ion to 

establish such a st ructure in the 'EU I nternal Security St rategy in Act ion'39 adopted on 22 

November 2010. I t  commissioned a feasibilit y study funded under the I SEC program m e, 

which was delivered by RAND EUROPE in the early weeks of 2012. The study served as the 

basis of the Communicat ion on a European Cybercrime Cent re, released in March 201240.  

According to this docum ent , the cent re is expected to start  operat ions in January 2013 and 

is ent rusted with the following tasks: 

-  Act  as a European focal point  in fight ing cybercrim e.  

-  Prevent  cybercrim es affect ing e-banking and online booking act ivit ies, thus 

increasing e-consum ers t rust  

                                                 

35 Scot t  Marcus, J. et  al. (2011) , The role of ENI SA in cont r ibut ing to a coherent  and enhanced st ructure of 

network and inform at ion security in the EU and internat ionally , Brussels:  European Par liament , PE464.432. 
36 Helmbrecht , U., (2011) , ENI SA today and in the future,  Com mit tee on I ndust ry, Research and Energy, Mini-

Hearing on ENI SA, Brussels:  European Parliam ent .  
37 I n the course of researching for this note, the authors have been contacted by EUROPOL Assistant  Director and 

Head of EC3 Troels Oert ing. Two researchers (Didier Bigo and Julien Jeandesboz)  v isited EUROPOL on 24.10.2012 

and had an extensive discussion with Mr. Oert ing and m em bers of his team, as well as with Senior  Advisor to 

EUROPOL’s Data Protect ion Office Jan Ellerm ann. The following points draw part ly from  the results of this visit .  
38 A full overview of EUROPOL’s cybercr im e act iv it ies, including issues related to data protect ion, can be found in 

Drewer, D. and Ellermann, J., (2012) , ‘EUROPOL’s data protect ion framework as an asset  in the fight  against  

cybercr im e’, ERA Forum :  Journal of the Academ y of European Law ,  forthcom ing. 
39 

European Com m ission, EU I nternal Secur ity St rategy in Act ion, I P/ 10/ 1535 and MEMO/ 10/ 598. 
40 European Comm ission (2012(d) ) . 



Fight ing cyber cr im e and protect ing pr ivacy in the cloud 

____________________________________________________________________________________________ 

 25

-  Protect  social network profiles from  e-crime infilt rat ion and help the fight  against  

online ident ity theft  

-  Focus on cybercrim es which cause serious harm  to their vict ims, such as online child 

sexual exploitat ion 

-  Focus on cyber-at tacks affect ing cr it ical infrast ructure and informat ion systems in 

the Union 

-  Warn EU Member States of major cybercrim e threats and alert  them  of weaknesses 

in their online defences.  

-  I dent ify organised cyber-cr im inal networks and prom inent  offenders in cyberspace.  

-  Provide operat ional support  in concrete invest igat ions, be it  with forensic assistance 

or by helping to set  up cybercrime Joint  I nvest igat ion Teams.  

-  Serve as a knowledge base for nat ional police in the Member States  

-  Pool European cybercrim e expert ise and t raining efforts 

To achieve its tasks, the Cent re is expected to fuse inform at ion from  open sources, pr ivate 

indust ry, police and academ ia, and will serve as a plat form  for European cybercrime 

invest igators. 

The way in which the European Com m ission envisages the role of EC3 calls for a num ber of 

observat ions. First ly, it  perpetuates the habit  of providing a consolidated list  of 

act ivit ies we have discussed above in relat ion to the Digital Agenda for Europe. The tasks 

allocated to EC3 lack a clear hierarchy of pr ior it ies and a sense of direct ion. I t  seem s that  

the real added value of a cybercrime cent re placed in Europol would be to establish a 

specific team of specialised law enforcement  officers, concerned with and aware of the 

complexity of the tasks involved in finding out  cr im inals through a moderately regulated 

I nternet  and with the possibilit ies offered by cloud com put ing. Such a m easure m ight  also 

give assurances to cit izens that  som ething is being done and that  cr im inal act ivit ies will be 

invest igated. I n the meant ime, other tasks such as crit ical infrast ructure protect ion 

are beyond the scope of EC3 . The sam e holds t rue for  the prevent ive m onitoring 

of online act ivit ies of the k ind supported by private I nternet  security com panies, 

or  conducted by Mem ber State intelligence services (see in this respect  the annex 

featuring the list  of pr ior it ies provided by the current  head of the EC3) . 

Secondly, it  does not  consistent ly address the issues of resources allocated to the 

funct ioning of EC3 ,  given the wide scope of the cent re’s rem it . The com m unicat ion 

specifies that  the est im ates provided by the RAND Europe study “will need to be further 

assessed [ …]  to be coherent  with the overall staffing and budgetary requirem ents for 

agencies in the 2013 budget  and the next  Mult iannual Financial Fram ework”  41.  This point  

was at  the cent re of the discussion during the meet ing arrange with the EC3 team at  

EUROPOL for the purpose of this study. The credibilit y of the new cent re requires that  the 

means are adequate to the envisaged tasks. I t  seems preferable to have a more precise 

scope of act ivit ies, focusing exclusively on cr ime, and to be effect ive in this respect . This 

implies that  the European Commission needs to rethink the elements contained in it s 

com m unicat ion. The docum ent  does not  provide a sense of the repart it ion of tasks 

betw een EU bodies, taking into account  the differences betw een NI S and law -

enforcem ent  policies discussed previously .  The Commission’s decision to locate the 

cybercrime cent re within EUROPOL raises the quest ion of the place and role of ENI SA. The 

list  of tasks allocated to the EC3, typically, m ent ions the “ focus on cyber-at tacks affect ing 
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crit ical infrast ructure and informat ion systems” , an area that  falls under ENI SA’s rem it , but  

which also relates to the scope of act ivit ies usually undertaken by Mem ber States’ defence 

and intelligence bodies ( the fight  against  cyber-spying and cyber-sabotage) . Does this 

m ean that  the Com m ission foresees EUROPOL as the future EU lead agency in “all 

things cyber”? I n the current  situat ion, this holist ic out look cont rasts with the envisaged 

rem it  of EC3 within Europol, which is much more lim ited. EC3 officials would direct ly take 

over the AWF/ Focal points CYBORG, TERMI NAL and TWI NS, and concent rate on the 

establishm ent  of a fusion cent re as a pr ior ity.  

Thirdly, and m ore im portant ly, the quest ion of w ho w ill be in charge of data 

protect ion and fundam ental r ights for  the cit izens w hose data is processed in a  

context  of cloud com put ing needs to be addressed . The legal implicat ions of data 

protect ion “ in the cloud”  and in relat ion with cybercrime- related, law-enforcem ent  m at ters 

will be addressed in more details in point  4.5 below. I n any case, a new  repart it ion of 

tasks and cost  assessm ent , different  from  that  provided by the RAND Europe 

feasibility study and bet ter  reflect ing the overall pr ior it ies entailed by cloud 

com put ing, w ould be useful.  

The quest ion of the respect ive roles of EUROPOL and ENI SA can thus bear  

significant ly on the EU’s policy w ith regard cloud com put ing.  I n this area, ENI SA 

holds a recognised expert ise, as exemplified by its 2009 cloud security r isk assessm ent42,  

as well as by its proposed assurance framework governing informat ion security r isks in the 

m ove towards cloud com put ing43.  ENI SA published in 2011 a report  on security and 

resilience in governmental clouds44.  ENI SA is also undertaking various act ivit ies in the 

domain, including surveys on the security param eters, workshops with third part ies such as 

the Organizat ion for the Advancement  of St ructured I nform at ion Standards (OASI S) , a not -

for-profit  consort ium  that  dr ives the developm ent , convergence and adopt ion of open 

standards for the global informat ion society as well as r isk assessment  studies on the 

im pact  of a cloud service failure, and in which circum stances cloud services should be 

considered "cr it ical infrast ructure" . By cont rast , EUROPOL has so far dem onst rated lit t le 

interest  in this issue. The “Cloud Comput ing”  sect ion of it s 2011 iOCTA is fair ly short , at  

least  in the abridged public version. I t  ment ions that  the move towards cloud comput ing 

poses “both a threat  to the individual and a challenge to law enforcem ent ”  (p.11)  but  does 

not  specify this threat  or challenge further, only ment ioning that  cloud data is “vulnerable 

to external at tacks” . On the basis of exist ing r isk assessm ents, however, the degree to 

which “external at tacks”  are the main concern arising from the growing reliance on cloud 

comput ing is unclear. This observat ion goes some way to suggest  that  there is a need to 

clar ify the respect ive responsibilit ies of EUROPOL and ENI SA with regard cloud com put ing, 

if only to avoid duplicat ion of act iv it ies and costs and ensure more effect ive undertakings. 

Such a clar ificat ion, however, should be informed by a clear assessm ent  of what  is at  stake 

in the development  of cloud comput ing. As the next  sect ion will show, cloud comput ing is 

usually envisaged as a m at ter related to the global regulat ion of the I nternet . I n the 

meant ime however, and following the overview of r isk assessments provided previously, 

this issue shadows the quest ion of the individual, her or his r ights and freedom s. 

 

                                                 

42 Europen Network and I nform at ion Security Agency (ENI SA)  (2009(a) ) . 
43 Europen Network and I nform at ion Security Agency (ENI SA)  (2009(b) ) , Cloud Com put ing I nform at ion Assurance 

Fram ework , Heraklion, Novem ber 2009. 
44 Europen Network and I nformat ion Secur ity Agency (ENI SA)  (2011) , Secur ity and resilience in governm ental 

clouds, Heraklion, January 2011. 
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3 . THE TRI ANGULAR DI PLOMACY OF CLOUD COMPUTI NG 

AND THE I MPLI CATI ONS FOR THE I NDI VI DUAL 

KEY FI NDI NGS 

 The set  of relat ions current ly defining cloud com put ing technologies encom passes 

negot iat ions and tensions between public authorit ies, pr ivate ent it ies and public and 

private authorit ies. I n this set  of relat ionships, data protect ion and privacy are often 

objects of negot iat ions to the det r iments of the individuals’ r ights.  

 I f one places the individuals and her/ his r ights at  the cent re of the discussion, the 

cybercrim e dim ension is but  one of the pending issues. Where cloud comput ing is 

possibly the most  disrupt ive is in the fact  that  cloud com put ing breaks away from  

the forty-year-old legal model for internat ional data t ransfers.  

 I n the field of cybercrime, the challenge of pr ivacy in a cloud context  is 

underest im ated, if not  ignored. I n m ost  European fora dealing with cybercr im e, Data 

Protect ion laws appear to be very marginal in the agenda and inadequately 

addressed to meet  the challenges.  

 The quest ion of pr ivacy and data protect ion is furthermore challenged by 

except ional m easures taken in the nam e of security and the fight  against  terror ism . 

The US context  is here part icularly highlight ing, both in the case of the Pat r iot  Act  

and in the case of the Foreign I ntelligence Surveillance Amendm ent  Act  of 2008. 

These elem ents have been totally neglected, despite very st rong implicat ions on EU 

data sovereignty and the protect ion of its cit izens’ r ights.  

 

3 .1 . The t r iangular  diplom acy of cloud com put ing: states, 

com panies and inter- state relat ions 

 

I n its 2012 ‘Sopot  Memorandum ’ on cloud com put ing, the I nternat ional Working Group on 

Data Protect ion in Telecommunicat ions out lined among other points that  this technology ‘is 

boundless and t ransboundary’ and that  in this respect  ‘data processing has gone global’.45 

One can quest ion this assessment . The data t ransfers associated with cloud com put ing 

involve m ult iple locales ( data centres)  dist r ibuted across different  jur isdict ions 

and different  pr ivate handlers,  but  they are not , from  a technical, legal and polit ical 

point  of view, global. Under present  condit ions, it  is ult imately impossible for cloud 

comput ing users to know exact ly “where”  their data is being held. From this point  of view, 

then, cloud com put ing is bound insofar as the data processing operat ions it  involves take 

place across different  sovereign jur isdict ions (see sect ion 4.2) , and bound again by 

the relat ions it  entails between a range of public and private authorit ies. 

The most  obvious of these relat ions is regulat ion, whereby public authorit ies establish rules 

regarding the conduct  of pr ivate ent it ies in the provision of cloud-based services to pr ivate 

cit izens and companies. As recent  discussions within the EU exemplify, pr ivate authorit ies 

are int imately t ied with the process of developing public regulat ions regarding cloud 

comput ing. I n November 2011 for instance, a group of indust ry representat ives forwarded 

                                                 

45 I nternat ional Working Group on Data Protect ion in Telecomm unicat ions, Working Paper on Cloud Com put ing – 

Privacy and Data Protect ion issues – “Sopot  Memorandum , 675.44.8, Sopot , 24.3.2012. 
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their recom m endat ions on a ‘European cloud com put ing st rategy’ to Vice-President  of the 

European Commission Neelie Kroes, out lining their views on the various challenges raised 

by cloud com put ing, including on issues of pr ivacy, t rust  and security46.   

I n the m eant im e, cloud-com put ing infrast ructure is today alm ost  exclusively owned by 

companies. The cloud services provided by well-known US based com pany Am azon (under 

the label Amazon Web Services, EWS) , for instance, is presumed to account  for 1%  of all 

I nternet  consum er t raffic47.  With the current  econom ic and financial cr isis bringing 

budgetary cont rol into the spot light , furthermore, public authorit ies have tended to opt  for 

outsourcing cloud com put ing to pr ivate ent it ies, som et im es to the det r iment  of other 

init iat ives. A good example is the June 2012 decision by US space agency NASA to shift  

part  of it s infrast ructure to the aforem ent ioned Am azon EWS to the det r iment  of it s efforts 

in the development  of open-source cloud plat form  OpenStack, an init iat ive it  had founded 

with com pany Rackspace Host ing48. Another aspect  of the relat ions through which cloud 

comput ing is bound, then, is the relat ion of the “public-private partnership”  kind between 

state authorit ies and companies. Also involved here is the commercial compet it ion between 

different  cloud providers. 

A third set  of relat ions at  stake in cloud comput ing lies with the inter-state/ internat ional 

system, which involves t ransnat ional bodies such as the European Union itself,  but  also 

conflicts between states. Over the past  couple of years, high profile developments such as 

the discovery of the Stuxnet , and more recent ly Flame cyber-at tacks have emphasised the 

r isks associated with inter-state conflicts throughout  our “ inform at ion societ ies” . By the 

same token, the so-called “Megaupload”  case reflects another aspect  of inter-state 

relat ions, in this case law-enforcement  cooperat ion, but  also the legal problems associated 

with this kind of act ivit ies. 

The set  of relat ions current ly defining cloud comput ing therefore encompasses negot iat ions 

and tensions between public authorit ies (on the regulat ion of cloud com put ing, but  also on 

its use by adm inist rat ions) , between private ent it ies (as they compete for providing cloud-

based services, or cont ract  each other in this regard) , and between public and private 

authorit ies. To characterise these relat ions, we draw from the model developed by polit ical 

econom ist  Susan St range in an effort  to understand the redefinit ion of relat ions between 

t ransnat ional corporat ions and governmental authorit ies in the context  of globalizat ion, 

which she coined as ‘t r iangular diplomacy’49.  Figure 2 below adapts St range’s argum ent  to 

the quest ion of cloud comput ing. I t  out lines the predom inant  argum ent  in discussions of 

this issue, which relates cloud com put ing to the quest ion of the global regulat ion of the 

I nternet . 

 

                                                 

46 E. Sweeney ( rapporteur) , I ndust ry Recom m endat ions to Vice President  Neelie Kroes on the Orientat ion of a 

European Cloud Com put ing St rategy , Brussels, 11.2011. 
47 Based on est im ates by US-based start -up Deepfield, see:  Labovitz, C., op.cit . 
48 See the announcem ent  by NASA Chief I nform at ion Officer  Linda Cureton, op.cit .  
49 St range, S. (1992) , ‘States, Firms and Diplomacy’, I nternat ional Affairs, 68(1) :  1-15. 
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Figure 2 : The t r iangular  diplom acy of cloud com put ing from  the point  of view  of 

the global regulat ion of the I nternet  

 

 

 

With regard to cybercrime, predom inant  concerns related to cloud com put ing involve the 

establishm ent  of rules allow ing for the associat ion betw een persons and specific 

I P addresses.  This includes the avoidance of developments stemming both from relat ions 

between states and companies and states and the inter-state system that  would result  in 

the development  of regional I nternets underm ining interoperabilit y. What  is lost  in the 

process, however, is the issue of the protect ion of the individual,  which is as argued 

previously ident ified as the most  cent ral r isk in relat ion to cloud comput ing. Figure 2 raises 

a different  set  of quest ions if instead of the global regulat ion of the I nternet , one places the 

individual at  the core of policy concerns, as displayed in Figure 3 below. 
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Figure 3 : The t r iangular  diplom acy of cloud com put ing from  the point  of view  of 

the individual 

 

 

Tr iangular diplomacy funct ions across the various policy dom ains involving cloud 

comput ing, including law-enforcement . I n this area, one concern widely echoed in 

specialised news out let  over the past  months is the fact  that  the largest  providers of cloud 

services are legally or physically located in the US, which makes the data processed 

through their  cloud liable to intercept ion and seizure by US authorit ies. While cloud 

comput ing has made data processing global,  as argued by the Sopot  Memorandum, it  is 

important  to reiterate that  jur isdict ion st ill m atters (see sect ion 4.2) . W here the 

infrast ructure underpinning cloud com put ing ( i.e . data centres)  is located, and 

the legal fram ew ork that  cloud service providers are subject  to are key issues,  

especially in a law-enforcement  context  where challenges to the r ight  to data protect ion 

and to pr ivacy are part icular ly st r ingent . These concerns have been dealt  with as a business 

opportunity for some EU-based companies, which have advert ised their services as safe 

from  any intercept ion on the basis of the US PATRI OT Act 50,  and as a potent ial liability 

which has seen other com panies turning down cloud-based services from  US providers – 

such as UK-based defence com pany BAE System s’ reported decision to abstain from  using 

Microsoft ’s Office 365 cloud-based software suit  in fear of indust r ial espionage51.  

Figure 2 further highlights that  the cybercrime dimension involved in the issue of cloud 

comput ing is but  one of the pending issues if one places the individual and his r ights, 

                                                 

50 E.g. Baker, J. (2011) , ‘European cloud vendors cleaning up with data protect ion fears’, Techworld, 5.12.2011, 

available from  ht tp: / / news.techworld.com/ security/ 3322757/ europe-cloud-vendors-cleaning-up-with-data-

protect ion- fears/ , ret r ieved 20.8.2012. 
51 Whit taker, Z. (2012) , ‘Defense giant  ditches Microsoft 's cloud cit ing Pat r iot  Act  fears’, ZDNet ,  available from  

ht tp: / / www.zdnet .com/ blog/ london/ defense-giant -ditches-m icrosofts-cloud-cit ing-pat r iot -act - fears/ 1349, 

ret r ieved 20.8.2012. 
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including the r ight  to data protect ion and the r ight  to pr ivacy, at  the cent re of the 

discussion. Law - enforcem ent  m at ters are reflected in this t r iangular  diplom acy, but  

they are arguably not  the m ost  central. For the individual, surface 1  is the least  

problemat ic, it  represents the classical configurat ion in which data protect ion law has 

histor ically developed. With regard to the issue of cybercrime, surface 1  is also where the 

individual enjoys the best  protect ion and best  guarantees in terms of legal certainty and 

redress. Surface 2  is more problem at ic, especially in a cloud comput ing context , because it  

involves cross-border data t ransfers. Surface 2  also raises a quest ion on which issue is 

most  cent ral:  t ransnat ional “ cybercrime”  or the handling by com pany of data on a 

t ransnat ional scale. Surface 3  is the most  problemat ic because in the confrontat ion 

between states and the inter-state system , especially with regard issues of cyber-espionage 

and cyber-sabotage, the individual and her r ights all but  disappear. 

Where cloud comput ing is possibly the most  disrupt ive, then, is not  in the new possibilit ies 

it  offers to cr im inals and fraudsters, but  in the fact  that  it  breaks away from  the forty-year-

old legal m odel for internat ional data t ransfers. This is the issue we will discuss in the 

remainder of this sect ion by exam ining successively each t ip of the t r iangular diplomacy 

system  at  work in cloud com put ing. 

 

3 .2 . The com panies/ states/ inter- state relat ions 

 

The cloud is first  a field of compet it ion for pr ivate companies. Major I T companies are 

advert ising cloud com put ing with unprecedented urgency, because they fear that  their  

custom ers could switch to com pet itors' plat forms offer ing irresist ible cost -savings52,  thus 

dest roying long-held business franchises. The m arket  for cloud services is heavily 

subcont racted, both for the physical infrast ructure com prising data cent res as well as the 

“stacks”  ( layering of levels)  of software that  provide the funct ional elements comprom ising 

the totalit y of the service. Both software and hardware have to be m aintained, and these 

are governed by “service level agreement”  (SLA)  cont racts which guarantee overall levels 

of performance, reliabilit y, and security. There is intense price-driven compet it ion, and 

providers will arrange for reserve capacity with diverse subcont ractors to cope with 

ant icipated variat ions in demand. Advanced form s of cloud com put ing, but  also costs in 

non-standard PaaS, m ay also create powerful “ lock- in”  effects, which lead to st rategic 

gam es between indust ry, regulators and standards bodies. Given the com plexity of these 

relat ionships, the policy discussions of cloud com put ing have becom e very confused 

by the term  being inform ally applied to alm ost  any I nternet  service offer ing som e 

com binat ion of com m unicat ions and rem ote storage of data provided by an 

interm ediary .   

Even though the market ing deployed around cloud technologies have blurred what  is really 

new in these technologies, two new features can be underlined:  data-at - rest  are becom ing 

vulnerable and massively-parallel com putat ion are becom ing a com m odity, and this will 

have profoundly disrupt ive policy implicat ions for pr ivacy, security and data sovereignty. 

The m ain challenge in this com panies/ com panies relat ionship is the r ights of 

individuals w hose data is being processed. These r ights are indeed subsumed into a 

com plex m esh of cont racts that  are pr imarily concerned with abst ract ing the details of 

where and how processing actually takes place, in the interest  of econom ic efficiency. The 

legal sect ion 4.3 details further the aspect  of legal responsibilit ies.  

I n any case a data cont roller, defined as the organisat ion(s)  which  determ ine the “means 

                                                 

52 Up to 90%  savings com pared to “on-prem ise”  com put ing according to indust ry f igures. 



Policy Departm ent  C:  Cit izens' Rights and Const itut ional Affairs 

____________________________________________________________________________________________ 

 32

and purposes”  of processing, m ust  m ake a contract  to specify the conduct  required of any 

Processor employed to perform  lim ited operat ions on behalf of the cont roller . A cr it ical 

quest ion therefore is w hich k inds of cloud provider qualify as controllers or 

processors.  The challenge of legal definit ions of both is detailed further in the sect ion 4.3. 

I n general, PaaS and I aaS providers know nothing about  the funct ion of the programs run 

or meaning of the data processed by their commercial customers, and will have no 

relat ionship with the individuals whose data is processed. Therefore the customer will be 

the cont roller and m ust  ensure their  cont ract  with the cloud provider guarantees effect ive 

protect ion for the individuals whose data is processed. 

However SaaS is normally rest r icted to authorised users through som e form  of ident ity 

m anagem ent  system , which requires autonom ous operat ional decisions by the provider ( for 

example if a user requests a reset  of their password, an immediate security assessm ent  

m ust  be made whether this is an at tem pt  to break into the system) . SaaS providers are 

therefore likely to be deemed joint  cont rollers together with the customer organizat ion. The 

m ain quest ion that  ar ises then is:  if there are joint  cont rollers, what  form  of cont ract  should 

govern that  relat ionship? The EU DP Direct ive of 1995 did not  really foresee this situat ion. 

cloud comput ing is dom inated by US companies, many of whom presumed that  Safe 

Harbour self-cert ificat ion would relieve them of the obligat ion to agree cont racts with their 

custom ers. However as we have seen, PaaS and I aaS are int r insically Processor roles which 

cannot  fulfill any of the privacy principles on which Safe Harbour is founded. This was never 

sat isfactorily resolved53 by the Commission before the agreem ent  was hast ily concluded 

over the object ions of European DPAs54.  As a result  m any US cloud providers advert ise Safe 

Harbour cert if icat ion with insupportable claims that  this legalizes t ransfers of EU data into 

US clouds, and since 2009 several have altered their self-cert ificat ion filings to claim  the 

oxym oronic status of Safe-Harbour-as-a-Processor. The Art icle 29 Data Protect ion Working 

Party (WP29)  have clarified that  this is insufficient  their recent  opinion55.   

The concepts of cont roller and processor are thus subject  to contested interpretat ion, and 

this was t rue even before the advent  of cloud com put ing56.  The legal definit ional challenges 

of these interpretat ions are analysed in depth in sect ion 4. 

 

3 .3 . The states/ inter- state/ com panies relat ions 

I n the field of cybercrime, the challenge of privacy in a cloud context  highlighted above is 

also underest im ated, if not  ignored. What  is at  stake here is the second ‘segm ent ’ of 

t r iangular diplom acy, i.e. the states/ companies relat ionship and how they unfold with 

respect  to the quest ion of data protect ion. I n fora such as the Council of Europe “Octopus”  

Cybercrim e conferences for instance, Data Protect ion laws appear to be very marginal in 

the agenda set  pr ior it ies, and inadequately addressed to meet  the challenges.   

I n 2007, the Council of Europe -  under the Project  on Cybercrim e -  set  up a working group 

with representat ives from  law enforcem ent , indust ry and service provider associat ions that  

prepared draft  guidelines which were adopted by the global Octopus I nterface conference in 

St rasbourg in April 2008. The European Union's Just ice and Home Affairs Council 

                                                 

53 There is no support  in EU m aterials for the substance of US Departm ent  of Com m erce Safe Harbour FAQ 10. 
54 “Having exam ined the new version of the docum ents received on 28 April and 2 May, the Working Party 

confirms it s previous Opinions and considers it  essent ial that  the following issues and recom mendat ions be given 

due considerat ion.”  See Art icle 29 Data Protect ion Working Party (WP29)  (2000) , Opinion on the level of 

protect ion provided by the “Safe Harbour Principles” , 2000.  
55 Art icle 29 Data Protect ion Working Party (WP29)  (2012) , Opinion 196 on Cloud Comput ing, July 2012. 
56 Art icle 29 Data Protect ion Working Party (WP29)  (2010(c) ) , Opinion 169 on the concepts of "cont roller"  and 

"processor" , February 2010. 



Fight ing cyber cr im e and protect ing pr ivacy in the cloud 

____________________________________________________________________________________________ 

 33

recommended in November 200857 that  the European Commission work on the basis of the 

guidelines adopted by the Council of Europe conference and took note of eight  specific 

recom m endat ions.  

Allegedly, the quest ion of the protect ion of fundam ental r ights and the role of the I nternet  

indust ry in this respect  is being addressed by a number of init iat ives, such as the Global 

Network I nit iat ive -  Protect ing and advancing Freedom of Expression and Privacy in 

I nform at ion and Com m unicat ions technologies58.  This init iat ive establishes principles on 

Freedom of Expression and Privacy and has been developed by companies, investors, civil 

society organizat ions and academ ics59.  A careful analysis of these init iat ives how ever 

show s a w orrying lack of clar ity in definit ions used, and cannot  be considered as 

adequate tools to m eet  the challenges.  Despite welcom ing at tempts to clarify the 

issues at  stake60,  the quest ion of Law enforcement / I nternet  service provider cooperat ion in 

the invest igat ion of cybercrime is st ill cr it ical. I n a European context , the newly created 

cybercrime cent re raises concern:  if the Cent re is intended to fuse informat ion from open 

sources, pr ivate indust ry, police and academ ia, and is intended to serve as a plat form  for 

European cybercrime invest igators, what  legal framework are in place to deal with pr ivacy 

and data protect ion in relat ion to cloud comput ing? The potent ial for m isuses and abuses 

by law enforcement  actors and agencies becom es an issue of serious concern, and this 

cr it ical challenge is addressed in sect ion 4.4.  

The quest ion of pr ivacy and data protect ion is furtherm ore challenged by 

except ional m easures taken in the nam e of security and the fight  against  

terrorism .  The US context  is here part icular ly highlight ing, both in the case of the Pat r iot  

Act  and in the case of the US Foreign I ntelligence Surveillance Am endm ent  Act  of 2008. 

These examples illust rate conflicts that  can arise in the state/ companies relat ionships. The 

major Cloud providers are t ransnat ional com panies subject  to conflicts of internat ional 

public law. Which law they choose to obey will be governed by the penalt ies applicable and 

exigencies of the situat ion, and in pract ice the predominant  allegiances of the company 

m anagem ent . So far, alm ost  all the at tent ion on such conflicts has been focussed on the US 

PATRI OT Act , but  there has been vir tually no discussion of the implicat ions of the US 

Foreign I ntelligence Surveillance Am endm ent  Act  of 2008. §1881a of FI SAA for the first  

t ime created a power of  mass-surveillance specifically targeted at   the data of non-US 

persons located outside the US, which applies to Cloud comput ing. Although all of the 

const ituent  definit ions had been defined in earlier statutes, the conjunct ion of all of these 

elem ents was new.  

The law was passed in the aftermath of allegat ions of “warrant less wiretapping”  affect ing 

US cit izens after the at tacks of 9/ 11. Accounts emerged in the US media in 2005 that  

surveillance of I nternet  and telephone communicat ions had been conducted in violat ion of 

st r ict  const itut ional and statutory protect ions afforded to US cit izens (and legal residents) .  

I n response to mount ing public concern, in 2007 Congress enacted the Protect  Am erica Act  

as a temporary measure, which aimed to legalize whatever surveillance act ivit ies were st ill 

being conducted, and to grant  ret roact ive im m unity to telecom municat ions com panies 

implicated (who would otherwise have been liable for heavy damages for their complicity) . 

                                                 

57 See Council of the EU, Council Conclusions on a Concerted Work St rategy and Pract ical Measures Against  

Cybercr im e,  Brussels, 27-28 November 2008, available at :  

ht tp: / / www.eu2008.fr / webdav/ site/ PFUE/ shared/ import / 1127_JAI / Conclusions/ JHA_Council_conclusions_Cybercr i

me_EN.pdf 
58 See Global Network I nit iat ive website, available at :  ht tp: / / globalnetworkinit iat ive.org/ pr inciples/ index.php 
59 Part icipants are listed on the GNI  website through the following link:  

ht tp: / / globalnetworkinit iat ive.org/ part icipants/ index.php 
60 See for instance:  van Genderen, R., (2008) , Cybercr im e invest igat ion and the protect ion of personal data and 

privacy ,  Discussion paper, Econom ic Crim e Div ision Directorate General of Hum an Rights and Legal Affairs, 

St rasbourg, France, 25 March 2008. 
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There followed a test  case at  the Foreign I ntelligence Surveillance Court  of Review, which 

held definit ively that  the Fourth Amendm ent  requirement  for a specific warrant  only applied 

to surveillance directed at  US persons61.  This opened the door for Congress to enact  FI SAA 

§1881a in 2008, which authorized mass-surveillance of foreigners (outside US terr itory) ,  

but  whose data was within range of US jur isdict ion. However, the most  significant  change 

escaped any comment  or public debate altogether. The scope of surveillance w as 

extended beyond intercept ion of com m unicat ions, to include any data in public 

cloud com put ing as w ell. This change occurred merely by incorporat ing “ remote 

comput ing services”  into the definit ion of an “elect ronic communicat ion service provider” 62.   

 

3 .4 . The inter- state/ states/ com panies relat ion 

The scope of surveillance acted in the above described FI SAA, and the fact  that  it  has been 

extended beyond intercept ion of com m unicat ions to include any data in public cloud 

comput ing as well,  has very strong im plicat ions on EU data sovereignty and the 

protect ion of its cit izens’ r ights.  The implicat ions for EU Fundamental Rights flow from 

the definit ion of “ foreign intelligence informat ion” , which includes inform at ion with respect  

to a foreign-based polit ical organizat ion or foreign terr itory that  relates to the conduct  of 

the foreign affairs of the United States63.  I n other w ords, it  is law ful in the US to 

conduct  purely polit ical surveillance on foreigners' data accessible in US Clouds.  

This represents a sea change from  the concerns expressed in 2001 by the European 

Parliam ent  over the “ECHELON”  system of st rategic com m unicat ions surveillance64.  

Following concerns about  “ cookie hijacking”  at tacks on web browsers using wireless 

connect ions, m ost  popular US based web sites now encrypt  communicat ions in t ransit , and 

so would not  be (direct ly65)  vulnerable to intercept ion. But  FI SAAA 1881a m eans that  any 

data-at - rest  form erly processed “on prem ise”  within the EU, which becomes m igrated into 

Clouds, becom es liable to m ass-surveillance – for purposes of furthering the foreign affairs 

of the US (as well as the expected purposes of terror ism , money- laundering etc.) .  

As a consequence, FI SAA § 1 8 8 1 a can be seen as a categorically m uch graver r isk to 

EU data sovereignty than other law s hitherto considered by EU policy- m akers:  

 new NSA data cent res const ructed for storage and analysis on an unprecedented 

scale66 

 the extension of scope from  com m unicat ions- in- t ransit  to include data inside US 

Clouds67  

 whist leblower reports of the sophist icat ion of data analysis contem plated68 

 the express target ing of foreign data without  safeguards applicable to US cit izens69 

                                                 

61 See:  www.fas.org/ irp/ agency/ doj / fisa/ f iscr082208.pdf.  
62 See:  §1880 the provision “ to the public of computer storage or processing services by means of an elect ronic 

com municat ions system” . 
63 By t runcat ing and subst itut ing limbs of clauses §1801e and §1801a. 
64 European Par liament  (2001) , Report  on the existence of a global system  for the intercept ion of pr ivate and 

com mercial comm unicat ions (ECHELON intercept ion system)  (2001/ 2098( I NI ) ) , PE 305.391 A5-0264/ 2001. 
65

 See:  ht tp: / / paranoia.dubfire.net / 2011_09_01_archive.htm l  
66 Wired Magazine, The NSA I s Building the Count ry’s Biggest  Spy Center, 1th March 2012, available at :  

ht tp: / / www.wired.com / threat level/ 2012/ 03/ ff_nsadatacenter/   
67 See:  18 USC § 2711(2)  the term  “ remote comput ing service”  means the provision to the public of computer 

storage or processing services by m eans of an elect ronic com m unicat ions system . 
68 W. Binney's Keynote at  HOPE 9 conference (New York City, 13th July 2012, 1hr 12m, available at :  

ht tp: / / www.youtube.lu/ watch?v= hqN59beaFMI .  
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 a doct r ine of indiscrim inate collect ion, which only seeks to cont rol subsequent  

access70 

Rem arkably, it  does not  appear that  the EU Com m ission, nat ional DPAs, or  the 

European Parliam ent  had any aw areness of FI SAAA 1 8 8 1 a unt il m id- 2 0 1 1 .  Most  

at tent ion cont inues to be focussed on the US Pat r iot  Act  of 2001, which certainly contains 

powers for direct  access to EU data, but  nothing like 1881a's heavy-calibre mass-

surveillance fire-power aimed at  the Cloud. A few EP quest ions have now been asked and in 

February 2012 Com m issioner Reding speculated that  any such conflicts of law arising m ight  

have to be set t led at  the I nternat ional Court  of the Hague71 (although the US does not  

recognize its jur isdict ion) .  

The root  problem  is that  cloud com put ing breaks the forty year old legal m odel for  

internat ional data t ransfers72.  The primary desideratum  would be a com prehensive 

internat ional t reaty guaranteeing full reciprocity of r ights, but  otherwise except ions 

( “derogat ions” )  can be recognized in part icular circumstances providing there are 

safeguards appropriate to the specific situat ion. Cloud com put ing breaks the golden rule 

that  “ the except ion m ust  not  becom e the rule” . Once data is t ransferred into a Cloud, 

sovereignty is surrendered. I n summary, it  is hard to avoid the conclusion that  the EU is 

not  addressing properly an irrevocable loss of data sovereignty, and allow ing 

errors m ade during the Safe Harbour negot iat ions of 2 0 0 0  to be consolidated, not  

corrected .  

 

4 . CLOUD COMPUTI NG AND CYBERCRI ME: LEGAL 

CHALLENGES FOR DATA PROTECTI ON LAW  

KEY FI NDI NGS 

 Conceptual uncertaint ies emerge in relat ion to the wide room  of discret ion by the 

Mem ber States at  t im es of establishing jur isdict ion i.e. the applicable implem ent ing 

law of the Member State under the DPD. This most  direct ly causes uncertainty for 

any affected individual who m ight  face conflict  of laws result ing from the mult iple 

nat ional im plem ent ing legislat ions. A target ing/ direct ing test  would establish 

jur isdict ion in relat ion to data connected to the EU, but  would not  rule out  conflict  of 

laws nor preclude secret  surveillance by third count r ies. Yet , these init iat ives should 

be seen as valuable tool to ensure that  US companies are “ in pr inciple”  covered by 

EU DP Law. 

 An ‘accountabilit y approach’ would imply the vest ing of obligat ions and liabilit ies 

upon every actor with considerable power, i.e. knowledge and cont rol of the 

personal data. This explains why anonymous data, i.e. data to which there is a 

m inim ized r isk of unauthorized access, are no ‘personal data’ in the DPD. Standard 

set t ing on the EU level as regards what  const itutes personal data would cont r ibute 

to a harm onized approach to the “who”  quest ion (see Annex 2) , i.e. who is the cloud 

                                                                                                                                                            

69 FI SCR 22nd August  2008 judgement  on Protect  America 2007, available at :  

www.fas.org/ irp/ agency/ doj / f isa/ fiscr082208.pdf. 
70 “Before the enactm ent  of the FAA... in effect , the I ntelligence Com m unity t reated non-U.S. persons located 

overseas like persons in the United States, even though foreigners outside the United States generally are not  

ent it led to the protect ions of the Fourth Am endment” , Background Paper on Tit le VI I  of FI SA Prepared by the DoJ 

and ODN, Feb 2012,  available at :  www.fas.org/ irp/ news/ 2012/ 02/ dni020812.pdf 
71 See:  ht tp: / / news.bbc.co.uk/ democracylive/ hi/ europe/ newsid_9695000/ 9695923.stm  
72 Hondius, F., (1975) , Em erging Data Protect ion in Europe,  North-Holland/ Am erican Elsevier.  
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user data ( joint )  cont roller, data processor, data subject . This “who”  quest ion is 

important  in light  of the quest ion of jur isdict ion and the result ing or potent ial 

responsibilit ies, liabilit ies and obligat ions towards the individual. 

 Definit ional uncertaint ies also emerge in relat ion to self- regulatory data protect ion 

regimes ‘quite separate from the wider EU level fram ework on data protect ion’, 

when assessing data t ransfers to third count r ies. The not ion of ‘adequacy’ as 

regards data t ransfers to third count r ies is defined on several levels (Mem ber 

States, EC and EUROPOL) , and this further expands the vulnerabilit y of the data 

subject  as regards what  actually are ‘adequate data protect ion standards’, and the 

capacity to cont rol her/ his data as a fundamental r ight . This is exacerbated by the 

lack of a concept  of cybercrime within the EU, which creates even more legal 

uncertainty for the individual as regards the just ificat ion of lower data protect ion 

standards for cybercrime. 

 

As underlined above, cloud comput ing raises several challenges related to legal uncertainty 

about  fundamental legal concepts and general pr inciples in the current  mult iple, 

fragmented and incomplete EU data protect ion legislat ive fram ework. A key guiding 

quest ion is the extent  to which the Union’s legislat ive regime is well-equipped to deal with 

the data protect ion challenges posed at  the intersect ion of cloud com put ing and cr im e 

prevent ion/ fight ing. Although the Treaty of Lisbon formally abolished the dist inct ion 

between the First  and Third Pillars ( this last  one corresponding to Police and Judicial 

Cooperat ion in Crim inal Mat ters) ,73 the exist ing EU legal complex st ill remains ‘pillar ised’ in 

nature and guided by this old division. The Data Protect ion Direct ive (DPD) 74 and the 

Proposal for a General Data Protect ion Regulat ion (PGDPR) 75 do not  apply to law 

enforcement  act ivit ies,76 nor to domest ic processing, which is st ill governed by various 

nat ional regulatory systems in the different  areas of law touched by cloud com put ing ( i.e. 

civil law, adm inist rat ive and commercial law) . Furthermore, old third pillar inst rum ents such 

as the Framework Decision (DPFD) 77 and the Proposal for a Police and Crim inal Just ice Data 

Protect ion Direct ive (PPCJDD) 78 do not  apply to ‘cloud comput ing providers’ and to EU 

Home Affairs Agencies such as EUROPOL79.  

                                                 

73  The first  and third pillar respect ively correspond to t it le I V of the Treaty establishing the European Com m unity 

( ‘Visas, Asylum, I m migrat ion and Other Policies related to the Free Movement  of Persons’)  and t it le VI  of the 

Treaty on European Union ( ‘Provisions on Police and Judicial Cooperat ion in Crim inal Mat ters’) . 
74 European Parliam ent  and Council of the European Union (1995) , Direct ive 95/ 46/ EC of the European Parliam ent  

and Council of 24 October 1995 on the protect ion of indiv iduals with regard to the processing of personal data and 

on the free m ovem ent  of such data, OJ L 281, 23.11.1995. 
75 European Comm ission (2012(b) ) , Proposal for a Regulat ion of the European Par liam ent  and of the Council on 

the protect ion of individuals with regard to the processing of personal data and on the free m ovem ent  of such data 

(General Data Protect ion Regulat ion) , COM(2012)  11 final,  Brussels, 25.01.2012. 
76 Other relevant  first  pillar inst rum ents for cloud com put ing are the e-Privacy Direct ive and the Data Retent ion 

Direct ive:  European Parliam ent  and Council of the European Union (2002) , Direct ive 2002/ 58/ EC of the European 

Parliam ent  and of the Council of 12 July 2002 concerning the processing of personal data and the protect ion of 

pr ivacy in the elect ronic com municat ions sector (Direct ive on pr ivacy and elect ronic comm unicat ions) , OJ L 201, 

31.7.2002;  European Parliam ent  and Council of the European Union (2006) , Direct ive 2006/ 24/ EC of the European 

Parliam ent  and of the Council of 15 March 2006 on the retent ion of data generated or processed in connect ion 

with the provision of publicly available elect ronic com m unicat ions services or of public com m unicat ions networks 

and amending Direct ive 2002/ 58/ EC, OJ L 105, 13.44.2006. Whereas the e-pr ivacy Direct ive applies to public 

com municat ions services (Recital 10 and Art icle 3.1) , the DPD applies to non-public com municat ions services. 
77 Council of the EU (2008(a) ) , Framework Decision 2008/ 977/ JHA of 27 November 2008 on the protect ion of 

personal data processed in the fram ework of police and judicial cooperat ion in cr im inal mat ters, OJ L 350, 

30.12.2008. 
78 European Com m ission (2012(c) ) , Proposal for a Regulat ion of the European Parliam ent  and of the Council on the 

protect ion of individuals with regard to the processing of personal data by com petent  author it ies for the purposes 
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4 .1 . Definit ional dilem m a in the EU data protect ion legal 

fram ew ork 

 

The EU data protect ion legal framework is affected by im portant  definit ional dilemmas. 

First , conceptual uncertaint ies in the context  of the old First  Pillar  relate to the 

w ide room  of discret ion by the Mem ber States at  t im es of establishing jur isdict ion 

i.e . the applicable im plem ent ing law  of the Mem ber State under the DPD .  This most  

direct ly causes uncertainty for any affected individual who m ight  face conflict  of laws 

result ing from the mult iple nat ional implement ing legislat ions. This touches most  direct ly 

upon the relat ionship ‘company-com pany’ in our ‘t r iangular diplomacy’ conceptual 

framework, as the applicable substant ive law determ ines both the obligat ions of data 

cont rollers and processors and the r ights and level of protect ion of the individual as ‘data 

subject ’ or ‘consum er’.  

Secondly, definit ional uncerta int ies also em erge in relat ion to self- regulatory data 

protect ion regim es ‘quite separate from  the w ider EU level fram ew ork on data  

protect ion’,8 0  w hen assessing data t ransfers to third countr ies.  This quest ion 

touches upon the relat ionship ‘state-state’ and ‘state-com pany’ due to increasing 

cooperat ion between the private sector and law enforcement  agencies (LEA’s) , at  nat ional 

and EU levels, in the ‘fight  against  cr ime’ ‘in the cloud’. De Hert  has st ressed that  ‘it  is very 

likely that  data collected by commercial data cont rollers in the course of their dut ies are 

used by law enforcem ent  agencies’81.  This is indeed likely to be occurr ing independent ly of 

the actual existence of any applicable or com m on legal fram ework set t ing the necessary 

data standards and regulat ions fram ing this relat ionship and safeguarding the capacity of 

the individual to cont rol her/ his data as a fundamental r ight . The potent ial for m isuses and 

abuses by law enforcement  actors and agencies becom es henceforth an issue of serious 

concern. The lack of a concept  of cybercrim e in EU law raises even more concerns for the 

individual about  the just ificat ion for lower data protect ion standards or the applicat ion of 

except ions to those82.  

The European Com m ission has confirm ed that  ‘cloud com put ing’ has caused a loss of 

cont rol by the individual over her/ his data.83 This Sect ion shows how from a data protect ion 

                                                                                                                                                            

of prevent ion, invest igat ion, detect ion or prosecut ion of cr im inal offences or the execut ion of cr im inal penalt ies, 

and the free m ovem ent  of such data, COM(2012)  10 final,  Brussels, 25.01.2012. 
79 Recital 15 and Art icle 2.3(b)  PPCJDD;  EUROPOL is governed by another third pillar  inst rum ent :  Art icle 23.2  

Council Decision of 6 Apr il 2009 establishing the European Police Office (EUROPOL)  2009/ 371/ JHA) , OJ L 121, 

15.05.2009. 
80 The internat ional agreements are available on:  ht tps: / / www.EUROPOL.europa.eu/ content / page/ internat ional-

relat ions-31;  De Hert , P. and B. de Schut ter (2008) , ‘I nternat ional Transfers of Data in the Field of JHA:  The 

Lessons of EUROPOL, PRN and Swift ’,  in B. Martenczuk and S. van Thiel (eds.) , Just ice, Liberty, Secur ity:  New 

Challenges for EU External Relat ions, Brussels:  VUBPress, p. 320;  De Busser, E. (2012) , ‘The Adequacy of an U-US 

Partnership’,  in S. Gutwirth et  al. (eds.) , European Data Protect ion:  I n Good Health?,  

Dordrecht / Heidelberg/ London/ New York:  Springer, 2012, p. 191;  European Par liam ent  (2011) , I mplementat ion of 

the EU Charter of Fundam ental Rights and its I mpact  on EU Hom e Affairs Agencies. Frontex, EUROPOL and the 

European Asylum  Support  Office, PE 453.196, August  pp. 28, 73, 69, 74;  European Par liament  (2011) , Developing 

an EU I nternal Secur ity St rategy, fight ing terror ism  and organised cr ime, PE 462.423, November, p. 49. 
81 De Hert , P. and V. Papakonstant inou (2012) , ‘The Police and Cr im inal Just ice Data Protect ion Direct ive:  

Com m ent  and Analysis’, Com puters & Law Magazine of SCL, Vol. 22, No. 6, February/ March, p. 2. 
82 Without , however, violat ing the core-periphery of hum an r ights:  Porcedda, M.G., Data Protect ion and the 

Prevent ion of Cybercr im e:  The EU as an Area of Secur ity?,  EUI  Working Paper, Law, p. 7. 
83 European Comm ission (2010(c) ) , Com municat ion to the European Parliam ent , the Council, the Econom ic and 

Social Com mit tee and the Com m it tee of Regions:  A com prehensive approach on personal data protect ion in the 

European Union, COM(2010)  609 final, Brussels, 4.11.2010, pp. 2, 11;  European Comm ission (2012(a) ) , Data 

protect ion reform :  Frequent ly asked quest ions,  MEMO/ 12/ 41, Brussels, 25.01.2012. 
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viewpoint , cloud com put ing has fundam entally t ransform ed the individual, located 

in the centre of the ‘t r iangular diplomacy’ conceptual fram ework (cf figure 2) , from  a 

‘data subject ’ or  ‘consum er’ to a product  or  com m odity  in relat ion w ith the private 

sector and law  enforcem ent  within the Mem ber States, the EU, and beyond. At  this 

stage there is not  really any possibility for  DPAs to guarantee the conform ity of 

data processing " in the cloud" w ith EU DP law . Harm onizat ion of key fundam ental 

legal concepts at  Union levels could be a welcome step forward if guided by the 

accountabilit y pr inciple, t ransparency84,  ownership and integrity of data, with a view to 

respect  the r ight  to data protect ion (Art icle 16.1 Treaty on the Funct ioning of the EU and 

Art icle 8 EU Charter of Fundam ental Rights) . The data subject  ‘should thus be at  the heart  

of policy at tent ion’85,  and full t ransparency would be cent ral as regards basic fundam ental 

legal concepts such as jur isdict ion, data processor/ data cont roller, t ransfers of data and 

cybercrime, as well as the implicat ions of EU level law enforcement  agencies act ivit ies such 

as EUROPOL, which we now enter into analysing.  

 

4 .2 . The challenge of jur isdict ion 

The first  legal challenge laying at  the intersect ion between cloud comput ing and crime 

fight ing is that  of jur isdict ion. This concept  determ ines both the responsibilit ies and legal 

liabilit ies of data cont rollers and processors and the r ights of the indiv idual as ‘data 

subject ’. As said above, data processing operat ions take place across different  sovereign 

jur isdict ions,  and the m arket  for Cloud services is heavily subcont racted for the physical 

infrast ructure comprising datacent res. The DPD contains two m ain jur isdict ional grounds:  

Art icle 4§1 DPD, based on the establishm ent  of an ‘EU cont roller ’ or the EU equipm ent  of a 

‘non-EU cont roller ‘,  and Art icle 17.3 DPD, based on the establishment  of an ‘EU 

processor’86.  The key challenge under both grounds is how to dist inguish the relat ionships 

data processor/ cont roller and establishment / equipm ent  in cloud com put ing? Such 

definit ional uncertainty br ings the individual in a vulnerable posit ion with regard to the 

applicable nat ional law. The PGDPR has replaced the lat ter dist inct ion by a ‘target ing test ’ 

to establish jur isdict ion on the basis of data connected to the EU. Yet , definit ional 

uncertainty st ill remains, and conflicts of laws would not  be ruled out 87.   

                                                 

84 Art icle 29 Data Protect ion Working Party (2010(a) ) , Opinion 3/ 2010 on the pr inciple of accountability , 

00062/ 10/ EN WP 173, Brussels, 13.07.2010;  European Parliament  (2011(b) ) , Towards a New EU Legal Fram ework 

for Data Protect ion and Privacy , Com mit tee on Civil Libert ies, Just ice and Home Affairs, PE 453.216, September, 

pp. 21-22;
 

Art icle 29 Data Protect ion Working Party (WP29)  (2010(b) ) , Opinion 8/ 2010 on applicable law , 0836 

02/ 10/ EN WP 179, Brussels, 16.12.2010, p. 29.
 

85 European Parliament  (2011(b) ) , pp. 10, 11. 
86 See also Art icle 30 and Recital 66 Draft  Regulat ion. 
87 ‘‘Main establishment ’ means as regards the cont roller, the place of it s establishm ent  in the Union where the 

main decisions as to the purposes, condit ions and means of the processing of personal data are taken;  if no 

decisions as to the purposes, condit ions and m eans of the processing of personal data are taken in the Union, the 

main establishment  is the place where the main processing act ivit ies in the context  of the act ivit ies of an 

establishm ent  of a cont roller  in the Union take place. As regards the processor, 'main establishm ent ' means the 

place of it s cent ral adm inist rat ion in the Union.’;  Hon, W.K., J. Hörnle and C. Millard, 2011, p. 12. 
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According to Art icle 4§1 DPD,88 jur isdict ion is established independent ly  of the physical 

locat ion of the data, or the cit izenship or residence of the data subject .89 I nstead, it  should, 

first ly, be verified whether an ‘EU cloud user’ is a data cont roller in his own right , or in 

relat ion to a non-EU cont roller, whether the EU cloud user is an establishm ent  within the 

m eaning of Art icle 4.1(a)  DPD, or equipm ent  within the m eaning of Art icle 4.1(c)  DP ( in 

case the non-EU cont roller installs cookies on installat ions of the user)  – the 

establishm ent / equipm ent  test 90.  Following a negat ive answer to both quest ions, it  m ust  be 

verified whether the non-EU cont roller has an EU data cent re. An first  quest ion is whether 

space rented by a non-EU provider in an EU data cent re also const itutes ‘establishm ent ’91.   

The next  quest ion is whether the EU data cent re is processing ‘within the context  of it s 

act ivit ies’. I n that  case, that  establishm ent  can be considered a ( relevant )  establishm ent  

under Art icle 4.1(a)  DPD. The WP29 proposed that  ‘in the context  of the act ivit ies of an 

establishm ent  of the cont roller ’ includes both processing act ivit ies and other act ivit ies (such 

as market ing) 92.  I f,  on the other hand, the EU data cent re is processing within the context  

of the non-EU cont rollers’ act ivit ies, a dist inct ion should be made between whether or not  

the non-EU cont roller owns an ‘EU data cent re’. Following a posit ive answer, the EU data 

cent re (often I aaS and PaaS providers)  can be considered as equipment  (or an irrelevant  

establishm ent )  under Art icle 4.1(c)  DPD93.  I n those cases where the EU data cent re is a 

mere subsidiary (often SaaS providers)  of the non-EU cont roller, the EU data cent re can 

also be considered as both equipment  under Art icle 4.1(a)  DPD. Yet , looking through the 

corporate veil can show that  such processors are cont rollers in their own r ight .  

                                                 

88 ‘1. Each Mem ber State shall apply the nat ional provisions it  adopts pursuant  to this Direct ive to the processing 

of personal data where:  (a)  the processing is carr ied out  in the context  of the act iv it ies of an establishment  of the 

cont roller on the terr itory of the Member State;  when the sam e cont roller is established on the terr itory of several 

Mem ber States, he must  take the necessary measures to ensure that  each of these establishments complies with 

the obligat ions laid down by the nat ional law applicable;  (b)  the cont roller is not  established on the Member 

State's terr itory, but  in a place where its nat ional law applies by vir tue of internat ional public law;  (c)  the 

cont roller is not  established on Comm unity terr itory and, for purposes of processing personal data m akes use of 

equipm ent , automated or otherwise, situated on the terr itory of the said Mem ber State, unless such equipment  is 

used only for purposes of t ransit  through the terr itory of the Com m unity. ’ 
89 Hon, W.K., C. Millard and I . Walden (2011 (b) ) , Who is responsible for ‘Personal Data’ in Cloud Comput ing? The 

Cloud of Unknowing, Part  2, Queen Mary School of Law Legal Studies Research Paper No. 77/ 2011, March, p. 7;  

Yet , under Art icle 4.1(c) , the locat ion of equipment  or m eans of processing could overlap with the locat ion of 

processing. 
90 Art icle 29 Data Protect ion Working Party (WP29)  (2008) , Opinion 1/ 2008 on data protect ion issues related to 

search engines, 00737/ EN WP 148, Brussels, 04.04.2008, pp. 10, 11;  Art icle 29 Data Protect ion Working Party 

(WP29)  (2009(b) ) , Opinion 5/ 2009 on online social networking, 01189/ 09/ EN WP 163, Brussels, 12.06.2009, p. 5;  

Art icle 29 Data Protect ion Working Party (2010 (b) ) , Opinion 8/ 2010 on applicable law , 0836 02/ 10/ EN WP 179, 

Brussels, 16.12.2010, pp. 21, 22. 
91 Hon, W.K., J. Hörnle and C. Millard (2011) , “Data Protect ion Jur isdict ion and Cloud Comput ing – When are Cloud 

Users and Providers Subject  to EU Data Protect ion Law? The Cloud of Unknowing, Part  3” , Queen Mary School of 

Law Legal Studies Research Paper No. 84/ 2011, February, p. 18. 
92 Art icle 29 Data Protect ion Working Party (WP29)  (2008) , p. 10;  This stance has been cr it icized:  Hon, W.K., J. 

Hörnle and C. Millard 2011, p. 10. 
93 Art icle 29 Data Protect ion Working Party (WP29)  (2010(b) ) , p. 19;  The definit ions ‘relevant ’ and ‘ir relevant ’ 

establishm ent  were int roduced by the WP29 because the wording of Art icle 4.1(c)  DPD applies that  art icle only 

when ‘the cont roller is not  established on Com m unity terr itory’. As seen above, a cont roller can be established on 

Comm unity terr itory but  without  processing personal data in the context  of that  establishment ’s act iv it ies, so that  

Art icle 4.1(a)  does not  apply. Yet , in that  case Art icle 4.1(c)  DPD can also not  apply as the cont roller is established 

on Com munity terr itory’. I t  has therefore been suggested that  the art icle should be read as ‘the cont roller does 

not  have any establishment  on the terr itory of a Mem ber State in the context  of which it  processes personal data’.  

For the sam e reason, Art icle 3.2 Draft  Regulat ion (see below)  should arguably be m odified. There is however no 

sim ilar loophole for processors which. Art icle 3.1 of the Regulat ion applies the Regulat ion if a provider processes 

personal data in the context  of the act iv it ies of an establishment  of a provider in the Union, which seem s to imply 

that  the processor would be ‘subject  to the draft  Regulat ion in relat ion to it s wor ldwide act iv it ies’. :  Hon, W.K., J. 

Hörnle and C. Millard, 2011, pp. 20, 32, 37, 38. 
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Within a Cloud Legal Project  (CLP) , it  has been proposed to abolish the r igid 

‘establishm ent / equipment  test ’ in favor of a target ing/ direct ing test  in relat ion to data 

connected to the EU94.  The WP29 has confirm ed this posit ion:  ‘Art icle 4(1)c st r ives to 

ensure the r ight  to the protect ion of personal data provided by the EU Direct ive even where 

the cont roller is not  established in EU/ EU terr itory but  where the processing is in some way 

connected with the EU.95’ The protect ion of individuals inside the EU is also one of the main 

purposes of Art icle 4.1(c)  DPD96,  and therefore, Kuner argued to make this idea explicit  by 

focusing on ‘the applicat ion of EU law to situat ions in which the data cont roller determ ines 

in an unt ransparent  way how data are processed on the individual’s computer’.  

A target ing test  denotes an accountabilit y approach that  would solve key quest ions about  

applicable law, as mapped by the EC and the EP:  ‘[ …]  in case where the relevant  place of 

establishment  of a cloud provider may be hard to determ ine, e.g. for a non-EU user of a 

non-EU provider operat ing equipment  in the EU; ’97 ‘I n term s of applicability of the law ,  

there is a clear gap when both the provider and its equipm ent  (data cent res, servers, etc.)  

are located outside the EU but  the service is used by EU cit izens [ …] .98’ Art icle 3.2 PGDPR 

int roduces a target ing test , and applies the Regulat ion ‘to the processing of personal data 

of data subjects residing in the Union by a cont roller  not  established in the Union, where 

the processing act ivit ies are related to:  (a)  the offer ing of goods or services to such data 

subjects in the Union;  or (b)  the m onitor ing of their  behaviour’. A sim ilar proposal was 

m ade by Spoenle within the COE’s discussions to extend the jur isdict ional scope of Art icle 

32(b)  Cybercrim e Convent ion: 99 the power of disposal as a legal connect ing factor detached 

from  locat ion parameter would connect  any data to the person that  hold the r ight  to ‘alter,  

delete, suppress or to render unusable as well as the r ight  to exclude others from  access 

and any usage whatsoever’100.  However, such init iat ives won’t  rule out  conflict  of laws and 

a target ing test  cannot  preclude secret  surveillance by third count r ies. These init iat ives 

should be seen as valuable tool to ensure that  US companies are “ in pr inciple”  covered by 

EU DP Law. 

4 .3 . The challenge of responsibility: data controller , data processor 

and personal data 

The dist inct ions between cloud user, data processor, data ( joint )  cont roller101 and data 

subject  are further blurred by cloud com put ing102.  This “who”  quest ion (see Annex 2)  is 

                                                 

94 Hon, W.K., J. Hörnle and C. Millard, 2011, pp. 34-37. 
95 Art icle 29 Data Protect ion Working Party (WP29)  (2010(b) ) , p. 29.  
96 Art icle 29 Data Protect ion Working Party (WP29)  (2002) , Working document  on determ ining the internat ional 

applicat ion of EU data protect ion law to personal data processing on the I nternet  by non-EU based web sites,  

5035/ 01/ EN/ Final WP 56, Brussels, 30.04.2002, p. 7. 
97 European Com m ission (2012(e) ) , Comm unicat ion from  the Comm ission to the European Par liament , the 

Council,  the European Economic and Social Com m it tee and the Com m it tee of Regions:  Unleashing the Potent ial of 

Cloud Com put ing in Europe, COM(2012)  529 / 2, Brussels, 27.09.2012, p. 8. 
98 European Parliament  (2012(a) ) , Cloud Com put ing, Policy Departm ent  Econom ic and Scient ific Policy, PE 

475.104, May, p. 59. 
99 Council of Europe (2001) , Convent ion on Cybercr im e, Budapest , 23.11.2001:  ‘Art icle 32 – Trans-border access 

to stored com puter data with consent  or where publicly available:  A Party m ay, without  the authorisat ion of 

another Party:  a. access publicly available (open source)  stored com puter data, regardless of where the data is 

located geographically;  or b. access or receive, through a com puter system  in its terr itory, stored computer data 

located in another Party, if the Party obtains the lawful and voluntary consent  of the person who has the lawful 

author ity to disclose the data to the Party through that  computer system .’ 
100 Council of Europe (2010 (b) ) , Cloud Com put ing and cybercr ime invest igat ions:  Terr itor iality vs. The power of 

disposal, discussion paper, prepared by J. Spoenle, 31.08.2010, p. 10.  
101 Council of Europe (2010 (a) ) , Cloud com put ing and its im plicat ions on data protect ion,  discussion paper, March, 

prepared by Research Cent re on I T and Law (CRI D) , p. 16;  Art icle 24 Draft  Regulat ion int roduced the concept  of 

joint  cont rollers. 
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important  in light  of the quest ion of jur isdict ion and the result ing or potent ial 

responsibilit ies, liabilit ies and obligat ions towards the individual. I t  is important  that  the 

individual has legal certainty and keeps the ownership over her/ his data, and this explains 

the importance of his/ her consent  with the allocat ion of responsibilit ies. De Hert  defended 

to boldly abolish the not ion of data processors from  the new Regulat ion and ‘vest  the data 

cont roller t it le, r ights and obligat ions upon any one processing personal inform at ion, 

regardless of its means, condit ions or purposes103.  Likewise, the CLP proposed to abandon 

the binary dist inct ion between cont roller and processor in a cloud com put ing context104. 

The COE’s ‘Convent ion for the Protect ion of I ndividuals with regard to Autom at ic Processing 

of Personal Data’ does not  even dist inguish between these categories105.  The WP29 stated 

that  it  is important  to soundly read the cont ract  that  can give indicat ions for the power 

relat ionships between part ies106.  With regard to joint -cont rollers, it  is quest ioned what  form  

of cont ract  should govern that  relat ionship? 

An ‘accountabilit y approach’ would then imply the vest ing of obligat ions and liabilit ies upon 

every actor with considerable power, i.e. knowledge and cont rol of the personal data. This 

explains why anonymous data, i.e. data to which there is a m inim ized r isk of unauthorized 

access, are no ‘personal data’ in the DPD (Recital 26 DPD)107.  The relat ion between the 

definit ion of anonym ous data and the definit ion of data cont roller/ processor is also 

apparent  in a recent  study of the European Parliament  (EP)  that  successively ident ifies the 

definit ion of data cont roller and data processor, ownership and confident ialit y as 

outstanding regulatory issues108.   

A first  quest ion is whether the process of anonym isat ion of data is ‘data processing’ 

covered by the DPD. Secondly, the definit ion of ‘anonymous data’ is in it self an open 

debate. I nformat ion to which there is only a remote, highly theoret ical r isk of ident ificat ion, 

due to sufficient  protect ion measures against  unauthorized access, is arguably not  

considered as personal data109.  The WP29’s focus on prevent ing ident ificat ion has, 

therefore, been quest ioned in favor of an assessm ent  of the r isks to individuals’ pr ivacy. 

The CLP finds that  inform at ion tem porarily exposed unencrypted due to t ransient  

processing operat ions, or law enforcem ent  access, could arguably st ill be considered as 

                                                                                                                                                            

102 Art icle 29 Data Protect ion Working Party (WP29)  (2009(a) ) , The Future of Privacy Joint  cont r ibut ion to the 

Consultat ion of the European Com mission on the legal framework for  the fundamental r ight  to protect ion of 

personal data, 02356/ 09/ EN WP 168, 01.12.2009, p. 12. 
103 De Hert , P. and V. Papakonstant inou (2012) , op.cit ., Com puter Law & Security Review , Vol. 28, No. 2, April, p. 

134. 
104 Hon, W.K., C. Millard and I . Walden, 2011 (b) , op.cit . , p. 24. 
105 Council of Europe (1981) , Convent ion for the Protect ion of I ndividuals with regard to Automat ic Processing of 

Personal Data’ does not  m ake a dist inct ion between data cont roller and data processor , St rasbourg, 21.1.1981. 
106 Art icle 29 Data Protect ion Working Party (WP29)  (2010 (c) ) , Opinion 1/ 2010 on the concepts of ‘cont roller ’ and 

‘processor’, 00264/ 10/ EN WP 169, Brussels, 16.02.2010, p. 9:  ‘The concept  of cont roller is a funct ional concept , 

intended to allocate responsibilit ies where the factual influence is [ .. .] . ’ 
107 The DPD does also not  apply to individuals who upload data for purely personal purposes or in the course of a 

household act iv ity, to legal persons and t rade secrets. Yet , legal persons are protected under the pr ivacy and 

elect ronic com municat ions Direct ive (Art icle 1.2) ;  Council of Europe (2010(a) ) , p. 14;  Poulet , Y. et  al. (2011) , 

“Data Protect ion in the Clouds” , in. Gutwirth et  al. (eds.) ,  Com puters, Privacy and Data Protect ion:  an Element  of 

Choice, Dordrecht / Heidelberg/ London/ New York:  Springer, 2011, p. 388;  Compare with the U.S. where ‘there is 

something like pr ivacy of a legal person’:  Ruiter, J. and W. Mart ij n, “Pr ivacy Regulat ions for Cloud Comput ing:  

Compliance and I mplementat ion in Theory and Pract ice” , in S. Gutwirth et  al. (eds.) ,  Com puters, Privacy and Data 

Protect ion:  an Element  of Choice, Dordrecht / Heidelberg/ London/ New York:  Springer, 2011, pp. 361-376. 
108 European Par liam ent  (2011(d) ) , Does it  help or hinder? Prom ot ion of I nnovat ion on the I nternet  and Cit izen’s 

Right  to Privacy , PE 464.462, December, pp. 84-85. 
109 Hon, W.K., C. Millard and I .  Walden (2011 (a) ) , “The Problem of ‘Personal Data’ in Cloud Comput ing – What  

informat ion is Regulated? The Cloud of Unknowing, Part  1” , Queen Mary School of Law Legal Studies Research 

Paper No. 75/ 2011, March, pp. 40, 41. 
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anonymous data110.  On the other hand, Paul Ohm  has warned for the failure of 

anonym isat ion as a pr ivacy-protect ing tool111.    

There is generally a higher r isk of unauthorized data access by certain SaaS providers 

(such as the usual social networking sites)  than by I aaS or PaaS providers as supposedly 

pure infrast ructure providers or neut ral interm ediaries that  host  data without  any 

knowledge of the ‘personal data’ nature of the data112.  Sartor deem s such providers not  to 

be ‘data cont rollers’113,  and according to the CLP they are not  even ‘data processors’, 

present  reasonable protect ion m easures, and absent  any line-crossing behaviour following 

which they would becom e data cont rollers114.  The WP29 st ressed that  ‘[ s] hould processors 

[ ... ]  communicate them in a way that  breaches the cont ract , they shall also be considered 

to be cont rollers [ .. . ] ’115.  The European Data Protect ion Supervisor (EDPS)  has st ressed 

that  the ‘role played by cloud providers will need to be determ ined on a case by case basis 

[ …] .’116 A recent  EP study has addit ionally st ressed that  ( [ t ] here are also ambiguit ies as to 

the role of the cloud com put ing providers, who – in some cases – can be t reated not  only 

as pure data processors, but  also as data controllers, given their im pact  on how the data is 

being processed ‘in the cloud’117.   

The foregoing explains the importance of the adopt ion of appropriate security standards 

against  unauthorized access, as confirmed by the EC118.  Standard set t ing on the EU level 

would cont ribute to a harmonized approach to the “who”  quest ion, and as such, help to 

tackle the related jur isdict ional issues. 

 

4 .4 . Data t ransfers/ processing to third countr ies 

The not ion of ‘adequacy’ as regards data t ransfers to third count r ies is defined on several 

levels (Member States, EC and EUROPOL) , and this further expands the vulnerabilit y of the 

data subject  as regards what  actually are ‘adequate data protect ion standards’. The focus 

could be again on ‘the m inim ized r isk’ of unauthorized access in third count r ies119.  Under 

the DPD and the PGDPR, the Mem ber States have great  influence to determ ine adequacy 

requirem ents for data t ransfers to third count ries120.   

                                                 

110 Hon, W.K., C. Millard and I . Walden, 2011 (a) , pp. 27, 28, 33. 
111 Ohm , P., ‘Broken Prom ises of Privacy:  Responding to the Surprising Failure of Anonym izat ion’, 57 UCLA Law 

Review 1701 (2010) . 
112 Hon, W.K., C. Millard and I . Walden, 2011 (a) , pp. 36, 37;  Hon, W.K., C. Millard and I .  Walden, 2011 (b) , pp.1, 

18. 
113 Sartor, G. (2012) , Providers’ Liabilit ies in the New EU Data Protect ion Regulat ion:  A Threat  to I nternet  

Freedom s?,  EUI  Working Papers, Law, No. 24, p. 14. 
114 I .e. unless ‘they monitor the processing with a view to accessing or using the personal data’, or ‘giving third 

part ies access to data without  author ity:  Hon, W.K., C. Millard and I . Walden, 2011 (b) , pp. 17, 20, 21. 
115 WP29, 2012, op.cit ., p. 14. 
116 Hust inx, P. (2010) , Data Protect ion and Cloud Com put ing under EU Law ,  Third European Cyber Security 

Awareness Day  BSA, European Parliament , 13 April 2010, p. 3. 
117 European Parliament  (2012(c) ) , Reform ing the Data Protect ion Package, PE 492.431, September, p. 18. 
118 European Comm ission (2012(d) ) , p. 10;  European Comm ission (2010) , Com municat ion to the European 

Parliam ent , the Council, the Economic and Social Com m it tee and the Com m it tee of Regions:  A Digital Agenda for  

Europe, COM(2010)  245 final/ 2, Brussels, 26.8.2010, pp. 23, 24;  The EC is current ly also consult ing on a future 

EU Network and I nform at ion Security legislat ive init iat ive, which would int roduce the requirement  of r isk 

managem ent  pract ices:  ht tp: / / europa.eu/ rapid/ pressReleasesAct ion.do?reference= I P/ 12/ 818;  Hon, W.K., C. 

Millard and I . Walden, 2011 (b) , p. 22;  Kroes, N. (2011) , “Towards a European Cloud Comput ing St rategy” , Wor ld 

Econom ic Forum Davos 27 January 2011, SPEECH/ 11/ 50. 
119 Hon, W.K. and C. Millard, 2012, pp. 28, 53, 54. 
120 Art icle 25.2 DPD and Art icle 13.4 DPFD define the adequacy of the level of protect ion afforded by a third 

count ry in the light  of several circumstances.:  ‘[ p] art icular considerat ion shall be given to the nature of the data, 

the purpose and durat ion of the proposed processing operat ion or operat ions, the count ry of or igin and count ry of 

final dest inat ion, the rules of law, both general and sectoral, in force in the third count ry in quest ion and the 
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Yet , under the PGDPR and PPCJDD the role of the EC would increase through provisions on 

delegated and implement ing acts, respect ively relat ing to the implem entat ion, and the 

amending, supplement ing or delet ion of non-essent ial elements of legally binding acts of 

the EU121.  While this would cont r ibute towards ‘uniform ity’ and nat ional alignm ent  with the 

com m on regulatory system , such an approach has raised im portant  concerns. The EP would 

have a lim ited role in the adopt ion of an implement ing act , and it  has therefore quest ioned 

the role and level of discret ion that  the EC would enjoy through delegated acts122.  The 

EDPS st ressed that  vague not ions should not  just ify the adopt ion of delegated acts as some 

of them  deal with essent ial elem ents in the PGDPR123.  This is for instance the case for 

instance in relat ion to those provisions related to what  const itutes the threshold for a 

personal data breach not ificat ion (Art icles 31 and 32) , what  const itutes a high degree of 

specific r isks (Art icle 34.2 and 8) , or ‘important  grounds of public interest ’ (Art icle 44.1 and 

7) .  

The EC has repeatedly emphasized the need for improved cross-border cooperat ion though 

non- legislat ive measures and self- regulat ion124.   

The EU-US Safe Harbour Principles are an example in that  regard, which allow t ransfers to 

those US organizat ions ( including cloud providers)  dem onst rat ing an ‘adequate standard of 

protect ion’125. Yet , Safe Harbour does not  apply to telecom m unicat ion com m on 

carr iers w hich also provide cloud com put ing services.  The CLP and the WP29 have 

emphasized that  the cont roller  needs to check the enforcem ent  of Safe Harbour 

Cert ificat ion126.  Besides, the WP29 has st ressed that  the PGDPR should add that  the use of 

Mutual Legal Assistance Treat ies is obligatory with regard to access to personal data for 

nat ional security and law enforcem ent  purposes, ‘in case of disclosures not  authorized by 

Union or Member State Law’127.  This would imply extending the scope of applicat ion of the 

PGDPR to law enforcement  cooperat ion with the pr ivate sector. 

The challenge of data t ransfers and data processing to third count r ies is of param ount  

importance. This is even more salient  in the context  of the US PATRI OT and FI SAA 

described above.  There is indeed no indicat ion that  the full effects 1881a have on the 

human r ights of EU data subjects have been addressed by WP29 or the Com m ission. The 

WP29 for instance only ment ions PATRI OT in one footnote128 in nearly 140 Opinions issued 

since 9/ 11.  

                                                                                                                                                            

professional rules and secur it y m easures’.  Yet , according Art icle 26.2 DPD and Art icle 13.3(b)  DPFD, the Mem ber 

States can also apply their  nat ional adequacy condit ions to data t ransfer to third count r ies. 
121 Recitals 90, 129 and 130 PGDPR. 
122 Council of Europe (2010(a) ) ,  p. 22;  Reding, V., “Binding Corporate Rules:  unleashing the potent ial of the digital 

single m arket  and cloud comput ing” , I APP Europe Data Protect ion Congress, Paris, 29.11.2011;  European 

Parliam ent  (2012) , Working Document  on the protect ion of individuals with regard to the processing of personal 

data and on the free m ovem ent  of such data (General Data Protect ion Regulat ion)  on the protect ion of indiv iduals 

with regard to the processing of personal data by com petent  authorit ies for the purposes of prevent ion, 

invest igat ion, detect ion or prosecut ion of cr im inal offences or the execut ion of cr im inal penalt ies, and the free 

movement  of such data, PE491.322v01-00, Brussels, 6.7.2012, pp. 2, 4. 
123 European Data Protect ion Supervisor (EDPS)  (2012) ,  Opinion of the European Data Protect ion Supervisor on 

the data protect ion reform  package, 7.3.2012, pp. 12-13. 
124 European Comm ission (2010(b) ) , Proposal for a Direct ive of the European Par liament  and of the Council on 

at tacks against  informat ion system s and repealing Council Fram ework Decision 2005/ 222/ JHA,  COM(2010)  517 

final, Brussels, 30.09.2010, pp. 6, 9;   
125 European Comm ission (2000) , Com m ission Decision of 26 July 2000 pursuant  to Direct ive 95/ 46/ EC of the 

European Parliam ent  and of the Council on the adequacy of the protect ion provided by the safe harbour pr ivacy 

pr inciples and related frequent ly asked quest ions issued by the US Departm ent  of Com m erce, 2000/ 520/ E, OJ L 

215, 25.8.2000. 
126 Hon, W.K. and C. Millard (2012) , pp. 41-43, 48;  Art icle 29 Data Protect ion Working Party, 2012, p. 17. 
127 Art icle 29 Data Protect ion Working Party (WP29)  (2012(a) ) , p. 23. 
128 Art icle 29 Data Protect ion Working Party (WP29)  (2001) , 53 Opinion on the need for  a balanced approach in 

the f ight  against  terror ism , Dec 2001. 
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The WP29 has for instance proposed that  “binding corporate rules” -  BCR129 can be adapted 

to provide adequate safeguards for EU data exported into the Cloud. However, they foresee 

and perm it  secret  disclosure of data to “ third count r ies” . They say:  

I n any case, the request  for disclosure should be put  on hold and the DPA 

competent  for the cont roller  and the lead DPA for the BCR should be clearly 

informed about  it .  

The quest ion arises, if the CEO and corporate counsel of a major US Cloud company are 

faced with a choice between obeying the soft - law exhortat ions of WP29 which will result  in 

contem pt  of the FI SA Court  for breach of secrecy, or not  doing what  they “should”  (and 

side-stepping huge r isks of reputat ion damage to their business) , which law is m ore likely 

to be obeyed?  

DPA proponents of BCRs- for-processors say they offer theoret ically com parable protect ion 

to earlier derogat ion mechanisms (such as standard cont ract  clauses approved by the 

Com m ission) , but  those are equally unsuitable to prevent  the use of Cloud data for 

surveillance purposes. The standard clauses were originally drafted in 2001 for scenarios 

such as offshore processing of direct -m arket ing m ailing- lists, but  when they were revised in 

2010130,  they were weakened to accommodate Cloud comput ing. 

The proposed new DP Regulat ion normalizes the procedure of BCRs- for-processors, and 

they are no longer regarded technically as a “derogat ion” . However for the sam e reasons 

that  Safe-Harbour- for-processors is a problemat ic concept  (because a I aaS/ PaaS Cloud 

cannot  by definit ion fulfil any of the SHA Principles)  BCRs- for-processors’s role should also 

be quest ioned. All they can do is pledge to maintain the Cloud datacent res. They can say 

nothing about  the m eaning of the data, or the substant ive funct ions at  the software level of 

personal data processing.  

Both the WP29 and the Commission place great  faith in “audit ”  procedures to ensure Cloud 

services are com pliant , but  no commercial audit  methodology can seek to uncover secret  

surveillance which is “ lawful”  under the nat ional security rubric of a third count ry 

(especially if that  audit  is conducted by a com pany from  that  count ry) . There is no way that  

an EU DPA can know whether this is happening or not , if the Cloud software fabric is 

designed and cont rolled from outside EU jur isdict ion. 

Another challenge are the negot iat ions by a “High-Level Contact  Group”  between the EU 

and US to arr ive at  an “Umbrella”  agreement  governing t ransfers for law enforcement  and 

nat ional security, because the US posit ion would exclude commercial Cloud t ransfers:  

The US has rejected the idea to apply the agreem ent  also to data t ransferred from  

private part ies in the EU to private part ies in the US and subsequent ly 

processed for law enforcem ent  purposes by US com petent  authorit ies. Both sides 

agree in substance that  the agreement  should be without  prejudice to the act ivit ies 

in the field of nat ional security, which remains the sole responsibilit y of Mem ber 

States131.  

The foregoing shows the lack of an EU legal framework as regards data t ransfers to third 

count r ies. One step forward would be to extend the scope of applicat ion of the PGDPR to 

law enforcem ent  cooperat ion with the private sector. Secondly, standard set t ing on the EU 

                                                 

129 Art icle 29 Data Protect ion Working Party (WP29)  (2012(b) ) , 195 Opinion on the BCRs- for-processors, June 

2012 
130By allowing sub-cont ract ing ht tp: / / eur-

lex.europa.eu/ LexUriServ/ LexUriServ.do?ur i= OJ: L: 2010: 039: 0005: 0018: EN: PDF  
131 EU-US Data Protect ion Non-Paper On Negot iat ions During 2011, available at :  

www.statewatch.org/ news/ 2012/ feb/ eu-council-usa-dp-agreem ent-2011-5999-12.pdf  
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level would cont r ibute to a harm onized approach as regards adequate data protect ion 

standards for data t ransfers to third count r ies. 

 

4 .5 . The challenge of regulat ion for  EU Hom e affa irs agencies 

 

The legal challenges stemming from the t r iangular diplom acy context  discussed above 

when applied to the cloud comput ing-cybercrime fight ing framework becomes even more 

complex when looking at  the role of EU Home Affairs Agencies act ive in law enforcement  

( ‘prevent ion and fight  against  cr im e’) , such as EUROPOL. EUROPOL is excluded from  the 

scope of the PPCJDD (Recital 15 and Art icle 2.3(b) )  and has developed a system  of ‘self-

regulatory adequacy data protect ion procedures’ in it s agreem ents with third count r ies such 

as the US132.   

EUROPOL’s core act ivit y is to facilitate the exchange of informat ion between Member States 

and to develop crim inal intelligence. EUROPOL is also mandated to cooperate and engage in 

informat ion exchange with third part ies including other EU agencies, internat ional 

organisat ions and third count r ies, as well as receive informat ion ( including personal data)  

from  ‘pr ivate part ies’133.  EUROPOL is said to have becom e a ‘data cont roller  in it s own 

r ight ’134.  While await ing for an EC proposal that  is expected to br ing the current  EUROPOL 

Decision in line with the Lisbon Treaty, EUROPOL has signalled its intent ion to establish 

‘partnerships’ with the private sector (non- law enforcem ent  actors) 135.  De Moor and 

Vermeulen have expressed concerns about  this development136,  by stat ing that   

The nature of informat ion and intelligence from private partners – often collected in 

a commercial environment  for commercial purposes – requires addit ional 

safeguards, in order to ensure the accuracy of this inform at ion... the developm ent  of 

new partnerships m ust  not  occur at  the expense of it s own law enforcement  

professionalism . 

EUROPOL is ent it led to establish an “out reach”  to the private sector on the basis of Art icle 

25 of the EUROPOL Convent ion Decision. The collect ion of personal data in this context  

                                                 

132 EUROPOL’s exchange of data with third count r ies and bodies is both underpinned by safeguards contained in 

the EUROPOL Council Decision, in the implement ing rules governing EUROPOL’s relat ions with partners and by the 

cooperat ion agreem ents with third states and bodies which also include safeguards intended to ensure adequate 

levels of data protect ion. Art . 23 of the EUROPOL Council Decision. Council of the European Union, Decision 

2009/ 934/ JHA of 30 November 2009 adopt ing the implem ent ing rules governing EUROPOL’s relat ions with 

partners, including the exchange of personal data and classif ied informat ion, OJ L 325/ 6, 11.12.2009(b) . 
133 See chapter I V of the EUROPOL Council Decision on “Relat ions with Partners” . According to Art icle 25.1.a 

‘pr ivate part ies’ shall m ean “ent it ies and bodies established under the law of a Mem ber State or a third State, 

especially com panies and firms, business associat ions, non-profit  organisat ions and other legal persons governed 

by pr ivate law…”. For the condit ion under which data processing between EUROPOL and private part ies m ay take 

place refer to Art icle 25.3. 
134 European Par liam ent  (2011(a) ) , pp. 9, 41, 109. For an overview, see D. Heimans, “The External Relat ions of 

EUROPOL – Polit ical, Legal and Operat ional Considerat ions” , in B. Martenczuk and S. van Thiel (eds) , Just ice, 

Liberty and Security:  New Challenges for EU External Relat ions, Brussels:  VUB Press, 2008. 
135 Council of the EU (2012) , EUROPOL Work Program me 2013, 12667/ 12, Brussels, 17.7.2012, p. 27;  Art icle 5.2 

EUROPOL Decision states that  EUROPOL ‘shall provide support  to Member States in their tasks of gathering and 

analysing informat ion from  the I nternet  in order to assist  in the ident if icat ion of cr im inal act iv it ies facilitated by or 

com mit ted using the I nternet .’ Ar t icle 25.4 EUROPOL Decision allows I nternet  Monitor ing as it  states that  

EUROPOL ‘may direct ly ret r ieve and process data, including personal data, from  publicly available sources, such as 

media and public data and comm ercial intelligence providers.’  
136 De Moor, A. and G. Vermeulen (2012) , ‘The EUROPOL Council Decision:  Transform ing EUROPOL into an Agency 

of the European Union’, Com m on Market  Law Review ,  Vol. 47, No. 4, p. 1108:  “The nature of informat ion and 

intelligence from  private partners – often collected in a com mercial environm ent  for com mercial purposes – 

requires addit ional safeguards, in order to ensure the accuracy of this informat ion... the development  of new 

partnerships m ust  not  occur at  the expense of its own law enforcement  professionalism .”  
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takes place through EUROPOL Nat ional Units (ENU) . Addit ionally, while EUROPOL itself 

cannot  send back such data direct ly to pr ivate ent it ies, the situat ion is m uch less clear with 

regard ENUs. Furtherm ore, EUROPOL is clearly being solicited by pr ivate com panies with 

regard its cybercrime act ivit ies, especially commercial providers of com puter security 

software. As discussed previously in relat ion with its 2011 iOCTA report , it  also uses the 

knowledge produced by these com panies to build its own st rategic analyses. I t  m ight  be 

necessary, in this regard, to consider the possibilit y of revising the 4x4 “handling code”  

used by the Office to evaluate the quality of sources and codes to take into account  the 

dependence on private sources in the area of cybercrime137.  

Such a m easure, however, is a halfway house and needs to be envisaged in the fram ework 

of a broader discussion. The lack of a concept  or clear definit ion of ‘cybercrim e’ within the 

EU has direct  implicat ions for the funct ioning of the proposed European Cybercrime Cent re 

(EC3)  as part  of EUROPOL138,  and creates a larger degree of uncertainty for the individual 

as regards lower data protect ion standards for ‘cybercrim e’ or the applicat ion of except ions 

to those standards, and whether this differs from  other cr imes such as ‘com puter cr im e’ 

and/ or other ‘serious cr im es’. I n that  regard, Porcedda dist inguishes broad cybercrim e from  

narrow cybercrim e. Broad cybercrime would just ify lower data protect ion standards but , 

however, no violat ion of the core-periphery of hum an r ights139.   

5 . RECOMMENDATI ONS 

5 .1 . EU General Prior it ies 

The study clearly suggests that  the focus on cloud comput ing solely from  the perspect ive of 

cybercrime is inadequate as regards to the challenges raised by cloud comput ing. The 

prior ity has been given to the regulat ion of internet , t raceabilit y of I P adresses, threats to 

nat ional security through cyber at tacks of cr it ical infrast ructure, and som e spectacular 

form s of cyber cr im e like child pornography. Much more emphasis should be put  on 

providing legal certainty in jur isdict ion-spanning t ransfers of data involving a mult iplicity of 

data cont rollers and processors. The challenges of pr ivacy and data protect ion in a  

cloud context  are clearly underest im ated, if not  ignored .  I n m ost  European fora 

dealing with cybercrime, Data Protect ion laws appear to be very marginal in the agenda 

and inadequately addressed to m eet  the challenges raised by cloud comput ing.  

Furtherm ore, Data Protect ion offences should be recognized as a type of 

"Cybercrim e" .  This current  om ission unbalances the framework of invest igatory powers 

and Fundamental Rights, and the EU should include data protect ion offences in any future 

plans, or ientat ions, and st rategies dealing with Cybercrim e. 

I n the area of cloud comput ing, it  is high t ime that  the EU clar ifies what  it  is that  EU bodies 

should be predom inant ly concerned with in the first  place. Given the recent  creat ion of a 

EC3 within the European Police Office EUROPOL, and the forthcom ing adopt ion of an EU 

Cybersecurity st rategy by the European Com mission ( foreseen Decem ber 2012 at  the t im e 

of writ ing) , this is a highly needed prerequisite. The prior ity should be given to the 

individual:  her or his fundam ental r ights and freedom s should be as the core object ive of 

the Union’s policy.  

                                                 

137 See EUROPOL (2010) , EUROPOL I nformat ion Mangem ent :  Products and Services, The Hague, 2510-271, for  

further details. 
138 European Comm ission (2012(d) ) , p. 7. 

139 Porcedda, M.G., Data Protect ion and the Prevent ion of Cybercr im e:  The EU as an Area of Security?, EUI  

Working Paper, Law, p. 7. 
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5 .2 . Extension of the scope of data  protect ion and harm onizat ion 

of legal concepts 

 

The DPD and the Proposal for a General Data Protect ion Regulat ion (PGDPR)  do not  apply 

to law enforcement  act ivit ies, nor to domest ic processing, which is st ill governed by various 

nat ional regulatory systems in the different  areas of law touched by cloud com put ing ( i.e. 

civil law, adm inist rat ive and commercial law) . Furthermore, old third pillar inst rum ents such 

as the DPFD and the PPCJDD do not  apply to ‘cloud comput ing providers’ and to EU Home 

Affairs Agencies such as EUROPOL.  

This calls first ly for a harmonizat ion of fundamental legal concepts such as 

' jur isdict ion', 'data processor' and 'data controller ' at  EU level.  Such harmonizat ion 

would decrease conflicts of laws and would cont r ibute towards m ore legal certainty for the 

data subject / consumer as regards the applicable law. They would also play an important  

role at  t im es of addressing the challenges of jur isdict ion and responsibilit y ident ified in this 

study.  

However, the allocat ion of responsibilit y and potent ial liabilit ies should not  merely depend 

on the definit ion of data cont roller and data processor. An accountability approach 

should apply  instead, according to which responsibilit ies, liabilit ies and obligat ions should 

be vested upon every actor with 'considerable power', i.e. knowledge and cont rol of the 

data. This should go along with the effect ive use of exist ing Mutual Legal Assistance 

Treat ies betw een the EU and third countr ies with regard to access to personal data for 

nat ional security and law enforcem ent  purposes.  

Furthermore, the EU-US Safe Harbour Principles which allow t ransfers of data to US 

organizat ions does not  apply to telecom m unicat ion com m on carr iers which also provide 

cloud comput ing services. The study recommends that  Safe Harbour Cert ificat ion are 

checked and reinforced. The 'Safe Harbor ' pr inciple should also apply to 

telecom m unicat ion com m on carr iers which also provide cloud comput ing services. 

I n regard to EUROPOL, the fact  that  this agency is current ly excluded from the scope of the 

PPCJDD calls for careful oversight  of its data exchange act ivit ies. EUROPOL’s core act ivity is 

to facilitate the exchange of informat ion between Member States and to develop crim inal 

intelligence. EUROPOL is also mandated to cooperate and engage in informat ion exchange 

with third part ies including other EU agencies, internat ional organisat ions and third 

count r ies, as well as receive informat ion ( including personal data)  from  ‘pr ivate part ies’. I n 

many ways, EUROPOL has become a ‘data cont roller in it s own r ight ’. While await ing for an 

EC proposal that  is expected to bring the current  EUROPOL Decision in line with the Lisbon 

Treaty, it  is necessary to consider the possibility of revising the 4 x4  “handling code” 

used by the Office to evaluate the quality of sources and codes to take into 

account  the dependence on private sources in the area of cybercrim e .   

Furthermore, the lack of a concept  of ‘cybercrime’ within the EU has direct  implicat ions for 

the funct ioning of the proposed EC3 as part  of EUROPOL and creates a larger degree of 

uncertainty for the individual as regards lower data protect ion standards for ‘cybercr im e’ 

and whether this differs from  other cr im es such as ‘computer cr ime’ and/ or other ‘serious 

cr imes’.  This is why, as recommended hereafter, close oversight  of the EU agencies in the 

field of cybercrime is required. 
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5 .3 . Oversight  of EU agencies in the fie ld 

The EU operat ional framework in the field of cybercrime consists mainly of two sets of 

m easures which encapsulate NI S and law-enforcement  act ivit ies. Here, the quest ion of 

the respect ive roles and responsibilit ies of EUROPOL and ENI SA m ust  be clar ified ,  

if only to avoid duplicat ion of act iv it ies and costs and ensure more effect ive undertakings. 

Such a clar ificat ion, however, should go beyond a mere mat ter related to the global 

regulat ion of the I nternet  and should take into account  the quest ion of the individual, her 

or his r ights and freedom s. 

The proposed EC3  as part  of EUROPOL should received careful at tent ion .  The cent re 

is expected to start  operat ions in January 2013 and is ent rusted with a great  variety of 

tasks. The way in which the European Commission envisages the role of EC3 clearly 

demonst rates a lack of established prior it ies and, according to the EUROPOL staff, 

insufficient  resources given the wide scope of the cent re’s rem it .  

According to the analysis conducted in this study, the cybercr im e cent re could have a 

significant  added value if more resources were allocated to the protect ion of EU cit izens. 

This includes m em bers of staff highly qualified in cloud com put ing technologies, 

but  a lso w ell t ra ined in data protect ion and privacy law s.  However, funding should 

be carefully allocated. The cybercrime cent re should give budgetary prior it ies to hunt  down 

cybercrim inals while protect ing EU cit izens’ r ights, and not  wast ing resources in dubious 

early warning and vain “prevent ive”  tasks.  

 

5 .4 . US/ EU Relat ions 

Part icular at tent ion should be given to US law  that  authorizes the surveillance of 

Cloud data of non- US residents.  The EP should ask for further enquir ies into the US 

FI SA Am endm ents Act , the status of the 4th Amendm ent  with respect  to NONUSPERS, and 

the USA PATRI OT Act  (especially s.215) .  

The EP should consider am ending the DP Regulat ion to require prom inent  w arnings 

to individual data subjects (of vulnerabilit y to polit ical surveillance)  before EU Cloud 

data is exported to US jur isdict ion. No data subject  should be left  unaware if sensit ive data 

about  them is exposed to a 3rd count ry's surveillance apparatus. The exist ing derogat ions 

m ust  be dis-applied for Cloud because of the system ic r isk of loss of data sovereignty. The 

EU should open new negot iat ions with the US for recognit ion of a hum an r ight  to pr ivacy 

which grants Europeans equal protect ions in US courts. 

5 .5 . EU ow nership over data 

The EU needs an industr ia l policy for  autonom ous capacity in Cloud com put ing .  The 

DG I NFSO Com m unicat ion of October 2012 is on this m at ter not  in tune with the challenges 

analysed in this study. A target  could be that  by 2020, 50%  of EU public services should be 

running on Cloud infrast ructure solely under EU jur isdict ional cont rol.  
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ANNEXES 

 

Annex 1 : The EU fram ew ork on fight ing cybercrim e and privacy –  init iat ives and EU bodies involved 

The start ing point  adopted to m ap each init iat ive is an init iat ive from  the European Com m ission. This does not  preclude that  these 

init iat ives m ight  have been prom pted by another body of the EU, e.g. the Council.  

N/ A =  not  applicable/  not  available. 
 

I nit iat ive ‘Lead’ service 
(Com m ission)  

Council 
configurat ions 

Parliam ent  
Commit tee  

Creat ing a Safe I nform at ion Society by I m proving the Security of I nform at ion I nfrast ructures 

and Com bat ing Com puter- related Crim e, COM(2000)  890 final 
DG I NFSO 

DG JHA 

Just ice and Home 
Affairs 

Compet it iveness 

Transport , 
Telecomm unicat ions 
and Energy 
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e 

LI BE 

Opinion 

ECON 

JURI  

I TRE 

CULT 

Network and I nform at ion Security:  Proposal for a European Policy Approach, COM(2001)  298 
final 

DG I NFSO 
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Telecomm unicat ions 
and Energy 

General Affairs 

Econom ic and 
Financial Affairs 
(ECOFI N)  
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LI BE 

Opinion 

JURI  

I TRE 

CULT 

Proposal for a Regulat ion of the European Parliam ent  and of the Council establishing the 

European Network and I nform at ion Security Agency , COM(2003)  63 final 
DG I NFSO Transport , 
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and Energy 
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General Affairs 

Econom ic and 
Financial Affairs 
(ECOFI N)  

Towards a general policy on the fight  against  cyber cr im e, COM(2007)  267 final DG JLS General Affairs N/ A 
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(EC)  No 460/ 2004 establishing the European Network and I nformat ion Secur ity Agency as 
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Annex 2 : Est im ates of EC3  staffing requirem ents and costs  

 

These inform at ions have been forwarded by Europol.  
 

EC3  personnel and expenditures in relat ion to overall EUROPOL staff and 

expenditures 

 
Big figures:  800 people are working at  Europol. Of them:  

 530 Europol Employees (440 Temporary Agents and 90 Cont ract  Agents.)  
 40 Seconded Nat ional Experts,  
 150 Liaison Officers ,  
 The rest  (variable)  about  20 t rainees and 60 cont ractors. 

Note:   

o Cont ract  Agents are mainly working in the Governance and Capabilit ies 
Departm ents 

o SNEs, all of them members of the Nat ional Competent  LE Services, are fully 
integrated in different  Units of the Operat ions Department  

Tem porary Agents in the Establishm ent  Plan 2 0 1 2 :  457. Of them:  

 226 in Operat ions 
 162 in Capabilit ies 
 61 in Governance 
 8 (Director, MB Secretariat  and I nternal Audit  Funct ion)  

The Operat ions Departm ent  is organized in 4 Business Areas with the following staff 
(TAs +  40 SNEs) :    

 I nform at ion Hub:  60  
 Cybercrime:  31  
 Counterterror ism :  55  
 Organised Crime 120  

The EC3  Cybercrim e Centre is organized in 3 main groups:  

 Operat ions and Data fusion 
 Research and Developm ent  
 St rategy and Out reach 

Most  of the current  staff is in Operat ions:  22 staff members have been t ransferred from  
the old Europol st ructure working in 3 focal points covering the three areas of the EC3 
mandate:  Crimes against  persons t rough the I nternet ,  on- line fraud and cr imes affect ing 
the I CT infrast ructures. The rest  (9)  are dist r ibuted in the other groups. 

That  m eans that  only Operat ions can cont inue delivering services (although not  at  the 
desired level of the EC3 mandate) . The other areas m ust  be properly staffed to achieve 
the m andate of the Cent re. Our analysis, based on the products and services to be 
delivered, is that  60 FTEs will be needed in 2013 and 100 in 2014. 

I n general terms Operat ions and Data Fusion (about  75%  of the resources of the Cent re)  
will be staffed with TAs, police officers recruited from the Competent  Services. The rest  
25%  dist r ibuted in Research and Developm ent  and St rategy and Out reach does not  need 
to be recruited from  the Competent  Services. 

All of them  need to be specialists in their respect ive areas and m ost  of them  will occupy 
long- term  posit ions. Only in the case of Out reach som e SNEs from  the target  Count r ies 
will be preferred for seconded for maximum 3 years in order to rotate and be replaced by 
others from a different  target  count ry. 

I t  will not  be excluded the recruitm ent  of some cont ract  agents to develop specific 
projects.   
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  Breakdow n of EC3  costs for  2 0 1 3 - 2 0 1 4  

2013

Expense  Explanat ion  Updated budget 

 Staff expenditure 

 29 Total of new recruited staff (31 existed staff are budgeted in general 

Europol budget  -  T1)

Other staff and recruitment  expenditure 

               2,850,000 

 One t ime expenditure -  investment   Building related cost , facilit y and I T equipments                2,200,300 

 Running act ivit ies related expenditure 
 Day to day running costs for m issions, meet ings, consultancy, t rainings 

and software upgrades and IT maintenance 
               1,305,400 

             6 ,3 5 5 ,7 0 0  

2014

Expense  Explanat ion  Updated budget 

 Staff expenditure 

 69 recruited staff for EC3 (31 existed staff are budgeted in the general 

Europol budget  -  T1)

Other staff and recruitment  expenditure 

               6,808,000 

 One t ime expenditure -  investment   Building related cost , facilit y and I T equipments                   760,000 

 Running act ivit ies related expenditure 
 Day to day running costs for m issions, meet ings, consultancy, t rainings 

and software upgrades and IT maintenance 
               2,293,500 

             9 ,8 6 1 ,5 0 0  

 
 

Source :  EUROPOL documents EDOC 621532 & 615458 
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Annex 3 : Definit ional problem s, Mem ber States’ discret ion under the DPD 

 

 

 



 




