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Abstract Anthropogenically forced trends in oceanic dissolved oxygen are evaluated in Earth system

models in the context of natural variability. A large ensemble of a single Earth system model is used to

clearly identify the forced component of change in interior oxygen distributions and to evaluate the

magnitude of this signal relative to noise generated by internal climate variability. The time of emergence

of forced trends is quantified on the basis of anomalies in oxygen concentrations and trends. We find that

the forced signal should already be evident in the southern Indian Ocean and parts of the eastern tropical

Pacific and Atlantic basins; widespread detection of forced deoxygenation is possible by 2030–2040. In

addition to considering spatially discrete metrics of detection, we evaluate the similarity of the spatial

structures associated with natural variability and the forced trend. Outside of the subtropics, these patterns

are not wholly distinct on the isopycnal surfaces considered, and therefore, this approach does not provide

significantly advanced detection. Our results clearly demonstrate the strong impact of natural climate

variability on interior oxygen distributions, providing an important context for interpreting observations.

1. Introduction

Dissolved oxygen is a critical constituent in the marine environment, strongly regulating metabolic and bio-

geochemical processes. Anthropogenic climate change is projected to drive deoxygenation overmuch of the

ocean [Bopp et al., 2002; Keeling and Garcia, 2002; Plattner et al., 2002; Cocco et al., 2013] with potentially seri-

ous side effects, including deleterious impacts onmarine biota and disruptions to the biogeochemical cycles

of key elements [Keeling et al., 2010; Doney et al., 2014]. Oxygen in the ocean interior is consumed by respi-

ration of sinking organic matter and replenished via the advection and mixing of oxygen-enriched surface

waters [Keeling and Garcia, 2002]. Ocean warming reduces O2 solubility, depleting surface concentrations;

furthermore, warming-induced stratification curtails surface-to-depth exchange, diminishing supply of O2 to

the interior.

Numerous attempts have been made to detect low-frequency variability and long-term trends in O2 obser-

vations from ocean time series [e.g., Ono et al., 2001; Andreev and Baturina, 2006;Whitney et al., 2007], repeat

hydrographic sections [e.g., Emerson et al., 2004; Johnson and Gruber, 2007; van Aken et al., 2011; Sasano et al.,

2015], or compilation and optimal interpolation of historic observations [e.g., Stramma et al., 2008;Helm et al.,

2011; Stendardo and Gruber, 2012]. The historical database presents significant challenges for these analyses,

including both sparse and irregular sampling over space and time, as well as potential changes in methods

and calibration over time. For example, Stanley et al. [2012] document an apparent oxygen decline from the

1980s to 2000s in the North Atlantic subtropical mode water at the Bermuda Atlantic Time Series (BATS) site.

The authors found a decrease in [O2] and increase in apparent oxygen utilization within upper ocean isopy-

cnals; but they also show that the ventilation metric (mean age constrained by tritium-helium observations)

did not change significantly and—based on scatter in the historical oxygen data not reflected in temperature

and salinity—conclude that the [O2] change may be an artifact of measurement errors.

While statistically significant trends in interior [O2] distributions have been observed in specific oceanic

regions, and in some cases over long time periods (50 years) [Bograd et al., 2008; Stendardo andGruber, 2012],

attributionof these trends to externally forced climate change is also challengedby thepresenceof significant

background “noise” associated with internally driven, low-frequency climate variability [Garcia et al., 2005;

Ito andDeutsch, 2010]. Internal variability is a natural, intrinsic feature of the coupled atmosphere-ocean-land

system, arising from nonlinear dynamical processes, and interactions between climate system components

that integrate forcing over different timescales [Hasselmann, 1976]. The broadband fluctuations of the climate
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system impart variability to oceanic O2 distributions by inducing thermally driven surface anomalies, mod-

ulating surface-to-depth exchange, and altering the structure of the upper ocean environment, thereby

impacting organic matter production and subsequent oxygen utilization rates (OUR) in the interior [Ito and

Deutsch, 2010;Deutsch et al., 2011]. A recent study using historic data and repeat sections in the Labrador Sea,

for instance, linked the regional [O2] variability to deep ventilation events driven by variation in convective

mixing occurring on decadal or shorter timescales [vanAken et al., 2011]. Oxygen in the subpolar North Pacific

also displays significant variability [Deutsch et al., 2006], which has been linked to fluctuations in the winter

time atmospheric forcing of the ocean [Andreev and Baturina, 2006].

The variability in oxygen driven by internal climate fluctuations amounts to noise; changes driven by increas-

inggreenhousegas concentrations are superimposedonnatural variability,makingdetectionof forced trends

a signal-to-noise problem. For detection to be possible, forced signals must develop magnitude and persis-

tence sufficient to transcend the noise, the envelop of background variability [Hasselmann, 1993; Santer et al.,

1994, 2011]. In this context, internally generated variability inherently limits detection of climate-change sig-

nals regardless of practical observing capabilities; inferring trends from sparse observations is an obvious

additional complication.

In this paper, we use an Earth system modeling framework to quantify detectability—or the “Time of

Emergence” (ToE)—of the anthropogenic climate change signal in oceanic [O2]. Earth systemmodels consist

of coupled atmosphere-ocean general circulation models (GCMs) and represent processes relevant to the

global carbon cycle, including the lower trophic levels of marine ecosystems. The coupled GCMs sponta-

neously generate internal variability representative of the real climate system and are forced with historical

and future scenario data sets defining anthropogenic effects, thus providing a powerful means of examining

mechanisms by which climate variability and change impact ocean biogeochemistry. Our objectives are to

quantify and understand the controls on the ToE for oceanic [O2] signals, with the hope of gaining insight

into where and when early climate change signals might be detectable. Observational programs guided by

such insight might target nascent signals to reduce uncertainty in the nature, magnitude, and impact of

climate change on marine ecosystems, thereby providing a more reliable basis for adaptation strategies and

understanding cost/benefit trade-offs associated with climate change mitigation.

We employ a relatively novel Earth system modeling approach to address these objectives. Rather than ana-

lyzing an ensemble of opportunity comprised of model integrations from several independently developed

models, we make use of a “large” ensemble of integrations conducted with a single Earth system model

(the Community Earth System Model; CESM). In the typical multi-model ensemble, spread reflects structural

differences among the models, as well as intrinsic climate variability. The advantage of an ensemble from a

single model is that spread arises purely from internally-generated variability. If the ensemble is sufficiently

large, the ensemble mean provides a robust estimate of the deterministic, forced signal and the ensemble

spread is indicative of the noise, inclusive of changes in variance that may occur as function of climate state

[Deser et al., 2012]. In addition to results from CESM, we include an examination of oxygen ToE in the recent

CoupledModel Intercomparison Project, phase 5 (CMIP5) [Taylor et al., 2012], thereby placing theCESM results

in the broader context of recent Earth systemmodels.

This paper is organized as follows. In the next section,wedescribe themodel configurations and experimental

setup. In section 3we define and present themetrics of ToE applied to the Earth systemmodel results. Finally,

we summarize these results and conclude in section 4.

2. Models and Numerical Experiments
2.1. Model Description

We analyze fields from the CESM Large Ensemble (CESM-LE) experiment [Kay et al., 2014]. The CESM-LE

included 30 simulations, 24 of which (numbers 1, 2, and 9–30) include ocean biogeochemistry output.

Kay et al. [2014] provide a detailed description of the coupled model configuration. Briefly, the atmo-

sphere component was the Community Atmospheric Model, version 5 (CAM5), integrated at nominal 1∘×1∘

horizontal resolution [Hurrell et al., 2013]. The ocean component is based on the Parallel Ocean Program,

version 2 [Smith et al., 2010], integrated with a nominal horizontal resolution of 1∘×1∘ and 60 vertical levels

[Danabasoglu et al., 2012]. The sea ice component is the Los Alamos Sea Ice Model, version 4 [Hunke and

Lipscomb, 2008] with some updates including prognostic melt ponds and the deposition and cycling of

black carbon and dust aerosols [Holland et al., 2012]. The ocean biogeochemistry module is known as the
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Figure 1. Time series of annual mean global dissolved O2 inventory in the CESM Large Ensemble experiment. The light

gray line shows the 1850 control without drift correction; the dark gray line is the 1850 control after removal of the

linear trend associated with model drift. The black line is ensemble member 1, and the colored lines show the remaining

ensemble members; all time series associated with the transient integrations have been corrected for linear drift in the

1850 control.

Biogeochemical Elemental Cycling (BEC) model, which includes three phytoplankton functional types

(diatoms, “small” picophytoplankton/nanophytoplankton, and diazotrophs) and one adaptive zooplankton

class [Moore et al., 2013]. Phytoplankton growth is determined as a function of temperature, multinutrient

(N, P, Si, and Fe) limitation, and light availability. Remineralization is computed following the Armstrong et al.

[2002] ballast associationmodel. In the CESM-LE, BEC was configured to have no impact on the physical state

of the model (shortwave absorption was computed using a fixed chlorophyll climatology) [Long et al., 2015].

Long et al. [2013] and Moore et al. [2013] review the performance of the BEC model version in CESM integra-

tions contributed to CMIP5 and find that simulations compare favorably to observations for many carbon

cycle and surface productivitymetrics. We discuss themodel’s simulation of dissolved oxygen in detail below.

2.2. Numerical Experiments

The CESM-LE experiment began with an 1850 control integration in which external forcings (i.e., CO2 mixing

ratio, aerosols, etc.) were held constant at preindustrial levels. The ocean in the 1850 control was initialized

from a state of rest with modern observationally based temperature and salinity fields, while ocean biogeo-

chemical tracers were taken from an independent 600 year spin up integration; other component models

were initialized from a previous CESM (CAM5) simulation. Ensemble member 1 (Ens01) was initialized from

the 1850 control at a randomly chosen year (402), after the model was deemed to be sufficiently close to

quasi-equilibrium. Ens01 was integrated from 1850 through 2100 forced by historical data sets through 2005

and then the CMIP5 Representative Concentration Pathway 8.5 (RCP8.5) for 2006–2100 [Meinshausen et al.,

2011]. The model CO2 forcing was concentration based: the atmospheric CO2 mixing ratio was specified, not

solved for prognostically with emissions specified. Additional ensemblemembers (Ens02–Ens30) were initial-

ized from Ens01 at 1 January 1920 and integratedwith identical external forcing. Ensemblemember 2 (Ens02)

began with an ocean initial state lagged by 1 day; the remaining ensemble members (Ens03–Ens30) were

initialized with round-off level ((10−14) K) perturbations applied to the air temperature field. This method-

ology introduces sufficient variation such that dominant modes of climate variability are out of phase within

a decade or so. The CESM-LE does not sample variation in ocean initial conditions; this is justified under

the hypothesis that memory of ocean initial conditions does not last beyond about a decade [Branstator

and Teng, 2010], thus perturbation of atmospheric air temperature samples most of the internal variability

[Deser et al., 2012].

Figure 1 shows the time evolution of the global oceanic O2 inventory in the CESM-LE (Ens03–Ens08 did

not have ocean biogeochemistry output). During the period of the control simulation corresponding to

1850–2100, the global oceanic O2 inventory was still drifting at a rate of −0.0074 Pmol yr−1; this drift has

been removed from all series corresponding to transient integrations in Figure 1. Between 1850 and 1920,

the global oxygen inventory in Ens01 increased slightly (∼0.3%) due to a global cooling signal that is clearly

outside the range of interannual variability evident in the control simulation. The cooling is attributable to

transient aerosol and volcanic forcing present in the historical simulation but not in the control.
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Figure 2. Annual mean dissolved oxygen concentration on the �� = 26.5 potential density surface. (top) The ensemble

mean from the CESM-LE over the period 1981–2000; (bottom) The optimally interpolated annual mean climatology

from the World Ocean Atlas, 2013 [Garcia et al., 2014].

2.3. Model Validation

We haven chosen to analyze properties on isopycnal surfaces, thereby excluding substantial interannual vari-

ability in tracers relative to a depth framework, which is subject to variability derived from isopycnal heave.

For simplicity, we focus the analysis on the ��=26.5 potential density surface, which is at a average depth of

∼290 m in the CESM-LE at 1920 and is largely representative of the core of the main ventilated thermocline

in the present climate. An isopycnal framework naturally emphasizes ventilation and biological consumption

effects on [O2] distributions over solubility effects, since temperature plays a major role in setting the density

of seawater, and thus, changes in solubility are muted on surfaces of constant density.

Figure 2 shows annual mean dissolved oxygen on the ��=26.5 potential density surface from the CESM-LE

and the World Ocean Atlas (WOA) [Garcia et al., 2014], an observationally based, gridded climatology. The

observed large-scale spatial pattern of [O2] is well represented by CESM (pattern correlation, r=0.93), though

it tends to be biased low (mean bias = −44; RMS error = 56 mmol m−3). Negatively biased model [O2] is

widespread in the tropics, where the model oxygen minimum zones (OMZs) are too extensive [Moore et al.,

2013]. This bias is common in coarse-resolution ocean GCMs and is partially attributable to sluggish circula-

tion yielding weak ventilation [Brandt et al., 2008, 2012; Dietze and Loeptien, 2013; Getzlaff and Dietze, 2013;

Duteil et al., 2014]. The extent of OMZs is also sensitive to the prescribed remineralization profile for sinking

organic matter, as well as the stoichiometric ratios used for growth and remineralization of organic matter

[Devries and Deutsch, 2014]. While ventilation in the midlatitude Southern Ocean appears to be reasonable,

the model’s western North Pacific is strongly deficient in O2. This may be due in part to a poor representation

of diapycnal mixing over rough topography [Nakamura et al., 2006].

The importance of ventilation in controlling the mean oxygen distribution is evident in the relationship

between water mass age and [O2]. Outside of the tropics, the mean [O2] is tightly related to “ideal age”

(pattern correlation, r = −0.86; Figure 3). Ideal age is a tracer that provides a metric of time since last contact

with the surface; it is set to zero at the surface and increases at 1 yr yr−1 in the interior. Freshly ventilatedwaters
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Figure 3. Ideal age distribution on the ��=26.5 potential density surface from the CESM-LE ensemble mean over the

period 1981–2000.

are relatively rich in O2; as water masses age in the ocean interior, a respiration signal accumulates, leading to

an inverse correlation between [O2] and age. This relationship breaks down in the tropics, where O2 depletion

overwhelms the oxygen supply and concentrations are drawn down to near zero (Figure 2).

There are many factors that limit the ability of the model to accurately capture observed variability. The

relatively coarse resolution ((100) km) precludes representation of smaller-scale processes such as oceanic

mesoscale eddies, which drive relatively high frequency fluctuations of biogeochemical properties. Biases

in the mean state are likely to also impact simulated variability. For example, if spatial gradients in [O2] are

too weak in the mean state, then anomalous circulation or mixing will yield temporal [O2] anomalies that

are also too weak. There are relatively few locations where the variance of [O2] can be accurately estimated

fromobservations. However, a comparison of themagnitude of interannual variability from the Hawaii Ocean

Time-Series (HOT) station and the same location in CESM demonstrates that CESM does indeed have weaker

variability. The standard deviation of the annually binned and detrended dissolved O2 concentrations on the

��=26.5 surface in the observations is about 5.5mmolm−3, whereas CESM has a standard deviation of about

2.4 mmol m−3 (Table 1).

Table 1. Observed and Modeled Oxygen Trends at Three Ocean Time Series Stations: Hawaii Ocean Time (HOT) Series in

the Subtropical Pacific, Ocean Station Papa (OSP) in the Eastern Subpolar North Pacific, and the Bermuda Ocean Time

Series (BATS) in the Western Subtropical Atlantica

Station HOT (1988–2014) OSP (1956–2006) BATS (1988–2012)

�� 25.2 26.5 26.5 26.7 26.5 26.8

N (obs) 624 621 370 339 364 344

Median (obs) 194.2 141.2 216.1 177.4 198.3 174.2

SD (obs, raw) 16.2 23.3 25.9 23.6 7.31 13

SD (obs, ann) 4.38 5.46 17.5 16.1 4.94 6.49

Trend (obs) −0.32 ± 0.12 −1.19 ± 0.12 −0.57 ± 0.19 −0.64 ± 0.14 0.03 ± 0.14 −0.42 ± 0.17

Median (CESM) 195 109 136 70.8 139 122

SD (CESM, ann) 1.92 2.38 10.2 4.41 5.16 0.721

Trend (CESM) −0.05 ± 0.09 −0.02 ± 0.22 0.05 ± 0.22 −0.00 ± 0.12 −0.11 ± 0.23 0.00 ± 0.07

Trend range (CESM) −0.23, 0.09 −0.37, 0.28 −0.29, 0.42 −0.16, 0.16 −0.43, 0.26 −0.10, 0.10

aStandarddeviations are computedonall observations (raw) anddetrendedannualmeandata (ann). Linear trends are

computed on annualmean data. Standard error of the trend on the observations is estimated by bootstrappingmethods

in which the annual mean data is randomly sampled to form 50 subsamples. The trend error in themodel is the standard

deviation of trends across the ensemble. The trend range shows the 5th and 95th percentile trends computed from the

CESM-LE. Units are mmol m−3 for concentration and mmol m−3 yr−1 for trends.
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2.4. CMIP5 Models

We selected a small group of CMIP5 models to provide context for the CESM-LE results. The models are

GFDL-ESM2M from the Geophysical Fluid Dynamics Laboratory (GFDL) [Dunne et al., 2012, 2013]; HadGEM2

from the UK Met Office Hadley Centre [Collins et al., 2011; HadGEM2 Development Team, 2011]; and MPI-ESM

from the Max Planck Institute (MPI) [Giorgetta et al., 2013]. We used 1850 control simulations to evaluate vari-

ability of [O2] under anunperturbed climate state. Historical simulationswere used from1850–2005, followed

by RCP8.5 simulations through 2100. A single integration from the GFDL model was used, whereas small

ensembles were available from HadGEM2 (n=5) and MPI (n=3).

3. Analysis

As discussed in section 1 above, the ability to distinguish a forced signal from natural variability is central

to the problem of detection. There are three elements of the time-evolving signal-to-noise relationship that

can be considered [Santer et al., 1994]. First, the change in the mean value of the state variable of interest

may be compared to the temporal variance in the unforced (or control) climate; external forcing can be iden-

tified if the state of the system falls outside the range of unforced variability [Christian, 2014]. Second, the

magnitude of trends in a temporally varying signal can be compared to the variance in trends in the con-

trol climate; detection occurs when the trend magnitude falls sufficiently far outside the natural distribution

of trends. Finally, the similarity of the spatial structure associated with forced signals can be evaluated rela-

tive to the dominant spatial structures associated with natural variability; detection in this context relies on

the extent to which the pattern associated with a forced signal is distinct from the patterns associated with

natural variability.

Following Hasselmann [1993], a time-evolving spatial pattern of a climate variable in a particular forced

transient simulation i can be represented as

�i(x, t) = � s(x, t) + �̃i(x, t),

where t=1,… , nand x=1,… , pdenotediscrete time (annualmeans) and space (model gridpoints).� s(x, t) is

the forced, deterministic climate signal,whereas �̃i(x, t) is the componentdue to intrinsic variability andhence

unique to each ensemble member in the set i = 1,… ,m. Similarly, in the 1850 control integration that has

no transient forcing, we have

c(x, t) = c̃(x, t),

where the timeevolution is purely due to intrinsic variability, presuming that themodel is in stationary equilib-

rium. In practice, it is necessary to account formodel drift; in all subsequent analyses,wedo this by subtracting

a linear trend computed from the control simulation. Model drift indicates that interior ocean tracer fields are

not at equilibriumwith respect to the circulation; while it would be desirable to integrate themodel for longer

prior to spawning transient runs, this was not feasible within the time constraints of the CESM-LE experiment.

However, while the drift is undesirable, it does not preclude analysis of the transient integrations. Inspection

of the CESM-LE control shows that the drift is well approximated by a linear fit for all variables of interest over

the period in the control integration corresponding to 1920–2100 (model years 472–652). Unfortunately,

while the CESM-LE control was integrated for an additional∼1500 years beyond the period corresponding to

1920–2100 (for total of 2200 years), drift in interior oxygen andother variables is not linear over thewhole run;

it is therefore difficult to treat variables in the control as homogenous time series. For this reason, we restrict

our analysis of the control integration to the period corresponding to 1920–2100wherewe are confident that

drift is linear and its removal is robust.

In the CESM-LE, we can estimate � s(x, t) as the average across the ensemble,

� s(x, t) =
1

m

m
∑

i=1

�i(x, t), (1)

sincem is sufficiently large [Deser et al., 2012].
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Figure 4. Change between the periods 1981–2000 and 2081–2100 in (a) dissolved oxygen and (b) ideal age on the

��= 26.5 potential density surface in the CESM-LE ensemble mean.

Wepresent results from annually averaged data, interpolated from themodel grid to a 1∘×1∘ regular latitude,

longitude grid—or to a point for comparison to data at ocean times series locations. In some cases, we use

time-evolving climate anomalies, defined as

� ′
i
(x, t) = �i(x, t) − c(x)

and
c′(x, t) = c(x, t) − c(x),

where c(x) is the long-termmean of the (drift-corrected) control.

The choice of an isopycnal versus depth framework has implications for interpreting signals associated with

climate warming. In particular, warming manifests as movement of isopycnal surfaces deeper into the ocean

interior; thus, the isopycnal framework highlights deoxygenation mechanisms other than solubility-driven

changes in [O2] that might dominate at a given near-surface depth horizon. The �� = 26.5 surface deepens by

about 120m in the SubarcticNorth Pacificby the endof RCP8.5 in theCESM-LE; it deepensbymore than300m

in regions of the Southern Ocean equatorward of the present-day outcrop. The detection of the solubility

signal can be directly evaluated from temperature trends. Our approach thus focuses on the detection of the

most uncertain part of the deoxygenation signal, that associated with changes in circulation and respiration.

3.1. Overview of Transient Simulations

In this section we describe some broad features of the simulated change and variability in [O2], provid-

ing context for understanding detectability. Figure 4 shows the change in [O2] between the late twentieth

century and the end of the 21st century in the CESM-LE. Oxygen depletion on the ��=26.5 surface is most

pronounced in the western North Pacific, which is a prominent ventilation site for this isopycnal (Figure 3).

Reductions in [O2] over much of the North Pacific and extratropics generally are strongly associated with

increases in ideal age (Figure 4b), indicating that enhanced stratification and diminished O2 supply are dom-

inant mechanisms contributing to interior deoxygenation. Indeed, extratropical change in age and [O2] are
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Figure 5. Time series of O2 and ideal age on the �� = 26.5 potential density surface in the CESM-LE integrations at

locations corresponding to (a, b) Ocean Station Papa (50∘N, 145∘W) and (c, d) the Hawaii Ocean Time-Series Station

Aloha (22.75∘N, 158∘W). The gray line shows the control simulation, while the black line is the ensemble mean; the

other lines show individual ensemble members.

significantly correlated (pattern correlation, r=−0.76). While there is a substantial increase in ventilation

age in the eastern equatorial Pacific (Figure 4b), this is not associated with strong declines in [O2] since this

region is characterized by near-zero [O2] in the present-day climate simulations (Figure 2). Certain regions on

the �� = 26.5 surface show near-zero change or even weak increases in [O2], including much of the western

Pacific and south Atlantic basins as well as virtually all of the tropical Indian Ocean (Figure 4a). These regions

are not associated with reductions in age but are responding to a weak (salinity compensated) cooling of the

��=26.5 surface, with magnitudes as much as −2∘C north of New Zealand in the south Pacific (not shown).

In addition to cooling, reductions in OUR contribute to localized [O2] increases. OUR declines virtually every-

where in the CESM-LE on ��=26.5, primarily driven by reductions in surface primary productivity [Moore

et al., 2013]. Furthermore, organic matter fluxes and remineralization rates decay exponentially with depth;

thus, OUR is reduced on a given isopycnal surface as that surface moves downward with ocean warming.

The temporal evolution of [O2] at locations corresponding to the Hawaii Ocean Time-Series Station Aloha

(HOT) and Ocean Station Papa (OSP) illustrates the type of variability and trends present on local scales in the

CESM-LE simulation (Figure 5). A period of time following 1920 is required for the ensemble spread to fully

develop, most notable at HOT where it takes 10–15 years (Figure 5c). Following this initial inflation period,

the spread remains relatively constant and only weak trends are present in the ensemble mean until about

the year 2010; after this point, O2 concentrations begin to decline precipitously. The decline in [O2] is closely

associated with an increase in ideal age at HOT and OSP (Figure 5bd), consistent with a diminished supply of

freshly ventilatedwaters being the dominantmechanismdriving deoxygenation. In addition to the long-term

climate change signal, interannual variability in [O2] at HOT and OSP on the 26.5 isopycnal surface is also

closely related to variability in ventilation age; indeed, variation in ideal age explains 86% of the variance in

[O2] at HOT and 93% at OSP in CESM-LE integrations over the period 1920–2000, which is prior to the onset of

substantial deoxygenation. Interannual variability in [O2] is also significantly related to density-compensated

changes in temperature and salinity (“spice”), though these relationships are much weaker than for age.

Variation in spice may reflect anomalies in surface forcing and ventilation but can additionally indicate vari-

ability introduced by lateral mixing along isopycnal surfaces in the ocean interior. The overall variability in

[O2] is greater at OSP (Table 1); temperature, salinity, ideal age and OUR also show greater variability at OSP.

Increased variability at OSP partially reflects the younger ventilation age (Figure 5) and the shallower depth
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of the 26.5 isopycnal surface at this location (∼200 m) relative to its depth at HOT (520 m). A shallower depth

yields greater susceptibility to direct perturbation by anomalous surface forcing.

Metrics of [O2] variability and trends within thermocline and intermediate waters from major ocean time

series stations are listed in Table 1. In all stations, variability on subannual timescales is strongly influenced by

transient phenomena, such as mesoscale eddies; data averaged to annual timescales show diminished vari-

ability. Observations from all stations and isopycnal surfaces shown display statistically significant negative

trends in [O2], with the exception of the “18∘” water in the North Atlantic (��=26.5 at BATS). Central Mode

Water in the North Pacific (�� =26.5 at HOT) exhibits the strongest negative trends (−1.19±0.12 mmol

O2m
−3 yr−1). As discussed above, theCESM-LEhas interannual variability that isweaker thanobserved atmost

locations on Table 1; furthermore, all the observed trends that are statistically significant have magnitudes

that fall outside the range of trends (5th–95th percentile) at the same location in the CESM-LE. This may sug-

gest that themodel is not sufficiently sensitive to climate forcing, either in the form of internally generated or

forced variability (see section 4).

An interesting feature accompanying the21st centurydecline in [O2] in theCESM-LE is the reduction inensem-

ble spread (Figure 5). A reduction in ensemble spread might be expected from increased ventilation age,

which is a key control on interior [O2] variability. Increases in the ventilation timescale produce more effec-

tive damping of anomalies over a broader range of forcing frequencies [Ito and Deutsch, 2010]. Furthermore,

transient warming acts to stratify the upper ocean, limiting production of anomalies; this is evident, for

instance, in diminished North Pacific Mode Water formation rates during transient warming [Xu et al., 2012,

2013]. Notably, as radiative forcing is allowed to stabilize and warming fully penetrates into the subsurface,

mode water formation can recover [Xu et al., 2012], which might indicate that interannual variability in [O2] is

recoverable as climate stabilizes (presuming [O2] remains greater than zero).

3.2. Changes in State

In order to estimate ToE on the basis of state anomalies, wemust quantify the statistical distribution of [O2] in

anunperturbed climate state. Obtaining robust estimates of themeanandvariability in [O2] from theCESM-LE

control simulation is hamperedbymodel drift (described above),which limits our ability touseportions of this

run beyond the 251 years corresponding to 1850–2100. Since it is desirable to have a larger sample size from

which to estimate the [O2] variability,weuse the full ensembleduring theperiod1920–1950 as representative

of the unperturbed climate (i.e., c(x)). The 24 ensemblemembers over this 31 year period yields 744 simulated

years, thereby providing robust statistics. We compute the mean and standard deviation of [O2] from the

1920–1950 period and construct a signal to noise ratio as

S∕N = −� ′
i
(x, t)∕�c,

where �c is the standard deviation of annual means in the unperturbed climate. We then evaluate each tran-

sient integration to determine the point in time when the S∕N exceeds 2 and remains above this threshold

for the remainder of this simulation.

Natural variability in [O2] (�c) on �� = 26.5 is largest near-surface outcrops, most notably in the subpolar North

Pacific (Figure 6a); additionally, strong variability is found at themargins between ventilated regions and sub-

oxic zones, such as in the southeastern Pacific, as well as the south Atlantic and Indian basins. The distribution

of state-based ToE estimates suggests that detection of the forced signal should already be possible in the

tropical Atlantic (Figure 6b). Similarly, early detection is possible in the south Indian Ocean, where simulated

natural variability is low (Figure 6a). The North Pacific shows a relatively homogeneous distribution of ToE,

with values in the range of about 2030–2040s. Notably, given the high variability in the subpolar North Pacific,

ToE in this region requires [O2] anomalies on the order of 100 mmol m−3. In some regions, ToE was not possi-

ble even by 2100 (Figure 2b, gray shading). In many cases, these are regions where 21st century O2 declines

are either very small or [O2] is actually increasing weakly (Figure 4a); much of the subtropical North Atlantic is

an exception in this regard—here the variability simply continues to swamp the forced signal through 2100.

Indeed, while HOTS and OSP have ToE estimated to be well before 2050, detection of a forced decline in [O2]

was not possible at BATS through 2100 on the isopycnals considered (Table 2).

3.3. Trend Magnitudes

To evaluate ToE on the basis of changes in trendmagnitude in the CESM-LE, we compute retrospective linear

trends in each ensemble member starting at the year 2000 and continuing through the year 2100. For

each year, we compute linear trends over record lengths from 10 to 100 years. We normalize the trends
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Figure 6. (a) Standard deviation of dissolved oxygen on �� = 26.5 in the CESM-LE between 1920 and 1950

(note nonlinear scale). (b) Mean time of emergence based on state anomalies on �� = 26.5 in the CESM-LE. Gray

shows regions where no forced decline in oxygen was found by 2100.

computed at each year and record length by the standard deviation of trends within the full CESM-LE, yield-

ing a signal-to-noise ratio estimate. We then diagnose ToE as the earliest year in which a trend of any length

is more than 2� outside the variability in trends across the ensemble and does not return to within 2� for all

remaining years in the simulation.

While the broad patterns of ToE based on trends (Figure 7a) are similar to those in ToE evaluated on the

basis of state anomalies, there are substantial differences in detail. In particular, the trend-basedmethodology

tends to yield earlier detection than the state anomaly approach. For instance, ToE in the subpolar north-

western Pacific is earlier on the basis of trend anomalies (2010–2020s), but detection requires relatively long

(∼50–60 year) records (Figure 7ab). Where ToE can be assessed in the tropical regions, detection is possible

quite early, but very long records (> 60 years) are typically required. Similarly, the south Indian Ocean shows

early ToE but only on the basis of long records.

Table 2. Estimated Time of Emergence (ToE) for the Anthropogenic Signal at Ocean Time

Series Stations Based on the CESM-LEa

Station HOT OSP

�� 25.2 26.5 26.5 26.7

ToE (state) 2041 ± 7.1 2033 ± 5.9 2036 ± 5.0 2032 ± 5.8

ToE (trends) 2017 ± 12.1 2028 ± 5.7 2025 ± 6.8 2027 ± 8.1

Trend length 73 ± 16.6 32 ± 12.8 47 ± 15.9 50 ± 19.5

aToEbasedonanomalies in state aswell as trends are shown; see text for descriptionof

methodology. Error bounds show±1� of ToE within the ensemble. No detectable trends

were found at the Bermuda Atlantic Time Series station (BATS).
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Figure 7. (a) Time of emergence (ToE) diagnosed on the basis of anomalous trend magnitudes in the CESM-LE. (b) The length of record required to ascribe ToE.

(c) Standard deviation in ToE across the CESM-LE. (d) Standard deviation in the length of record. Gray shows regions where no forced decline in oxygen was

found by 2100 in the ensemble mean ToE.

3.4. Spatial Structure

Our assessment of ToE on the basis of state or trend anomalies treats time series from each location as inde-

pendent. It thus neglects the information contained in the spatial patterns of O2 variability and long-term

trends. If the forced signal in [O2] has a spatial structuredistinct from that associatedwith thedominantmodes

of natural variability, the evolution of spatial patterns may provide detectability earlier than spatially discrete

analyses. To evaluate this possibility, we compare the spatial patterns associated with forced versus natural

components of variability using Empirical Orthogonal Functions (EOFs). We perform this analysis globally,

Figure 8. Spatial patterns associated with the leading EOFs of natural variability in [O2] on the �� = 26.5 isopycnal surface in CESM. (a) First EOF, variance

explained = 15.6%; (b) second EOF, variance explained = 9.6%; (c) third EOF, variance explained = 6.2 %; (d) fourth EOF, variance explained = 5.1%.
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Figure 9. Spatial pattern associated with the forced signal in [O2] on the �� = 26.5 isopycnal surface. Computed as the

leading EOF from the CESM-LE ensemble mean.

noting that the overall structure of the resulting patterns is similar if the analysis is performed for each ocean

basin separately.

Figure 8 shows the spatial patterns associated with the dominant modes of natural variability in [O2] on the

��=26.5 potential density surface computed from the CESM-LE control integration. Figure 9 shows comparable

information for the forced component of variability, computed as the leading EOF in the CESM-LE ensem-

ble mean; as expected, this plot shows a spatial structure very similar to the change in oxygen computed as

a simple concentration difference (Figure 4). The leading EOF of the ensemble mean explains ∼95% of the

variance in the ensemble mean data, reflecting the efficacy with which the ensemble average damps natural

variability. There is also some degree of similarity between the spatial pattern associated with the forced sig-

nal (Figure 9) and the leading mode of natural variability (Figure 8) in the North Pacific where deoxygenation

is particularly intense. Interannual variability modulates ventilation in this region primarily through varia-

tion in surface buoyancy forcing driving vertical exchange. Climate warming curtails ventilation as the ocean

becomes increasingly stratified and its influence propagates downstream along the ventilation pathways in

the subtropical thermocline over decadal timescales. While the forced signal and natural variability have sim-

ilar spatial structure in the subpolar North Pacific, the forced signal is distinct over much of the subtropical

thermocline. These regions are characterized by deoxygenation that is more intense on the eastern side of all

basins (Figure 9).

To quantitatively assess commonality between patterns associated with forced and natural variability, we

compute the fraction of spatial variance accounted for by the forced pattern over time. We project each

ensemblemember and the control integration onto the EOF associatedwith the forced signal. This projection

is computed as

�is(t) =

p
∑

x=1

� ′
i
(x, t)es(x), (2)

for the climate anomalies from the transient integrations, and

�cs(t) =

p
∑

x=1

c′(x, t)es(x), (3)

for the anomalies in the control run, where es(x) is the leading EOF of the forced signal, � s(x, t) (Figure 9).

Following Santer et al. [1994], we compute the time-evolving contribution of these projections to the overall

spatial variance as ameans of assessing emergence of the forced pattern. The spatial variance associatedwith

the force signal relative to the overall spatial variance is computed as

V is
i
(t) = �is(t)2

/

p
∑

x=1

� ′
i
(x, t)2 (4)

for each transient integration (and similarly for c′(x, t)).

Figure 10 shows the time evolution of the percent of spatial variance that is accounted for by the pattern

associated with the forced signal. The forced signal is not wholly orthogonal to the leading modes of natural

variability in the control simulation or the early portion of the transient integrations and the ensemble mean,

evidenced by the nonzero contribution to the spatial variance (Figure 10). The forced signal contribution to
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Figure 10. Temporal evolution of the percentage of total spatial variance in dissolved oxygen on the ��=26.5

isopycnal surface attributable to the forced signal. The gray line shows the control simulation, while the black line

is the ensemble mean.

spatial variance rapidly becomes dominant after about the year 2000, such that by 2020 it explainsmore than

40% of the spatial variance in the ensemble mean; all the ensemble members surpass this 40% threshold by

about 2030. There is a minimum in the spatial variance explained by the forced signal across the ensemble

just proceeding 2000. This is due to a gradual increase in the total spatial variance (
∑p

x=1
� ′
i
(x, t)2) in each

ensemble member through 2000. Since the spatial variance associated with the forced signal remains low

and relatively constant prior to 2000, as the total spatial variance increases the percent of the spatial variance

explained by the forced signal declines. The increase in the total spatial variance is likely related to the length

of integration under relatively weak external forcing following initialization at 1920. Indeed, this is consistent

Figure 11. (a) Multimodel mean time of emergence (ToE) diagnosed on the basis of state anomalies in three CMIP5

models (GFDL, HadGEM, and MPI). (b) Multimodel mean ToE diagnosed on the basis of anomalous trends in the same

three models.
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with the gradual, though subtle increase in ensemble spread evident in the global O2 inventory (Figure 1) and

at time series locations (Figure 5).

3.5. Intermodel Comparison

The mean ToE from the CESM-LE falls within the range of values diagnosed from the CMIP5, both for state

(Figure 11a) and trend-based anomalies (Figure 11b). The basic structure of ToE in the CMIP5 models is also

similar to that in the CESM-LE, with delayed detection in the tropics, and earlier detection at midlatitude

to high latitude, especially in the North Pacific. This reflects underlying similarities in the broad patterns of

both the variability and late 21st century trends due to climate warming. Differences in ToE across models

(not shown), however, imply that the ratio of signal to noise is not constant across models.

4. Summary and Conclusions

Dissolved oxygen in the ocean is highly sensitive to climate variability and change, in part because sea surface

temperature perturbations doubly impact interior oxygen: warming reduces O2 solubility but also stratifies

the ocean limiting ventilation and O2 supply to the interior. The first of these mechanisms is simply related

to changes in ocean temperature, and can thus be evaluated from estimates of ocean heat content [Keeling

et al., 2010]. However, the latter reflects a more complex combination of changes in oceanic circulation and

respiration rates. Historical changes in O2 have been dominated by these latter effects (nonsolubility related),

providing a critical means to assess their magnitude. However, historical O2 changes also reveal substantial

variability not characterized by a monotonic trend.

We have presented an analysis of the time required for anthropogenically forced signals in [O2] to emerge

above background noise, which is the variability in [O2] driven by internal climate fluctuations. Our analysis

exploits a powerful Earth system modeling approach, wherein a large ensemble of model integrations, each

providing a unique realization of interannual variability, permits clear separation of externally forced and

internally generated variability. We focus on [O2] on isopycnal surfaces, which highlights dynamically driven

changes rather than those resulting from solubility effects.

At a global scale, anthropogenic climate change in RCP8.5 drives a sharp acceleration of oceanic deoxygena-

tion in the first half of the 21st century (Figure 1). Deoxygenation on isopycnals within the thermocline is

primarily a result of increasing stratification, which curtails supply of fresh O2 evident in increased ventila-

tion age. Trajectories similar to the global mean deoxygenation signal are evident at ocean time series sites

(Figure 5); however, the emergence of anthropogenic signals depends on the magnitude of those signals

relative to the background noise.

On the ��=26.5 isopycnal, the subarctic North Pacific displays the most dramatic interannual variability

(Figure 8). This variability delays detection of the anthropogenic signal, though since deoxygenation asso-

ciated with climate warming is rather strong in this region (Figures 4a and 9), detection is possible by

2030–2040s on the basis of state anomalies and earlier on the basis of trends (Figures 6 and 7, and Table 2).

Long records integrate over the periods characteristic of the dominant modes of natural variability, affording

earlier ToE. The North Pacific contrasts with the southern Indian Ocean, for instance, where detection of the

forced trend ispossible earlier; the southern IndianOceanhas amoremodestdeoxygenation signal (Figure4a)

but also shows less interannual variability.

Our choice of an isopycnal framework was motivated by an interest in the dynamically-driven component of

deoxygenation. An application of the ToE analysis to a depth-coordinate framework will naturally incorpo-

rate greater impacts from thermally driven solubility effects on [O2]—one might expect this to afford earlier

detection of the forced signal, though the depth framework is also subject to greater interannual variability

associated with isopycnal heave and thus more susceptible to noise. An examination of ToE at HOT at a fixed

depth of 500m, roughly the depth of the ��=26.5 isopycnal surface at 1920, does indicate that earlier detec-

tion is possible at this depth horizon. The mean ToE from the CESM-LE computed on the basis of trends is

2009 ± 4.5 at this location, but requires long records, in excess of 60 years; Table 2 shows the comparable

mean ToE for the �� = 26.5 surface (2033 ± 5.9).

The CESM simulations tend to have oxygen concentrations that are low relative to observations, and there is

some indication that the model underestimates the amplitude of interannual variability in [O2]. A key ques-

tion is whether low interannual variability might also be indicative of a simulated response to anthropogenic

climate forcing weaker than in nature. Indeed, Table 1 suggests that the model’s interannual variability is too
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low and that nature has exhibited trends larger than those found in the CESM-LE. If similar physical mecha-

nisms operate across both timescales, we might expect an association between weak interannual variability

and amuted forced response. If such an association does exist, the impacts of the model biases on simulated

ToE estimates may be relatively small, since the amplitude of both the signal and noise are affected, thereby

preserving the ratio. The ToE estimates obtained from the CESM-LE are similar to those obtained from the

CMIP5 models included in this study, suggesting that the CESM-LE can be considered representative of this

broader collection ofmodel results. In the CESM-LE, aswell as in individualmodels of the CMIP5, there is some

large-scale correspondence between interannual O2 variance and long-term trends: regions with elevated

variability also tend to show the strongest forced response. However, we found no clear intermodel relation-

ship between themagnitude of variability and the trend driven by anthropogenic climate change. Moreover,

there was no cross-model relationship between the strength of interannual variability and ToE nor between

the strength of trends and ToE. We note that the biogeochemical formulations invoked by CMIP5 models,

including the CESM-LE, have static structure in time, which precludes representing climate-driven changes in

ecological interactions outside the domain permitted by the model parameterizations.

Observational programsmight be conceived to target spatial patterns characteristic of forced declines in [O2].

Unfortunately, however, the spatial pattern associatedwith the forced signal on the��=26.5 isopycnal surface

(Figure 9) is not wholly distinct from the dominant modes of natural variability (Figure 8), most notably in the

NorthPacific.Widespreaddeclines in [O2] in the subtropical thermoclinemaybean important exception; here,

however, the deoxygenation signal is relatively small. An extensive network of autonomous sensors, such as

profiling floats capable of measuring [O2], could possibly provide sufficient spatial coverage to capture these

patterns. In the CESM-LE, there was not a significant or systematic difference between the detection time on

the �� =26.5 isopycnal surface, relative to shallower waters (e.g., Table 2). A similar insensitivity was found

across the CMIP5 models, and reflects the fact that faster rates of deoxygenation are generally accompanied

by higher background variability, making the signal-to-noise ratio less variable with depth than might be

expected.

Our results suggest that ocean deoxygenation might already be detectable on the basis of state anomalies

and/or trends in regions within the southern Indian Ocean, as well as parts of the eastern tropical Pacific and

Atlantic basins. Observations have insufficient spatiotemporal coverage, however, to adequately characterize

the natural [O2] distribution, in the case of evaluating state anomalies. Furthermore, in most regions where

early detection is possibly, relatively long records (>50 years) are required to assess the exceedance of a trend

from the O2 variability generated in a stationary climate without external forcing. Some regions never show

definitive declines in [O2] associatedwith the forced signal. For instance, our calculation shows that externally

forced oxygen decline at BATS is weak, and detection is not expected through the end of the 21st century

(Figures 6a and 7a). Thus, even perfectly precise, sustained measurements of oxygen and age tracers, would

not likely permit detection of the externally forced trend in this region because the signal is too small to

overcome internal variability.

In conclusion, the primary advantage of the CESM-LE is its dramatic illustration of the forced signal superim-

posed on natural variability. The biases in the simulation of interior O2 make the estimates of ToE provided

by the model difficult to trust precisely; however, the basic structures are likely to be robust. This framework

provides a valuable context for understanding variability in historical data and observing future trajectories

of change. Ultimately, comprehensive and sustained observations are needed to fully characterize internal

variability and discern forced trends.
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