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#### Abstract

Consider a random graph $G$ composed of a Hamiltonian cycle on $n$ labeled vertices and $d n$ random edges that "hide" the cycle. Is it possible to unravel the structure, that is, to efficiently find a Hamiltonian cycle in $G$ ?

We describe an $O\left(n^{3} \log n\right)$ steps algorithm $A$ for this purpose, and prove that it succeeds almost surely. Part one of $A$ properly covers the "trouble spots" of $G$ by a collection of disjoint paths. (This is the hard part to analyze.) Part two of $A$ extends this cover to a full cycle by the rotation-extension technique which is already classical for such problems.


## 1 Introduction

Graph theoretic algorithms typically involve a search for a subgraph of the input graph that satisfies certain given properties. Often the associated decision problem (i.e. deciding whether such subgraph exists) is NP-hard although the search problem is easy most of the the time if the input graph is

[^0]chosen according to some natural probability distribution. This clearly depends both on the given distribution and on the ingenuity of the algorithm.

In this article we study the "hidden structure" version of such a search problem, that is, we are given a graph $G$ that is known to contain a Hamiltonian cycle $H$, "hidden" among a relatively few additional random edges that by themselves are not likely to induce a Hamiltonian cycle. Our goal is to find some Hamiltonian cycle in $G$, not necessarily $H$. A preliminary version of this paper has appeared in [4].

More precisely, a random graph $G=(V, E)$ in this problem is defined by $n$ labeled vertices and the following set of edges:
(i) The $n$ edges forming a specific Hamiltonian cycle.
(ii) The edges obtained by choosing each pair of distinct vertices $\{i, j\} \subset V$ to be an edge with probability $d / n$, independently for all pairs.
We assume that $d$ is a constant. (Our algorithm extends easily for the case when $d$ is a growing function of $n$. We omit the details here.)

Condition (ii) alone defines the Erdös-Renyi space $G(n, p)$, and for the given $p=d / n$, the graphs in this space are typically sparse with about $d n / 2$ edges. The class of graphs in $G(n, d / n)$ that are Hamiltonian has a negligible probability as $n \rightarrow \infty$.

Condition (i) means that we apply a "magnifying glass" to boost this probability to 1 , and now ask for an efficient search algorithm that that will a.s. (almost surely) produce some Hamiltonian cycle in $G$. The literature of recent years abounds with search algorithms for Hamiltonian cycles in random graphs ( $[1,2,3,9,10,11,17]$ ), but all the prior methods work only for much denser graphs or sparse but regular graphs, and are not directly useful for our problem. We present a new algorithm, which finds a Hamiltonian cycle a.s., in the more demanding situation when the input space is defined by (i) and (ii).

There are several motivations for the hidden structure algorithms:

1. Customized algorithms. Usually the search algorithms for random graphs rely heavily on the statistical properties of the input space and to a great extent proceed locally from step to step with no regard to the global input. If one makes more stringent demands (e.g. very small failure probability, or small expected time) then a correct algorithm must scrutinize individual
inputs more carefully. The hidden structure algorithm for Hamiltonian cycle goes to the extreme in this respect; its success depends on a careful initial handling of all "trouble corners" of the input graph. Practical experience shows that this is a very good heuristic.
2. Practical considerations. Several hidden structure problems were studied before: minimum bandwidth [18], minimum bisection [5, 6, 7], maximum clique or maximum independent set [12], $k$-coloring, bisection-width, graphpartitioning, 3-partition [7]. One reason for this interest is that graphs that arise in practical applications (say VLSI design) tend to have a hidden structure (e.g. small bisection) that random graphs of the same density do not possess. Hence random graphs with hidden structure are more suitable models for studying expected or almost sure behavior of algorithms for hard search problems.
3. Cryptography. Modern cryptography is based on the concept of one-way functions, which are functions easy to compute (encryption) but hard to invert (decryption) on most instances. Common constructions for one-way functions are based on the conjectured difficulty of certain number-theoretical questions. The ability to invert a one-way function often constitute the essence of an authentication scheme.

It is natural to try to use an NP-hard problem for the same purpose. The encryption mechanism in this case would be to construct a random instance of an NP-hard problem with a known solution. The authentication protocol would be to present a solution to the given instance. For this scheme to be secure, the generated random instances should be hard on average. (Our discussion of cryptography here is necessarily brief and superficial. The interested reader should consult the rapidly mounting literature in this field.)

In particular, to use the Hamiltonian cycle problem for this purpose, one needs a probabilistic, polynomial-time algorithm for generating a hard-onaverage distribution of solved instances; that is, the encryptor must be able to generate random $(G, H)$ pairs in such a way that an adversary, upon seeing $G$, almost surely cannot compute $H$ (or any other Hamiltonian cycle $H^{\prime}$ in $G$ ) in polynomial time.

A natural scheme to try is the one studied in this paper: Pick a random Hamiltonian cycle on $n$ vertices, and add to it random edges, chosen independently with probability of existence $d / n$. (Observe that if $d>\ln n$
then almost surely $G$ contains a Hamiltonian cycle made exclusively out of random edges and this cycle can be found in polynomial time [3].) Our algorithm shows that this generation scheme will not work for $d$ greater than some constant: anyone who sees the graph $G$ can, with high probability, find a Hamiltonian cycle $H^{\prime}$ in polynomial time. This adds to the rising evidence that combinatorial hidden structures (unlike the number theoretic ones) are much more prone to fail in a cryptographic sense, that is, they are easy to unravel.

### 1.1 Informal description of the algorithm

The approach behind our algorithm can be described as follows: if all vertices had large degree then it would be easy to prove that the graph $G$ almost surely (a.s.) had a Hamilton cycle. We avoid the problem caused by the set of vertices $X_{0}$ of "low" degree by finding a collection of vertex disjoint paths $P$ such that each $x \in X_{0}$ is an internal vertex of a path in $P$. We can then "shrink" the paths $P$ to (required) edges. All vertices in $V \backslash X_{0}$ have "high" degree and the problem is solved. Unfortunately, shrinking $P$ implies the deletion of edges incident with $X_{0}$, causing some vertices in $V \backslash X_{0}$ to become of low degree. We avoid this by replacing $X_{0}$ by a slightly larger set $X$ which has the property that any vertex not in $X$ has few neighbours not in $X . X$ and $P$ are constructed in Phases 1 and 2. (See [9] for a similar construction.)

The problem has now been reduced in essence to finding a Hamilton cycle in a random graph with vertices of high degree but only a linear number of random edges. We now use a version of the extension-rotation algorithm in which some (randomly chosen) green edges are only used for extensions. This strange artifact is needed in the proof of correctness of the algorithm (see also $[9,10]$ ). We strongly suspect that this "trick" is unnecessary, but we cannot at present do without it.


Figure 1: Construction of $X$.

## 2 The algorithm

We assume that the input consists of graph $G=(V, E)$ which is built from a Hamiltonian cycle $H$ plus a random graph drawn from the distribution $G_{n, p}$, with $p=d / n$, with $d$ greater than some large constant $d_{0}$.

The algorithm is divided into 4 phases.
Phase 1. Let $K$ be a fixed large integer. (For instance, $K=100$ will do.) Let $X_{0}=\{v \in V \mid d(v) \leq d / 4\}$, where $d(v)$ is the degree of $v$ in $G$. Define $X_{i}=X_{0} \cup\left\{x_{1}, x_{2}, \ldots, x_{i}\right\}$ iteratively by choosing $x_{i+1}$ to be any vertex for which there are $K$ independent (no common endpoints) edges, $e_{1}, \ldots, e_{K}$ and $K$ other edges, $f_{1}, \ldots, f_{K}$ such that for $j=1,2, \ldots, K$

$$
\begin{align*}
e_{j} \cap X_{i} & \neq \emptyset \\
\left|e_{j} \cap f_{j}\right| & =1  \tag{1}\\
x_{i+1} & \in f_{j}
\end{align*}
$$

(see Figure 1.)

Let $X=X(G, K)$ be the final set of vertices produced by this subroutine. Note that $X$ does not depend on the order in which vertices are added since once a vertex becomes eligible for addition to $X_{i}$ it remains eligible for addition to $X_{i+1}, X_{i+2}, \ldots$, until actually added.

Phase 2. Let $E_{X}$ be the set of edges incident to $X$, in other words $E_{X}=$ $\{e \in E \mid e \cap X \neq \emptyset\}$. Let $G_{X}$ be the graph with edge set $E_{X}$. (We shall prove that $G_{X}$ is a.s. composed only of trees and unicyclic graphs.)

Construct a set of vertex disjoint paths $\mathcal{P}=\left\{P_{1}, P_{2}, \ldots\right\}$ such that
(i) If $x \in X$ then $x$ is an internal vertex of one of the $P_{i}$.
(ii) All paths are fully contained in $E_{X}$.
(iii) For any two consecutive vertices on a path, at least one vertex is in $X$. Thus all paths have endpoints not in $X$.

We shall show that given the above of structure of $G_{X}$ and the fact that $G$ is Hamiltonian, this construction succeeds in quadratic time.

Let $Y$ denote the set of internal vertices on the paths in $\mathcal{P}$. We shall see later (see Remark 2) that a.s. every $v \notin Y$ has at most $K$ neighbors in $Y$.

Delete all edges in $E_{X}$ from $G$, except for the edges belonging to any path $P_{i}$. Denote the resulting graph $G^{\prime}$. We shall show that $G^{\prime}$ is connected, and furthermore all vertices in $G^{\prime} \backslash Y$ have degree at least $d / 4-K \geq d / 5$.
(The final Hamiltonian cycle produced by our algorithm is contained in $G^{\prime}$ and will include all the paths found in this stage, unbroken.)

Phase 3. Color each edge $e \in E\left(G^{\prime}\right)$ randomly green or blue with equal probability. If a vertex $v \in G^{\prime}$ has less than $d / 4$ blue edges incident to it, recolor all the edges incident to it blue. Let $G_{b}=\left(V, E_{b}\right)$ be the graph constructed from the blue edges and let $E_{g}$ be the set of green edges.

Phase 4. Now we find a Hamiltonian cycle, by constructing an increasingly longer path in stages.

Suppose that in stage $r$ we have a path $P$ of length $r$ such that, for every $P_{i} \in \mathcal{P}$ either
(i) $P_{i}$ is a subpath of $P$,
or
(ii) $P_{i}$ is disjoint from $P$.

Are we off by one here? There can not be two triangles with a common endpoint, but what if $H$ contains $v, a, b, c, \ldots$, (in this order) and $a, b$ have no other neighbors.
Now $a, b \in X$ but I can not count both $a$ and $b$ in the construction (I try to put $v$ in $X$ ) since the corresponding edges are not independent.


Figure 2: Rotations

A rotation in $P=\left(v_{0}, v_{1}, \ldots, v_{r}\right)$ consists in adding an edge $\left\{v_{r}, v_{t}\right\}$ and removing the edge $\left\{v_{t}, v_{t+1}\right\}$. See Figure 2.

Stage $r$ part 1. Let $v_{0}$ be one end of $P$. Keeping $v_{0}$ fixed do rotations in an arbitrary order under the following restrictions:
a. Only blue edges can be used as rotations edges.
b. An edge can be used at most once as a rotation edge.
c. A vertex other than $v_{0}$, can become an endpoint at most once.
d. The removed edge, is not an edge of some $P_{i}$.
until one out of the three situations below happens:
(i) A path is found whose other endpoint (not $v_{0}$ ) is adjacent in $G$ to some vertex $y$ not in $P$. If $y$ is an endpoint of some $P_{i}$ then add the whole of $P_{i}$ to $P$ and go to some stage $\geq(r+3)$; otherwise just add $y$ to $P$ and go to stage $r+1$. (Observe that here green edges might be used.)
(ii) A path is found whose endpoints are adjacent in $G$. Either we found a Hamiltonian cycle or by connectivity in $G^{\prime}$ we can find a longer path without breaking the $P_{i}$ 's contained in $P$ and thus go to stage $r+1$.
(iii) We run out of legal rotations to do. In this case proceed to Stage $r$ part 2.

Stage $r$ part 2. Now we have a (large) number of paths $Q_{1}, Q_{2}, \ldots$, each of length $r$, and each with an endpoint $v_{0}$ and (after some deletions) a different endpoint $v_{i}$. For $i=1,2, \ldots$ take $Q_{i}$, fix $v_{i}$, and run the procedure described
in Stage $r$ part 1, but without further recursion. Thus if we reach case (iii) above for all the $Q_{i}$ then the algorithm fails.

The running time of the algorithm is dominated by Phase 4. In Part 1 of a stage we do $O(n)$ rotations, and each rotations can be carried out in $O(\log n)$ time (see Angluin and Valiant [1]); Part 2 requires $O(n)$ times as much work as Part 1; There are at most $n$ stages. This justifies a time bound of $O\left(n^{3} \log n\right)$.

## 3 Proof of the algorithm

In all what follows we assume that $d$ is greater than a sufficiently large constant and at most $2 \ln n$. Other constants were chosen for convenience and no attempt was made to optimize them.

Throughout the proof we use the following bounds on the binomial distribution $B(n, p)$ without comment. For $0 \leq \epsilon \leq 1$

$$
\begin{aligned}
& \operatorname{Pr}(B(n, p) \leq(1-\epsilon) n p) \leq e^{\frac{1}{\epsilon^{2}} n p} \\
& \operatorname{Pr}(B(n, p) \geq(1+\epsilon) n p) \leq e^{\frac{1}{\epsilon^{2}} n p}
\end{aligned}
$$

For $\alpha>0$

$$
\operatorname{Pr}(B(n, p) \geq \alpha n p) \leq\left(\frac{e}{\alpha}\right)^{\alpha n p}
$$

Let $n_{0}=n e^{-d / 10}$ and $p=d / n$. The notation [i] stands for the set $\{1,2, \ldots, i\}$.

## Lemma 1

$$
\operatorname{Pr}\left(\left|X_{0}\right| \geq n_{0}\right) \leq e^{-n_{0}} .
$$

Proof: By definition $X_{0}$ is the set of vertices in $G$ that have degree at most $d / 4$ and therefore must have degree less than $(d / 4-2)$ in $G \backslash H$. Therefore

$$
\operatorname{Pr}\left(\left|X_{0}\right| \geq n_{0}\right) \leq\binom{ n}{n_{0}} \operatorname{Pr}\left(\left[n_{0}\right] \subset X_{0}\right) .
$$

But if $\left[n_{0}\right] \subset X_{0}$ then any vertex in $\left[n_{0}\right]$ has at most $(d / 4-2)$ neighbors in $\left[n_{0}+1, n\right]$. Hence

$$
\begin{aligned}
\operatorname{Pr}\left(\left|X_{0}\right| \geq n_{0}\right) & \leq\binom{ n}{n_{0}}\left(\sum_{0 \leq i \leq d / 4-2}\binom{n-n_{0}}{i} p^{i}(1-p)^{n-n_{0}-i}\right)^{n_{0}} \\
& \leq\binom{ n}{n_{0}} e^{-n_{0} d / 4} \leq\left(\frac{n e^{1-d / 4}}{n_{0}}\right)^{n_{0}} \\
& \leq e^{-n_{0} d / 10} \leq e^{-n_{0}}
\end{aligned}
$$

Lemma 2 If $\alpha$ is such that $1<\alpha<d / 10$, then any non-empty set of vertices $S \subset V$, of size

$$
s=|S| \leq \frac{n}{2 e}\left(\frac{2 \alpha}{e d}\right)^{\frac{\alpha}{\alpha-1}}
$$

a.s. spans no more than $\alpha$ s edges in $G$.

Proof: Suppose a set $S$ of $s$ vertices spans at least $\alpha s$ edges. The edges in $S \cap H$ form a set of $t$ disjoint paths of lengths $s_{1}, s_{2}, \ldots, s_{t} \geq 0$, where $1 \leq t \leq s$, and $s_{1}+s_{2}+\cdots+s_{t}=s-t$. The number of choices for these paths is at most $\binom{n}{t}\binom{s-1}{t-1}$. There are also at least $(\alpha-1) s+t$ random edges in $S$. So if we let $\beta=\alpha-1$ then

$$
\operatorname{Pr}(\exists S) \leq \sum_{1 \leq t \leq s}\binom{n}{t}\binom{s-1}{t-1}\binom{\binom{s}{2}}{\beta s+t}\left(\frac{d}{n}\right)^{\beta s+t} \leq \sum_{1 \leq t \leq s} u_{t},
$$

where

$$
u_{t}=\binom{n}{t} 2^{s}\binom{\binom{s}{2}}{\beta s+t}\left(\frac{d}{n}\right)^{\beta s+t}
$$

Now

$$
\sum_{2 \leq s \leq 10 d} \sum_{1 \leq t \leq s} u_{t}=O\left(n^{-\beta}\right) .
$$

We can therefore assume that $s>10 d$. In this case

$$
\frac{u_{t+1}}{u_{t}}=\frac{n-t}{t+1} \cdot \frac{\binom{s}{2}-\beta s-t}{\beta s+t+1} \cdot \frac{d}{n}>2
$$

Hence

$$
\sum_{1 \leq t \leq s} u_{t} \leq 2 u_{s},
$$

and

$$
\begin{align*}
\operatorname{Pr}(\exists S) & \leq 2\binom{n}{s} 2^{s}\left(\begin{array}{c}
s \\
2 \\
2
\end{array}\right) \\
& \leq 2\left(\frac{d}{n}\right)^{\alpha s}  \tag{2}\\
s & \left.2 \cdot\left(\frac{s^{2} e d}{2 \alpha s n}\right)^{\alpha}\right)^{s} \\
& =2\left(\left(\frac{s}{n}\right)^{\alpha-1} \frac{2 e^{\alpha+1} d^{\alpha}}{2^{\alpha} \alpha^{\alpha}}\right)^{s}
\end{align*}
$$

Finally, let

$$
s_{0}=\frac{n}{2 e}\left(\frac{2 \alpha}{e d}\right)^{\frac{\alpha}{\alpha-1}}
$$

and observe that

$$
\sum_{10 d \leq s \leq s_{0}}\left(\left(\frac{s}{n}\right)^{\alpha-1} \frac{2 e^{\alpha+1} d^{\alpha}}{(2 \alpha)^{\alpha}}\right)^{s}=o(1)
$$

## Lemma 3

$$
\operatorname{Pr}\left(|X| \geq 5 n_{0}\right) \leq 2 e^{-n_{0}}
$$

Proof: Define $X_{i}$ inductively by

$$
X_{i}=X_{i-1} \cup e_{1} \cup f_{1} \cup \ldots \cup e_{K} \cup f_{K}
$$

(here we see each edge as a 2-element subset) and let $E_{i}=\left\{\right.$ edges $\left.e \subseteq X_{i}\right\}$. Then

$$
\frac{2 K}{K+1}\left(\left|X_{i}\right|-\left|X_{0}\right|\right) \leq\left|E_{i}\right|
$$

is easily proved by induction on $i$. Hence

$$
\frac{\left|E_{i}\right|}{\left|X_{i}\right|} \geq \frac{2 K}{K+1}\left(1-\frac{\left|X_{0}\right|}{\left|X_{i}\right|}\right)
$$



Figure 3: Linked cycle pairs.
Suppose that $|X| \geq 5 n_{0}$. Now $\left|X_{0}\right| \leq n_{0}$ with probability at least $1-e^{-n_{0}}$ and so we may assume that at some point $5 n_{0} \leq\left|X_{i}\right| \leq 5 n_{0}+K$. But then

$$
\frac{\left|E_{i}\right|}{\left|X_{i}\right|} \geq \frac{2 K}{K+1} \cdot \frac{4}{5} \geq \frac{16}{15}
$$

if $K \geq 2$. Applying (2), the probability of this is at most $e^{-n_{0}}$ and the lemma follows.

Definition A linked cycle pair consists of two cycles joined together. (See figure 3) Such a pair can be viewed as a path $v_{1}, \ldots, v_{k}$ plus two extra edges, $\left\{v_{1}, v_{i}\right\}$ and $\left\{v_{j}, v_{k}\right\}$ with $1 \leq i, j \leq k$.

Lemma 4 The graph $G$ a.s. does not contain any linked cycle pair $S$ such that $\left|X_{0} \cap S\right| \geq|S| / 10$.

Proof: Lemma 1 implies that we can assume $|S| \leq 10 n_{0}$.
Let $s=|S|$. We view $S$ as a path $P$ plus two extra edges, being made out of a set of $t$ subpaths of $H$ with lengths $s_{1}, s_{2}, \ldots s_{t} \geq 0$ plus $t+1$ edges from $G \backslash H$.

Therefore
$\mathbf{E}(\#$ linked cycle pairs $) \leq \sum_{t=1}^{s}\binom{n}{t}\binom{s-1}{t-1} s^{2} 2^{t+2}(t+2)!\left(\frac{d}{n}\right)^{t+1} \sum_{\substack{A \subseteq S \\|A|>s / 10}} \pi(A)$.
where $\pi(A)$ is the probability that some fixed set $A$ is contained in $X_{0}$, that is that all vertices in some fixed set $A$ have at most $d / 4-2$ neighbors in $G \backslash H$.

Explanation of the inequality: consecutive terms estimate choices for starts of sub-paths of $H$; choices for $s_{1}, s_{2}, \ldots, s_{t}$; choices for the extra edges $u_{1}$ and $u_{2}$ (if a $u$ edge is in $H$, then the corresponding subpath of $H$ splits into two subpaths); direction and ordering of the subpaths along $P$; probability of the $t+1$ random edges; probability that the vertices in some $A$ are in $X_{0}$. Observe that not all choices result in legal configurations.

Clearly $\pi(A) \leq e^{-d|A| / 10}$. Hence

$$
\begin{align*}
\mathbf{E}(\# \text { linked cycle pairs }) & \leq \sum_{t=1}^{s} \frac{n^{t}}{t!} 2^{s} s^{2} 2^{t+2}(t+2)!\left(\frac{d}{n}\right)^{t+1} 2^{s} e^{-s d / 100} \\
& \leq \frac{1}{n} \sum_{t=1}^{s} 8^{s}(s+2)^{4} d^{t+1} e^{-s d / 100}  \tag{3}\\
& \leq \frac{1}{n} 8^{s+1}(s+2)^{4} d^{s+1} e^{-s d / 100}
\end{align*}
$$

Note that

$$
\frac{1}{n} \sum_{s=1}^{\infty} 8^{s+1}(s+2)^{4} d^{s+1} e^{-s d / 100}=o(1)
$$

for sufficiently large $d$.

Remark 1. The estimate in (3) shows that if $s \leq \frac{1}{2} \log _{4} n$ then there are a.s. no linked cycle pairs, regardless of how many vertices of $X_{0}$ they might contain. In particular, there are a.s. no two triangles with a common vertex.

Lemma 5 The graph $G$ a.s. does not contain any linked cycle pair $S$ such that $|X \cap S| \geq|S| / 5$.

Proof: Let $s=|S|$. We can assume by Remark 1 and Lemma 3 that

$$
1000 \leq s \leq 25 n_{0} .
$$

Suppose that $G$ contains such a linked cycle pair and that $s$ is as small as possible. Let $S$ consist of a path $P$ plus two extra edges $e_{1}, e_{2}$ as in the previous lemma. We start by proving the following

Claim 1 For any vertex $v \in V$ there are at most 20 distinct paths of length 1 or 2 which begin at $v$ and end in $S \cap X$.

Proof: (of claim) Suppose that $v$ is the endpoint of 20 paths of length at most 2 to $S \cap X$. (The number 20 was chosen for convenience.) Let the endpoints in $S \cap X$ be $x_{1}, x_{2}, \ldots x_{20}$ where $x_{i}$ precedes $x_{i+1}$ on $P$ for $1 \leq i<20$. Let $Q_{i}$, for $1 \leq i<20$ denote the subpath of $P$ joining $x_{i}$ to $x_{i+1}$. It follows from Remark 1 that at most one of these paths has length less than 100. At most 6 contain an endpoint of $e_{1}$ or $e_{2}$. Also if $v \in S$ at most 2 of the $x_{i}$ can be neighbors of $v$ on $P$. We can therefore find $t$ such that both of the paths $Q_{t}, Q_{t+1}$ are of length at least 100 and neither contains an endpoint of $e_{1}$ or $e_{2}$.

Assume now that in fact $t=1$. Let $\delta_{i}$, for $i=1,2,3$ be the number of internal vertices of the path $P_{i}$ from $v$ to $x_{i}$. (Thus $\delta_{i}=0$ or 1.) Let $\delta=1$ if $v \notin S$ and $\delta=0$ if $v \in S$. Let $Q_{i}$ contain $k_{i}$ internal vertices out of which $k_{i, X}$ belong to $X$. Let $k_{X}$ be the number of vertices in $S \cup X$.

Consider the set of vertices $S_{1}$ in $P_{1} \cup P_{2} \cup P_{3} \cup Q_{1} \cup Q_{2}$. Now $\left|S_{1}\right|<s$ and $S_{1}$ contains a linked cycle pair. Also $S_{1}$ has at most $k_{1}+k_{2}+\delta_{1}+\delta_{2}+\delta_{3}+4$ vertices, out of which at least $k_{1, X}+k_{2, X}+3$ belong to $X$. Since $S$ is minimal,

$$
\begin{equation*}
\frac{k_{1}+k_{2}+\delta_{1}+\delta_{2}+\delta_{3}+4}{k_{1, X}+k_{2, X}+3} \geq 5 \tag{4}
\end{equation*}
$$

Now consider the set of vertices $S_{2}$ in $\left(S \backslash\left(Q_{1} \cup Q_{2}\right)\right) \cup\left\{x_{1}, x_{3}\right\} \cup P_{1} \cup P_{2}$. The set $S_{2}$ also contains a linked cycle pair and $\left|S_{2}\right|<s$. Furthermore $S_{2}$ has at most $s-\left(k_{1}+k_{2}+1\right)+\delta_{1}+\delta_{3}+\delta$ vertices out of which at least $k_{X}-\left(k_{1, X}+k_{2, X}+1\right)$ belong to $X$. Hence

$$
\begin{equation*}
\frac{s-\left(k_{1}+k_{2}+1\right)+\delta_{1}+\delta_{3}+\delta}{k_{X}-\left(k_{1, X}+k_{2, X}+1\right)} \geq 5 . \tag{5}
\end{equation*}
$$

But (4) and (5) imply that

$$
\begin{aligned}
5 k_{X} & \leq s+2 \delta_{1}+\delta_{2}+2 \delta_{3}+\delta-7 \\
& \leq s-1
\end{aligned}
$$

This, of course, contradicts $k_{X} \geq s / 5$, and concludes the proof of the claim.

Continuing with the proof of the Lemma, now let $S_{1}=\left(X \backslash X_{0}\right) \cap S$. It follows from Lemma 4 that we may assume $\left|S_{1}\right| \geq s / 10$.

Next let

$$
N_{i}=\left\{x \in X \backslash S: \operatorname{dist}_{G}\left(x, S_{1}\right)=i\right\} \quad i=1,2 .
$$

Also let

$$
\begin{aligned}
& S_{1,1}=\left\{x \in S_{1}: \operatorname{dist}_{G}\left(x, N_{1}\right)=1\right\} \\
& S_{1,2}=\left\{x \in S_{1} \backslash S_{1,1}: \operatorname{dist}_{G}\left(x, N_{2}\right)=2\right\}
\end{aligned}
$$

Observe that because $K$ is greater than 20, Claim 1 implies that $S_{1}=S_{1,1} \cup$ $S_{1,2}$, and therefore at least one of $\left|S_{1,1}\right|$ or $\left|S_{1,2}\right|$ is no less than $s / 20$.
Case 1: $\left|S_{1,1}\right| \geq \frac{s}{20}$
Let $X^{\prime}=X(G \backslash S, K-20)$. We argue now that

$$
\begin{equation*}
N_{1} \subseteq X \cap \bar{S} \subseteq X^{\prime} \tag{6}
\end{equation*}
$$

Consider the construction of $X(G, K)=X_{0}, x_{1}, x_{2}, \ldots, x_{r}$ and the construction of $X^{\prime}$. Observe first that $X^{\prime} \supseteq X_{0}(G \backslash S)$. We can assume that when constructing $X^{\prime}$ we always try first to add the lowest indexed $x_{i} \notin S$. We always succeed here, for if we have added $\left\{x_{1}, x_{2}, \ldots, x_{i-1}\right\} \cap \bar{S}$ and $e_{1}, \ldots, e_{K}, f_{1}, \ldots, f_{K}$ are the edges associated with the addition of $x_{i}$ to $X(G, K)$ then removing $S$ eliminates at most 20 pairs $e_{t}, f_{t}$ (Claim 1). This completes the proof of (6)

Now it follows from Claim 1 that we can find a subset $S_{1,1}^{\prime} \subseteq S_{1,1},\left|S_{1,1}^{\prime}\right| \geq$ $\frac{1}{20}\left|S_{1,1}^{\prime}\right| \geq \frac{s}{400}$ and a subset $N_{1}^{\prime} \subseteq N_{1},\left|N_{1}^{\prime}\right|=\left|S_{1,1}^{\prime}\right|$ and a bijection $\phi: S_{1,1}^{\prime} \rightarrow$ $N_{1}^{\prime}$ such that $G$ contains the edges $\{(v, \phi(v))\}$.

We can now proceed as in the proof of Lemma 4 except that we replace $\pi(A)$ by $\pi^{\prime}(A)$, which is the probability that exists $B \subseteq X^{\prime}$ such that $|B|=$ $|A|$, and there exists a bijection $\phi: A \rightarrow B$ such that $\forall v \in A,(v, \phi(v)) \in G$

But, where $a=|A|$,

$$
\begin{aligned}
\pi^{\prime}(A) & \leq \sum_{b=0}^{a}\binom{a}{b} 2^{b}\binom{n}{a-b}(a-b)!\left(\frac{d}{n}\right)^{a-b} e^{-a d / 15} \\
& \leq a 4^{a} d^{a} e^{-a d / 15} \leq e^{-a d / 20}
\end{aligned}
$$

Here $b$ refers to the number of edges $(v, \phi(v))$ which are in $H$ and the term $e^{-a d / 15}$ arises as follows: having fixed $S, B$, the edges inside $S$, and the edges between $S$ and $B$, we can argue that, by symmetry, $X^{\prime}$ is a random $\left|X^{\prime}\right|$-subset of $\bar{S}$ and so

$$
\begin{aligned}
\operatorname{Pr}\left(B \subseteq X^{\prime}\right)= & \mathbf{E}_{\left|X^{\prime}\right|}\left(\binom{\left|X^{\prime}\right|}{a} /\binom{n-s}{a}\right) \\
\leq & \operatorname{Pr}\left(B \subseteq X^{\prime}| | X^{\prime} \mid \leq 5(n-s) e^{-d / 10}\right) \\
& \quad+\operatorname{Pr}\left(\left|X^{\prime}\right| \geq 5(n-s) e^{-d / 10}\right) \\
\leq & \mathbf{E}_{\left|X^{\prime}\right|}\left(\left.\binom{\left|X^{\prime}\right|}{a} /\binom{n-s}{a}| | X^{\prime} \right\rvert\, \leq 5(n-s) e^{-d / 10}\right) \\
& \quad \quad+2 e^{-(n-s) e^{-d / 10}} \\
\leq & \left(5 e^{-d / 10}\right)^{a}+2 e^{-(n-s) e^{-d / 10}} \leq e^{-a d / 15}
\end{aligned}
$$

The rest of the proof for this case is as in Lemma 4.
Case 2: $\left|S_{1,2}\right| \geq \frac{s}{20}$
It follows from Claim 1 that we can find a subset $S_{1,2} \subseteq S_{1,2}$ with $\left|S_{1,2}^{\prime}\right| \geq$ $\left|S_{1,2}\right| / 40 \geq s / 800$ and $N_{2}^{\prime} \subseteq N_{2}$ such that there is a set of $\left|N_{2}^{\prime}\right|=\left|S_{1,2}^{\prime}\right|$ vertex disjoint paths of length 2 from $N_{2}^{\prime}$ to $S_{1,2}^{\prime}$. Since $K>24$ we can furthermore assume that none of the edges of these paths are part of the cycles $C_{1}, C_{2}$ even though the internal vertices may actually be in $S$.

We can then proceed as in Case 1 with $\pi^{\prime}(A)$ replaced by $\pi^{\prime \prime}(A)$ defined as the probability that there exists $B_{1}, B_{2} \subseteq V$ with $\left|B_{1}\right|=\left|B_{2}\right|=|A|$, such that $B_{2} \subseteq X\left(G \backslash\left(S \cup B_{1}\right), K-20\right)$, and there exists bijections $\phi_{1}: B_{1} \rightarrow A$ and $\phi_{2}: B_{2} \rightarrow B_{1}$ such that $\left.\forall v_{i} \in B_{i}, i=1,2\right):\left(v_{1}, \phi_{1}\left(v_{1}\right)\right),\left(v_{2}, \phi_{2}\left(v_{2}\right)\right) \in G$.

Letting $b_{i}$ run over the number of edges $\left(v_{i}, \phi\left(v_{i}\right)\right)$ which are in $H$ for $i=1,2$ we find that

$$
\begin{aligned}
\pi^{\prime \prime}(A) \leq & \sum_{b_{1}=0}^{a}\binom{a}{b_{1}} 2^{b_{1}}\binom{n}{a-b_{1}}\left(a-b_{1}\right)!\left(\frac{d}{n}\right)^{a-b_{1}} \\
& \times \sum_{b_{2}=0}^{a}\binom{a}{b_{2}} 2^{b_{2}}\binom{n}{a-b_{2}}\left(a-b_{2}\right)!\left(\frac{d}{n}\right)^{a-b_{2}} e^{-a d / 15} \\
\leq & a^{2} 16^{a} d^{2 a} e^{-a d / 15} \leq e^{-a d / 20}
\end{aligned}
$$

and this completes the proof of the lemma.

A path cover of $X$ is a set of vertex disjoint paths containing $X$ all of whose endpoints are outside $X$. Lemma 5 implies that a.s. each component of the graph $G_{X}$ defined at the beginning of Phase 2 is either a tree or a unicyclic graph. (If not we have a linked cycle pair $S$ with $S \cap X \geq|S| / 5$.) For such graphs there are fast dynamic programming algorithms for finding a path cover of the interior points, if one exists - linear for trees, at worst quadratic for unicyclic components. The argument here is even simpler than in [9], Lemma 3.2. On the other hand $G_{X}$ contains a path cover of $X$ because $G$ is Hamiltonian.

Lemma 6 Any set $S \subset V \backslash Y$, whose size satisfies

$$
1 \leq|S| \leq \frac{n}{50 e^{3}(K+3)^{3}},
$$

almost surely has

$$
\left|N_{b}(S)\right|>(K+2)|S|,
$$

where $N_{b}(S)=\left\{w \notin S \mid \exists v \in S,\{v, w\} \in E_{b}(G)\right\}$.
Proof: Suppose that there exists $S \subseteq V \backslash Y$ with $\left|N_{b}(S)\right| \leq(K+2)|S|$. Then if $T=S \cup N_{b}(S)$ we have

$$
|T| \leq(K+3)|S|
$$

and $T$ spans at least $\frac{d}{10}|S|$ edges in $G_{b}$ and hence in $G$ as well.
Assuming $d$ is large and applying Lemma 2 with $\alpha=\frac{d}{10 K+30}$ we see that we must have

$$
\begin{aligned}
|T| & >\frac{n}{2 e}\left(\frac{d}{10 K+30} \frac{2}{e d}\right)^{d /(d-10 K-30)} \\
& >\frac{n}{2 e}\left(\frac{1}{5 e(K+3)}\right)^{2}
\end{aligned}
$$

and the result follows.
Remark 2: Suppose $v \notin Y$ (recall that $Y$ is the set of vertices internal to the paths in $\mathcal{P}$.) Then we claim that $v$ has at most $K-1$ neighbors in $Y$, since any $v$ that has $K$ neighbors in $Y$ then $v$ is in $X$ by construction. (We need to use the fact that no two triangles share a common vertex, a.s. - see Remark 1.)

Are we off by one here? See the side note on page 6 .

Lemma 7 The graph $G^{\prime}$ obtained at the end of Phase 2 of the algorithm, is almost surely connected.

Proof: Suppose that $G^{\prime}$ has a component $A$ of size $\leq n / 2$. For each path $P \in \mathcal{P}$ we see that $A$ contains all of the vertices of $P$ or none of them. Now consider $A^{\prime}=A \backslash Y$. If $\left|A^{\prime}\right| \leq n_{1}=n /\left(50 e^{3}(K+3)^{3}\right)$ then from Lemma 6, $A^{\prime}$ has at least $(K+2)\left|A^{\prime}\right|$ neighbors outside $\left|A^{\prime}\right|$. But at most $(K-1)\left|A^{\prime}\right|$ of these can be in $A \cap Y$ (Remark 2.) This deals with $|A| \leq n_{1}$. For $|A| \geq n_{1}$ observe that if $S: \bar{S}$ denotes the set of $H$-edges with one end in $S$ then

$$
\begin{aligned}
\operatorname{Pr}(\exists A \text { s.t. }|A|=a, & \left.n_{1} \leq a \leq \frac{1}{2} n, \text { and }|A: \bar{A}| \leq a(n-a) d /(2 n)\right) \\
& \leq \sum_{n_{1} \leq a \leq n / 2}\binom{n}{a} \exp \left(-\frac{1}{8} \frac{a(n-a) d}{n}\right) \\
& \leq n 2^{n} \exp \left(-\frac{d n}{500 e^{3}(K+3)^{3}}\right) \\
& =o(1)
\end{aligned}
$$

Thus we can a.s. assume that $|A: \bar{A}| \geq n_{1}\left(n-n_{1}\right) d /(2 n)$.
On the other hand we are unlikely to have deleted this many edges in going from $G$ to $G^{\prime}$. Observe

$$
\begin{aligned}
\operatorname{Pr}(\exists S \text { s.t. }|S| \leq & \left.5 n_{0} \text { and }|S: \bar{S}| \geq n_{2}=\frac{1}{2} n_{1}\left(n-n_{1}\right) d /(2 n)\right) \\
& \leq \sum_{1 \leq s \leq 5 n_{0}}\binom{n}{s}\left(\frac{2 e s(n-s)}{n_{1}\left(n-n_{1}\right)}\right)^{n_{2}}=o(1) .
\end{aligned}
$$

and the lemma follows as we have only deleted edges of $G$ incident with $X$ and Lemma 2 implies that $X$ a.s. meets less than $\frac{1}{2} n_{2}$ edges.

To complete our analysis we need to estimate the failure probability in Phase 4. Assume that in a certain stage $r \leq n$ the algorithm failed, that is all legal rotations were exhausted and no cycle closing was possible. Let $P$ be the path used in stage $r$ part 1 . Let the endpoints of $P$ be $v_{0}$ and $v_{1}$ and let $\operatorname{END}\left(v_{0}\right)$ denote the endpoints found when rotating with $v_{0}$ fixed. Similarly, for each $v \in \operatorname{END}\left(v_{0}\right)$ let $\operatorname{END}(v)$ be the endpoints found when
rotating with $v$ fixed in stage $r$ part 2. Clearly the failure of the algorithm means that

$$
\begin{align*}
& \forall v \in\left\{v_{0}\right\} \cup \operatorname{END}\left(v_{0}\right) \\
& \quad w \in \operatorname{END}(v) \Longrightarrow\{v, w\} \notin E(G) \tag{7}
\end{align*}
$$

otherwise a cycle extension applies.
Let $x, y, z$ be three consecutive vertices within the initial order of a path $Q$ with endpoint $v$ fixed. Pósa [14] observed that if $w \in \operatorname{END}(v)$ and $y \in$ $N(w) \backslash \operatorname{END}(v)$, and all rotations are allowed, then one of $x$ or $z$ is also in $\operatorname{END}(v)$. In our case we need to take into account that only blue edges are used for rotations, and rotations that split the $P_{i}$ subpaths are not allowed. But since we took care to insure that a vertex in $\operatorname{END}(v)$, has at most than $K$ neighbors in $Y$ in $G$, a fortiori it has at most $K$ neighbors in $Y$ in $G_{b}$. Hence

$$
\left|N_{b}(\operatorname{END}(v)) \cap Y\right| \leq K|\operatorname{END}(v)|
$$

Consider now the initial ordering of the path $Q$ with endpoint $v$ fixed. By Pósa's argument the number of vertices in $N_{b}(\operatorname{END}(v)) \backslash Y$ is at most $2|\operatorname{END}(v)|$. Therefore

$$
\begin{align*}
& \forall v \in\left\{v_{0}\right\} \cup \operatorname{END}\left(v_{0}\right) \\
& \quad\left|N_{b}(\operatorname{END}(v))\right| \leq(K+2)\{\operatorname{END}(v)\} \tag{8}
\end{align*}
$$

and so by Lemma 6

$$
\begin{align*}
& \forall v \in\left\{v_{0}\right\} \cup \operatorname{END}\left(v_{0}\right) \\
& \quad|\operatorname{END}(v)|>\frac{n}{50 e^{3}(K+3)^{3}} \tag{9}
\end{align*}
$$

We can see immediately that (7) requires $\epsilon n^{2}$ non-edges for some constant $\epsilon>0$ (independent of $d$ ) and this event is unlikely even for the sparse random graphs that we consider. The precise way to make these estimations follows the techniques from [8], [9] and [10].

Observe that after converting $G$ into a blue-green instance in Phase 3, the rest of the algorithm is deterministic and actually uses at most $n$ green edges, because each use of a green edge results in an extension. Let $U$ be the

If the premise is true (see my previous side note) then it
actually
follows that
$\mid N_{b}(\operatorname{END}(v))$
$\cap Y \mid$
$<K|\operatorname{END}(v)|$
Why
$2|\operatorname{END}(v)|$ ?
At first blush
it seems that
it should be
$3|\operatorname{END}(v)|$.
Each
$y \in N(w) \backslash$
$\operatorname{END}(v)$ must have a neighbor in $\operatorname{END}(v)$; hence each $z \in \operatorname{END}(v)$ contributes two vertices to $N(w) \backslash$
$\operatorname{END}(v)$, hence $|N(w)| \leq$ $3|\operatorname{END}(v)|$. Is there a better argument?
set of green edges used by the algorithm up to stage where it fails. Call a set $D \subset E_{g}$ of $\lceil\ln n\rceil$ green edges, deletable from $E_{g}$ if it is disjoint from $U$. Clearly if $D$ is deletable, the run of Phase 4 using $E_{g} \backslash D$ instead of $E_{g}$ is identical to the run using $E_{g}$.

By conditioning we may assume that we work in a random graph model with a fixed number of blue and green edges (about nd/4 each). For the purpose of the failure probability estimation only, we delete a random set $D$ of $l=\lceil\ln n\rceil$ green edges and consider the following two events:
$\mathcal{E}_{1}=$ All the a.s. properties described in the lemmas hold and yet the algorithm fails.
$\mathcal{E}_{2}=\mathcal{E}_{1}$ and $D$ is deletable.
We shall prove that as $n \rightarrow \infty$

$$
\begin{equation*}
\operatorname{Pr}\left(\mathcal{E}_{2} \mid \mathcal{E}_{1}\right) \geq(1-O(1 / d))^{l}, \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Pr}\left(\mathcal{E}_{2}\right) \leq(1-\epsilon)^{l}, \tag{11}
\end{equation*}
$$

for a certain constant $\epsilon$.
We can then use

$$
\operatorname{Pr}\left(\mathcal{E}_{1}\right) \leq \operatorname{Pr}\left(\mathcal{E}_{2}\right) / \operatorname{Pr}\left(\mathcal{E}_{2} \mid \mathcal{E}_{1}\right) .
$$

The proof of (10) is easy since $\left|E_{g}\right|$ is about $n d / 4$ and $D$ has to avoid at most $n$ edges of $U$. To prove (11) notice that if $\mathcal{E}_{2}$ holds then the algorithm fails on $G$ and $G \backslash D$ in exactly the same way and at the same stage $r$. In other words, if we condition on $G \backslash D$, the event $\mathcal{E}_{2}$ holds only if the addition of $l$ random green edges to the graph in stage $r$ does not allow continuation to stage $r+1$. But that means that the added green edges do not fall into any of the $\epsilon n^{2}$ forbidden spots, which happens with probability at most $(1-\epsilon)^{l}$.

## 4 Open problems

A more careful analysis would probably yield a smaller lower bound on the minimum density required for the algorithm to work. However, the approach
presented here is not likely to be extendable to the situation when the input is a Hamiltonian cycle plus a random perfect matching or to similar very small degree inputs. The former problem appears to be amenable to an attack based on recent results of Robinson and Wormald [15] [16] (Jerrum [13]).
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