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Abstract
Finding similar documentsin naturallanguagedocumentcollectionsis a difficult taskthat requiresgeneralanddomain-specifiavorld
knowledge deepanalysisof thedocuments,andinference.However, alarge portion of the pairsof similar documers canbeidentified
by simpler purely word-basednethods.We shawv the useof ProbabilisticLatentSemanticAnalysisfor finding similar docunents. We
evaluateour systemon a collectionof photocoper repairtips. Amongthe 100top-ranked pairs,88 aretrue positives. A manualanalysis
of the 12 falsepositivessuggetsthe useof moresemantianformationin theretrieval model.

1. Introduction

Collectionsof naturallanguag documentsthat arefo-
cusedon a particularsubjectdomainare comnonly used
by comrunities of pradice in order to captureand share
knowledge. Examplesof such “focuseddocurent col-
lections” are FAQs, bug-reprt repaitories, and lessons-
learnal systemsAs suchsystemdecanelargerandlarger,
theirauthorsusersandmaintaines increasinglyneecdtools
to performtheir tasks suchasbrowsing searchingmarip-
ulating analying andmanagiig the collection In partic-
ular, the documentcollectionsbecone unwieldy and ulti-
mately unusake if obsdete andredwndantconten is not
contirually identifiedandremoved.

We are working with sucha knowledge-shang sys-
tem,focusedontherepairof photoopiers.It now contairs
abou 40,0 techniciarauthaed free text docunents,in
the form of tips on issuesnot coveredin the official man-
uals. Suchsystemsausuallysuppot a numbe of tasksthat
helpmaintaintheutility andquality of thedocumentcollec-
tion. Simpletools, suchaskeyword search for examge,
canbe extremelyusefd. Eventuwally, however, we would
like to provide a suite of tools that suppot a variety of
tasks,rangirg from simple keyword searchto more elab-
oratetaskssuchastheidentificationof “duplicates’ Fig. 1
shaws a pair of similar tips from our corpts. Thesetwo
tips are abou the samepraoblem, andthey give a similar
analysisasto why theprodem occus. However, they sug-
gestdifferert solutions: Tip 118is the “official” solution,
wherasTip 57 suggests shortterm“work-arourd” fix to
the prablem. This exampe illustratesthat“similarity” is a
comgicatednotion that cannad alwaysbe measurealong
aonedimensioml scale.Whethertwo or moredocunents
shoud be corsidered'redurdant” critically deperisonthe
taskat hand.In the examge of Fig. 1, thework-arourd tip
may seemredwndantandobsoleteto a techniciarwho has
theofficial new safetycableavailable.In theabsencef this
official part,however, thework-aroundtip maybeacrucial
pieceof information.

Our goalis to develop techniqeesthatanalyethe con-
ceptwal contentf naturallanguagedoaumentsata granu
larity thatis fine enowghto captue distinctiondik e theone
betweenTips 57 and118 describedn the previous para-
grafh. In order to do that, we aredesigring formal repre-

sentatios of doaumentcontentghatwill allow usto assess
not only whethertwo docunentsare aboutthe samesub-
jectbut alsowhetherntwo docunentsactuallysaythe same
thing. We arecurrently focusirg on the tasksof compuer-
assistedredurdang resolution We hope that our tech-
niqueswill evertually extendto suppot even more ambi-
tious taskssuchasthe identification andresolutionof in-
corsistentknowledge, knowledge fusion,questionanswer
ing, andtrendanalysis.

We believe that,in geneal, theautomatedr compuer
assistedmanagment of collections of natural langlage
doaumentsrequres a fine-graired analysisand represen-
tation of the docunents’ cortents. This fine grandarity
in turn manditesdeeplinguistic processingf thetext and
inferencecapabilitiesusing extensie linguistic andworld
knowledge. Following this appioach,our larger research
group hasimplemered a prototype, which we will briefly
descrile in the next section. This researchprotaype sys-
temis far from compete. Meanwhile,we areinvestigating
towhatextert currently operdgionaltechniqesareusefu to
support atleastsomeof the tasksthatarisefrom the main-
tenarce of focuseddocurentcollectiors. We have investi-
gatel the utility of Probaliistic LatentSemanticAnalysis
(PLSA) (Hofmann, 199%) for the taskof finding similar
doaiments.Section3. descritesour PLSA modelandSec-
tion 4. repats on our expetimentalresultsin the context of
our corpusof repar tips. In that section,we alsoattempt
to charactere the typesof similaritiesthat are easily de-
tectedandcontrasthemto thetypesthatareeasilymissed
by the PLSA techniqe. Finally, we speculatehow sym-
bolic knowvledge repesentationand inference technques
thatrely onadeepinguisticanalysisof thedocunentsmay
be coyled with statisticaltechnquesin orderto improve
theresults.

2. Knowledge-Based Approach

Ourgoalis to build a systemthatsuppats awiderange
of knowledgemanageranttasksfor focuseddocurnentcol-
lections. We believe that powerful tools for taskslike re-
durdang resolution,topic browsing, questionanswerirg,
knowledgefusion andso on, needto analyz andrepre-
sentthe docunents’ concepual contens at a fine level of
grarularity.

Concertratingonthetaskof redurdang resolution our



Tip57
Problem: Left coverdamage
Cause: Theleft cover safetycableis breaking,al-
lowing theleft coverto pivottoofar, break-
ing thecover.
Solution: Remae theplasticsleese from aroundthe

cable. Cutting the plastic off of the cable
malkesthe cablemoreflexible, which pre-
ventscablebreakag. Cablebreakag is a
major sourceof damageto theleft cover.

Problem:

Solution:

Tip 118
The currentsafetycableusedin the 5100Doc-
ument Handler fails prematurely causingthe
Left DocumentHandlerCoverto break.
Theplasticjacket madethe cabletoo stiff. This
causesstressto be conceitrated on the cable
ends,whereit eventudly snaps.
Whenthe old safetycablefails, replaceit with
the new one,which hasthe plasticjacket short-
ened.

Cause:

Figurel: Exampe of Eurelatips

prgect groy hassofar built a protaype whosegod is to

identify coneptuallysimilar documents regadlessof how

they arewritten. This task requiles extensve knowledge
abou langageandof theworld. Sincemostof this knowl-

edgeenginering effort is perfamed by handat the mo-
ment,our systems coverageis currenly limited to fifteen
pairsof similar tips. We arein the processof scalingthe
systemup by oneto two ordes of magnitude. Evertually,

we hopeto alsosuppat moregeneratasks namelyidentify
the partsof two docunentsthat overlap;andidentify parts
of the documentsthatstandin somerelationto eachother
suchasexpandingon a particuar topic or beingin mutual
contadiction. Sucha systemwill enablethe maintenace
of vastdocunentcollectiors by identifying potentialredun

dancdesor inconsistenciefor humanattention.

State-ofthe-artquestioransweringandinformationex-
tractiontechniques(e.g.,(Bearetal., 1997)) aresometims
ableto identify entitiesandthe relationshetweenthemat
afine level of grandarity. However, the functiorality and
coverageof theseechniqeesis typically restrictedo alim-
ited setof typesof entitiesandrelatiors thathave beenfor-
malizedupfront usingstatictemplates.Like a smallnum-
ber of otherresearctprojects(e.g, the TACITUS project
(Hohbs et al., 1993), our apprachis basedon the belief
that the key to solving this prodem is a prindpled tech-
nigue for producing formal repesentation®sf the concep
tual cortentsof the naturd languagedocuments.In our ap-
proach,adeepanalysisbasedn Lexicd Functioral Gram-
mar theory (Kaplan and Bresnan,198) combired with
Glue Semantics(Dalrymple, 199) producesa compact
representatiorof the syntacticand semanticstructuesfor
eachsentenceFromthislanguae-drivenrepresentatiorof
the text, we mapto a knowledge-diven representatio of
the cortentsthatabstract@away from the particdar natural
languageexpression. This mappirg includes several—rot
necessarilysequential—stepsin one step,we rely on a
domain-specificontology to identify canoncalizedentities
andeventsthat are talked abou in thetext. In our case,
theseentitiesandevertsinclude thingslik e parts,e.g, pho
torecetor belt, andrelevant activities suchascleaning for
exanple. Anotherstepperformsthematicrole assignmets
andassemblefagmentsof conceptal structurefrom the
nomalizedentitiesandevents(e.g, cleaningaphotaecep-
tor belt). Furthernore, certainrelationsarenomalized;for
exanple, "stiff” and”flexible” (in Fig. 1) bothreferto the
rigidity of anobject,onebeingtheinverseof theother Yet

andherstepcompaesstructureragmentsinto higherlevel
structuesthatreflectcausalor tempaal relations,suchas
actionsequenesor repairplans.All stepsnvolve ambigu-
ity resolutiorasacentralprodem,whichrequiresnference
basedon extensve linguistic andworld knowledge. For a
more detaileddescriptionof this appoachandits scalabil-
ity, see(Crouchetal., 20@).

Finally, we assesthesimilarity of two documentsusing
avariantof the Structue Mappirg Engire (SME) (Forhus
etal., 1989. SME anchas its matchirg processn identi-
cal elementghat occu in the samestructurd positionsin
the baseandtargetrepresetations,andfrom this builds a
corresponénce. The larger the structurethat can be re-
cursiely constreted in this manrer, while presering a
systematicityconstraim of oneto-onecorresponéncebe-
tweenbaseandtarget elementsandthe identicality of an-
chas, thegreatetthe similarity score.

We expectthatthe fine-gmainedconeptualrepresenta-
tions discussedn this sectionwill eventially enableour
systento detectwhethertwo docunentsarenotonly about
the samesubjectbut alsosayingthe samething. Many in-
terestingcasef similarity can,however, be detectedwvith
lighterweighttechniqees. Thisis thetopic of thenext sec-
tion.

3. TheWord-Based Statistical M odel

While in the gereral casedeepprocessingknowledge
abaut the world, and inferenceare necessaryto identify
similar documents theremaybe a large numter of similar
pairthatcanbediscoreredby ashallav apprach.We nov
view thetaskof finding similar pairsof docunentsasanin-
formationretrieval problemwheredocunentsarematched
basedon the wordsthat occurin the documents,i.e., we
useavecta spacanodelof thedocuments.Compaisonis
dore usingProbaliistic LatentSemanticAnalysis(PLSA)
(Hofmann,199%).

3.1. Document Preprocessing

Eachdocurentis first prepocessedy:

1. Separting the docunent fields. Eachtip usually
comes with additioral administratve informationlike
autha, submissiondate, location, status,contactin-
formation,etc. We extracttheinformationthatis con-
tainedin the CHAI NS, PROBLEM CAUSE, and SO



LUTI ONfields.

2. Tokerizing the docunent. Words and numbers are
separatect white space punduationis stripped ab-
breviationsarerecogrized.

3. Lemmmatizing eachtoken, i.e., eachword is unigLely
mappedto a baseform. We usetheLinguistX lemma-
tizer to perormthis task.

Stepsl to 3identify thetermsin thevocatulary. We select
the subsetof thosetermsthat occurin at leasttwo docu
ments. Given this vocahulary, eachdocunentd is repte-
sentedby its term{requerty vector f(d, w), wherew are
thetermsof thedocunent.

3.2. Probabilistic Latent Semantic Indexing

Probailistic Latent SemanticAnalysis (PLSA) is a
statisticallatent classmockl or aspectmodel (Hofmann,
199a; Hofmann, 199b). It canbe seenas a statistical
view of LatentSemantiAnalysis(LSA) (Deerwesteetal.,
1990). The mockl is fitted to a training corpus by the Ex-
pectatim Maximizaion (EM) algotithm (Dempsteret al.,
1977). It assigngprobaility distributions over classeso
words anddocunentsandtherely allows themto belorg
to more thanoneclass,andnotto only oneclassasis true
of mostotherclassificatiormethod. PLSA representshe
joint protability of adocunentd andawordw basedona
latentclassvariabe z:3

d) Y P(wl|2)P(z|d) 1)

The model makes an indepedenceassumptionbetween
word w anddocunentd if the latentclassz is given i.e.,
P(w|z,d) = P(w|z). PLSAhasthefollowing view of how
a documentis geneated: first adocunentd € D (i.e.,its
dummy label) is chosenwith probability P(d). For each
word in documentd, a latenttopic z € Z is choserwith
probability P(z|d), whichin turnis usedto choose¢heword
w € W with probability P(w|z).

A modelis fitted to a docunentcollectionD by maxi-
mizing thelog-likelihoodfunction £L:

L= f(dw)logP(d,w) ey

deED wed

TheE-stepin the EM-algaithm is
P(2)P(d|2) P(w|z)

PEldv) = < pnpa Py @
andthe M-stepconsistof

Y f@u)PCldw

Pl = s fdorEdw) @

1TheCHAI NSfield containsanumericalidentifierof theprod-
uctline.

2For information abou the LinguistX
www. i nxi ght . cont product s/ | i ngui st x/

3Unlessotherwisenoted,we usethefollowing notationalcon-
ventions: training docunentsd, d € D, testdocumentsg, ¢ €
Q,wordsw,w’ € W, andclasseg, 2’ € Z.

tools, see

2y f(d, w)P(z]d, w)

Pdfz) Yty F(d'w)P(z]d’, w) ®
S Fdyw)P(z|d, w)
P(z) > F(d,w) ©

The parametes are either randanly initialized or ac-
cordng to someprior knowledge.

After having calculatedherediwceddimensioml repre-
sentatios of documentsin the collection we mapthe vec-
torsbackto theorigind termspaceo yield vectos P(w|d)
by

P(w|d) = Z P(w|z)P (7)

P(w|d) canbeseenasasmoothed/ersionof theempirical
distribution r(w|d) = f(d,w)/ f(d) of wordsin the doa-
ment. Theadwartageof thesmootledversionis thatit cap-
turessemanticsimilarities through the lower-dimensional
representation.

Notethatthis processis intended for the pairwisecom-
parisan of all docunentsin thetrainingcollection It canbe
exterdedto new documentsg (quely or testdoauments)y
usingthe folding-in process.Folding-in usesExpectatio-
Maximizationasin thetrainingprocessthe E-stepis iden-
tical, the M-step keepsall the P(w|z) constantand re-
calculatesPy;(z|q). Usually a very small numter of it-
eratiors is sufficientfor folding-in. We geta smoottedrep-
resentatia of afoldedin docunentby

Pyi(wlq) = ZP w|2) Py;(2|q) (8)

This correspadsto the PLSI-U modeldescribedn (Hof-
mann 199b).

3.3. Document Comparison

A standardvay of compaing vecta spacerepresenta-
tionsof docunentsd; andd is to calculatethecosinesim-
ilarity scoreof tf-idf weighteddocunent vectos (Salton,
1983):

simcos (dl, dz) =

E (dla ) (d27 )
v (©)
e

\/§ L \/Zf da, w

f(d,w) is theweighted frequengy of word w in docunent
d.

. N
d,w) = f(d,w)log ———~ 10
f(d,w) = f(d,w)log s (10)
where N is the total nurrber of docunents,anddf (w) is
thenunberof docunentscortainingword w.
We additiondly perfam the compaison onthe PLSA
representatiorof P(w|d). Pairwisecomparisonsaredone

by
ZP(wldl) (w|d2)

\/ZP wldy) \/ZP w|dy)’

PLSA
sim cos (dl ’ d2

(11)




Table 1: Precisionof the statisticalmocel for the n top-
ranked pairs. A pair of tips is considerd a “true positive”

if their concgtual contetsarecateyorizedto bethesame,
similar, or in thesubsetelationship

n | precision
10 100%
20 100%
30 100%
40 96%
50 92%
60 92%
70 90%
80 87%
90 88%
100 88%

Both similaritiesarecombnedwith aweight ) to yield the
final similarity score(see(Hofmam, 199%)).

sim(dl, dg) = ASiMcog (dl, dg) + (1 — )\)SimEOLéSA (dl, dg)

12)

Theoutpu of thealgoithm is alist of pairsrankedac-
cordng to their similarity.

4. Experiments

We applied the algoithm descriled in Section3. to
a subsetof the Eureka datalaseconsistingof 1,321tips.
PLSArepresentatios of P(w|d) werecreatedor eachtip,
and pairs of tips were ranked accordhg to their similar-
ity. Following (Hofmann, 199%), we creatednodds with
7 = 32,48, 64,80, 128 latentclasses¢alculatedthe aver
ageP(w|d). Thesimilarity scorewascombned with the
standad tf-idf cosinesimilarity with aweightof A = %

4.1. Precision and Recall

We manually inspectedhe 100top+ankedpairsof tips
andclassifiedheirsimilarity by handaccordng to thetypes
of similarity describedin Section4.2. The resultsare
shavn in Tablel. Of the 10 top-rarked pairs, all 10 were
actualdugicates? of the 40 top-ranked pairs, 96% were
true positives,andsoon. Themanual inspectiom of the 100
topranked pairs (of the potertial 871,860 pairs) revealed
88truepositives.

Independen manualsamplingof the subsetof 1,321
tips, which is a very tediows andtime-corsumingtask, re-
vealedl17 similar pairs (14 pairsand 1 triple). 3 of these
pairs were amongthe top 100 emittedby the word-based
statisticalmodel. This is a recall of 18% on the manu
ally identifiedsimilar pairs.However, it is unclearhow this
numberrelatego theoverall recallbecasethedistribution
of theothersimilar pairsis currently unclear

4A pair of tips is considered‘duplicates” if their concepual
contentsare cateyorizedto be the same.A pair of tips is consid-
ereda “true positive” if their conceptual contentsarecateyorized
to be the same,similar, or in the subsetrelationship. SeeSec-
tion4.2..

Table2: Numbe of pairswith structual and concepual
matchin the 100 top+anked pairs of docunents. We are
interestedn finding the coneptually same/similar/sutet
pairs.Falsepositivesareshovnin italics.

coneeptual
same sim subset diff | sum
o Same 24 0 10 2 36
g sim 17 24 13 8| 62
7 diff 0 0 0 2 2
sum 41 24 23 12| 100

4.2. Typesof Similarity

The word-basedstatisticalmocel of Section3. seems
to be good at identifying pairs whosetexts are similar at
a surfacelevel. In order to seehow well the modeldoes
at identifying pairs whosecontents are concetually sim-
ilar, we marually perfomed a qualitatve evaluation and
classifiedeachof the 100top-rankedpairsaccoding to the
following criteria:

Surface similarity of texts: same, similar, different. Sur
face similarity describeghe similarity of the set of
words and syntacticconstrietions usedin the doau-
ments. Samemeansthat the documentsare (almost)
identicd. Similar meanghatsomewords maybe dif-
ferert or replacedby synoryms(e.g.,“fault” vs. “fail-
ure” vs. “problem”, “motor” vs. “drive”, “line” vs.
“wire”, etc.),construtionsaredifferert, order of sen-
tencesnaybedifferent. Differentmeanghatthetexts
aredifferent.

Conceptual similarity of contents: same, similar, sub-
s, different. Conceptal similarity refersto the se-
mantic/caceptal cortentsof thedocunent,indepe-
dert of how it is expressedssurfacetext. Samamears
that the docurents have (almost)the samecontens
(e.g, “cutting the plastic off of the cable makesthe
cablemoreflexible” vs. “the plasticjacket madethe
cabletoo stiff”). Similar meanghatthereis a signif-
icantoverap of concepual contens betweerthe two
doauments;for example the tips describethe same
problem but suggestdifferent solutions(seeFig. 1),
or, thetips describeananal@ousproblemexhibited at
differentmechaical parts(seeFig. 2).

Sulsetdescriescasesvherethe corceptualconterts
of onedocunentform a proper subsebf the conce-
tual contens of the otherdoaument—fa exanmple, if
onedocunent elaboateson the other Different de-
scribesconceppually differentdocunents.

Table 2 shavs how mary of the pairsfall into the dif-
ferert catgaries. Sincethe PSLA modelis word-based,
almostnoneof the pairs have different surfacesimilarity.
In the 100top-ranked pairs, the majority of falsepositives
occu whenthe surfacetexts aresimilar but the concepual
contentsaredifferent(8 outof 12).

The algoiithm identifies surface similarity very well,
only 2 outof 100pairsaredifferentatthesurfacetext level.



Tip 690

Problem: 08-11Q Tray 3 misfeed
Cause: J201Pin 1 loose. Drive couding set scrav
loose,Blower hosecameoff, Fangplateout of
adjustmentStackheightout of adjustmentDe-
fective DRCCL1.
Solution: Reseatl201Pin 1. Tightendrive couding, Re-

connest blower hose, Adjustfangplate,Adjust
stackheight.ReplaceDRCC1.

Tip 714
Problem: 08-1, Tray 1 misfeed
Cause: Setscrev on feed clutch loose. Stack
height sensorout of braclet. Feeder
drive couplingloose.Blower hoseoff.
Solution:  Adjust clutch. Repairstackheightsen-

sor. Tightenfeederdriv e couding. Re-
pair blower hose.

Figure2: True positive: this pair atrank68 hassimilar surfacetext andis similar at theconcepual level.

Tip 1280 Tip 1281
Problem: Xerox Binder 120. The “READY FOR Problem: XeroxBinder120. TheBinder120doesnot
AUTO FEED” messagedoesnot chang display“Readyfor autofeed” message.
whensetclampassyis pulledin Cause: SetClamp extendedsensor(Q23) is “Lo”
Cause: SetClamp extenced sensor(Q23) is “H” all thetime
all thetime Solution: Checkthe setclampextendedsensomwires
Solution: check the set clamp sensorwires for an for Shortcircuitto frame,Setclampoutflag

opencircuit, if ok, Replacethe setclamp
extendedsenso(Q23)

is in the sensorcorrectly if ok, replacethe
sensor

Figure 3: Falsepositive: this pair atrank 37 hasalmostthe samesurfacetext but is differentattheconceptal level.

Thesetwo pairsinvolve very long documents(average of
1030 tokensperdoaumentcompaedto 132tokers perdoc-
umert overall average). The documentshave anovedapin
vocalulary, but the sentencesind sequenesof sentence
arevery different.

Correlation with concepual similarity can also be
found, but it is smaller 10 out of 100 pairswere catego-
rized asthe sameor similar at the surfacebut areconcep
tually different; from the viewpoint of a userin the cortext
of aconcetualtask,thesepairsshoud notbeidentifiedas
similartips. We believe thata deepemnalysisof thedocu
mentcortentsasoutlinedin Section2. will helpdistinguish
betweenconcepually different documentsand therefae,
redwce the nunberof suchfalsepositives.

Oneof thetwo pairsthatarealmostthesameatthesur
facelevel but have different concepual contents is shavn
in Fig. 3.

They usethe sameor very similar words, but make
opposite statementst the conceptual level. Tip 128 de-
scribesa sensorsignalthatis erroreously“high” because
of anopencircuit. Tip 1281describes sensorsignalthat
is errcneouslylow” becageof ashortcircuit. This differ-
encecanrot be found by the word-basedstatisticalmodel.
The topicsof thesetwo doaumentsarevety similar; how-
ever, acorred analysisof theconterts requiestherecoqi-
tion of thedifferencebetweerfdoesnotdisplay”and“does
notchang”, thedifferercebetweerfLo” and“H”, andthe
differencébetweerfopencircuit” and“shortcircut” despite
thefactthatthesephrasesoftenoccurin similar contexts.

Fig. 4 shavs a pairwith similar surfacetexts but differ-
entconcepual contents. Tip 227 explains how to repairor
preventa particdar failurethatis causedoy aring’'s wear
ing out. Tip 173saysthatanimprovedrepairkit canbe or-
dered it alsoprovidesa work-aoundfor thecasein which
thatimprovedkit is notavailable.

Thetwo examgesin Figures3 and4 shav thatin mary
casest is necessaryo processthetext more deepy thanat
theword level in order to beableto recogiizefine-graired
distinctiors in thedocunents’contens. Onthe otherhand,
alarge numter of true positivesareactuallydiscovered by
theword-tasedmocel (88 out of the 100top-rankedpairs).
Theword-basedstatisticalmodel evenfindscasesn which
the concepual conterts are similar, but wherethis factis
notimmedately obviousfromthesurface-lerel texts. Fig. 2
shavsanexanple of thiscase.Thetwo tipsdescribealmost
the samefault situation,except that one of themoccursin
comectionwith Tray 1 while the otheroneoccus in con-
nection with Tray 3. Even for a human—atleastfor an
untrainedhuman—,this pairis difficult to detect.

The exampes suggsts that symbolic and statistical
techriques may be god at different tasksthat comge-
menteachothernicely. Statisticaltechniqiesseemto be
god at identifiying that the two tips are abou the same
topic. Knowledge-basedechniqies—specificallya do-
main ontolagy—may help distinguish“Fuser Couplings”
from the “FuserCouplings and ShaftRepairKit” (cf. Fig.
4), which in turn maytrigger further distinctionsbetween
the two tips basedon domainspecificknowledge. Simi-
larly, the examge in Fig. 3 suggestshata statisticalanal-
ysis coupledwith a limited normalizationof relatiors that
occu frequently in the domainmay be a promising direc-
tionto purste.

Fig.5 shavstherankof apairvs.its similarity. Ourdata
setcontainsl,321 docunents,i.e., thereare871,80 pairs.
Word-tasedsimilarity does not decreasdinearly. Thereis
a large drop at the beginning, thenthe cunwe is relatively
flat, andit suddnly dropsagainattheveryend All of the
manually found similar pairs(the 17 pairsdescribedn Sec-
tion 4.1) aremarkedwith a o in thegraph they areamory
thefirst 7% (thelowestrankis 57,014). We do currently not



Tip 173

Tip 227

Problem: Improved FuserCouplings600K31031 Tag P-184. Brokencalls  Problem: FuserCouplings and Shaft Re-
whenservicingfailed FuserDrive Couplings. pair Kit, 6053950, Tag P-129.
Cause: The partsneededo repaira FuserDrive failure are presentlycon- The retainingring that holdsthe
tainedin two separateKits. If the servicerepresentate doesnot FuserAssemblyDrive Coupling
have bothKits in inventorythe servicecall is interrupted. in place wearsout and falls off
Solution: 1. To repair FuserDrive failures,orderthe nev FuserCouplings theshatft.
and ShaftRepairKit 600K31031, TAG P-184. This kit contains Cause: The FuserAssemblyDrive Cou-
all the partsin FuserCouplingsand Shaft RepairKit 605K39% pling rubs againstthe retaining
exceptthatthe improved Drive Coupling,issuedseparatelyin Kit ring asit turns.
600K31030, hasbeensubstituted.2. If you have 600K31030as  Solution: Onthe next servicecall checkto

well as605K3%0 in inventory theseKits canbe salvagedto pro-
vide the samepartsasthe new Kit. Open605K3%0 and discard
only the FuserDrive Coupling,thenusethe Couplingcontainedn

seeif P-129is installed. If Tag
P-129is not installed,orderand
install the Fuser Couplingsand

Kit number 600K31030in its place.

ShaftRepairKit, 605K3950.

Figure4: Falsepositive: this pair at rank 86 hassimilar surfacetext andis abou similar parts,but is differert at the

coneptuallevel.
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Figure5: Rankvs. PLSA similarity. Manually found pairsaremarkedwith o.

know whetherthereareary similar pairsbelow this rank,
but it is probably safeto assumeéhatalmostall of the sim-
ilar pairsarewithin theinitial portion of the graph Even
if the presentedtatisticalmethal doesnotrankall similar
pairsattheverytop, it seemgo efficiertly placethemin a
smallinitial segmert atthetop.

Onefocusof ourcurreri researcleffort is to undestand
the capabilitiesandlimitations of the currentPLSA model
in orderto designanimproved systemby, for examge, (1)
suppying the PLSA modé with bettersuitedinformation
for ary givenparticdar task,or (2) usingthecurren version
of the PLSA mockl asa prefilter for the knawledge-lased
appoach.

5. Conclusions

We address the prodem of matchingthe concepual
contents of docunents. The domainof the docunentsin
our experimentsis the repairof photoopiers. In geneal,
the prodem requres world knowledge and deepprocess-
ing of the docunents. But in a large numter of cases,
similar documentscanbefound by shallav processingnd
a word-basedstatisticalmodel. A quantitative evaluation
shavsthat88 of the 100statisticallytop-rankeddocuments
aretrue positives. An analysisof the errmeouscasesndi-
cateswherethe statisticalmocel could benefitirom deeper
processing. Two important typesof information that are
curently absenfrom our statisticalmocel arenegaion and

relatiors betweenentities. We expect that providing the
mockl with more semanticinformation along theselines
will improveoursystems perfamanceandallow it to make
finer distinctionsamongthe documents’contents.
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