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Environments that are divided into regions lead to hieriaathencoding
of space. Such memory structures are known to systematidatort
estimates of distance and direction and affect spatialipgrand memory
recall. Here we present two navigation experiments in &lranvironments
that reveal an influence of environmental regions on humaterplanning
and navigation behaviour. Following the hierarchical tie=o of spatial
representations, it is argued that environmental regiamrs explicitly
represented in spatial memory and that human route planakegs into
account region-connectivity and is not based on place-ettivity alone.
We also propose dine-to-coarseplanning heuristic that could account
for the empirical data by planning in a representation tlsatsuine-space
information for close locations and coarse-space infaionafor distant
locations simultaneously.

Keywords: route planning, hierarchical representations of spaagoms,
navigation, wayfinding, route selection

1 Introduction

Hierarchical theories of spatial representations proplaagespatial memory con-
tains nested levels of detail (Stevens & Coupe, 1978; H&tldonides, 1985;

Correspondence concerning this article should be addressed to Wdiriér, Cognitve and
Computational Psychophysics Department, Max Planck Institute for BazlbG@ybernetics
Spemannstrasse 38, 7207#bihgen, Germany, email: jan.wiener@tuebingen.mpg.de



332 WIENER, MALLOT

McNamara, 1986). According to subjective perception angiaal properties of
space, geographical entities are grouped together andsigper-ordinate entities
in graph-like representations of space. Evidence for tiéserchical theories
comes from a wide variety of experimental paradigms thaaksystematic dis-
tortions in human spatial memory.

Stevens and Coupe (1978) e.g., have shown that the relatetidns of cities
are distorted towards the directions of the states thegedsi Subjects usually
judged Reno (Nevada) to be north-east of San Diego (Caid#pralthough the
correct direction is north-west. Stevens & Coupe suggdstaidsubjects knowl-
edge about the super-ordinate spatial relations (Nevaidg least of California)
influenced subjects’ direction judgments. Similar distor$ have been shown
for other city pairs and for artificial maps containing citiend borders. More-
over Wilton (1979) has shown that directional judgmentsfaséer when judging
directions between locations across regions than witlgiorns. The effect of bar-
riers and environmental regions on distance estimatiomgige further evidence
for hierarchical theories. Generally speaking, distarstiemations across barriers
or region boundaries are exaggerated as compared to dist#mat do not cross
barriers (Kosslyn, Pick, & Fariello, 1974; Cohen, Baldw#,Sherman, 1978;
Thorndyke, 1981; Newcombe & Liben, 1982).

Strong evidence for hierarchical organization of spaggkresentations is pro-
vided by Hirtle and Jonides (1985) and McNamara (1986). I¢iahd Jonides
(1985) examined subjects’ spatial memory structure of arabenvironment,
namely Ann Arbor campus in Michigan. Subjects had to recafiadniliar land-
marks of Ann Arbor campus repeatedly. By applying the ordi¢ree algorithm
developed by Reitmann and Rueter (1980) to the recall pottpdirtle and
Jonides (1985) obtained the individual hierarchical @tisg of the 32 landmarks
in Ann Arbor campus for each subject. Subjects also judgledive and absolute
distances between pairs of the 32 landmarks. While in relatigtance estima-
tions subjects underestimated the distances between éakdin the same cluster,
distances between clusters were overestimated in abshdtiéerce estimations.

McNamara (1986) used a spatial priming paradigm to studgtitueture of hu-
man spatial memory (see also McNamara, Ratcliff, & McKod®84; McNamara
& LeSueur, 1989; McNamara, Hardy, & Hirtle, 1989). Subjdetarned a spatial
layout of objects, that was divided into four regions, eithg active navigation
or by studying maps. In the subsequent recognition taskecbbames were pre-
sented on a computer screen one at a time. Subjects had tte detvéther or not
the named object was present in the layout they had learnetlamara (1986)
could show that subjects’ reaction time was faster when taequling object was
in the same region of the layout, than when the precedingcbhjas in a differ-
ent region of the layout. In subsequent direction- and di#gudgments subjects
distorted directions to correspond with super-ordinatatiaprelations and they
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underestimated within region distances while they overeted between region
distances.

It has been suggested that hierarchical spatial memorglized in a graph-like
representation. In this work we emphasize the concept qitglize representa-
tions of space in which places, views, local maps or otheemmtations of loca-
tions are interconnected without the need to conserve thet exetrical relations
of the real world. This concept is contrasted with map-likéidensional repre-
sentations of space, as put forward by the literal meanirtgeophrase ‘cognitive
map’. Evidence for graph-like representations of spaceesofrom navigation
experiments in animals and humans.

The desert anCataglyphis fortis,e.g., is well known for its path integration
abilities, which are achieved by continuous updating of -eated home-vector.
However, on familiar routes, desert ants also steer by Vlandmarks and navi-
gate paths that consist of several segments with differieettibns (Collett, Dill-
man, Giger, & Wehner, 1992). Collett, Collett, Bisch, andhner (1998) have
shown that these segments partly consist of stored locaébrge@ssociated with
visual landmarks (see also Collett, Collett, & Wehner, 200dllett & Collett,
2002). Similar results also come from other insect spesigsh as the honeybee
(Menzel, Geiger, Joerges, Mller, & Chittka, 1998; Wehneicihél, & Antonsen,
1996). A spatial memory, composed of landmarks and asggcimbvement vec-
tors, is best described as a graph in which landmarks camelsfp nodes and the
stored local vectors correspond to edges, reflecting theraitt be performed in
order to move between nodes.

Graph-like representations have also been used in attificieligence ap-
proaches and as cognitive models of human spatial memary £ebib & Lieblich,
1977; Kuipers, 1978, 2000; Leiser & Zilbershatz, 1989; Chptaplan, & Ko-
rtenkamp, 1995). Schikopf and Mallot (1995) e.g., have pseg and modeled a
view graph representation of space. In a view-graph eack nodesponds to a
snapshot of the visual scenery at a given location. Nodesteonnected by
edges that constitute the behaviour necessary to move &etiie correspond-
ing nodes. The view-graph is a parsimonious representafispace that allows
for complex navigation behaviour such as route-plannimgndvigation experi-
ments in virtual environments, Gillner and Mallot (1998yéahown that human
subjects store local elements (i.e., places or views wib@ated movement in-
structions and expected outcomes) in spatial memory (sedvllot & Gillner,
2000). These local elements did not have to be globally sters, which contra-
dicts map-like representations of space. Additional ewigefor graph-like rep-
resentations of space in humans was provided by Steck ardtN2000). Steck
and Mallot have shown that subjects who learned a virtudremment containing
both global and local landmark information, did not pereeand report a conflict,
when global and local landmark information was set in conflMdoreover, sub-
jects who relied on global landmark information in the cantfliituation, showed
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good way-finding performance if only local landmark infoitina was provided,
and vice versa. Again, the fact that subjects had accessttoghubal and local
landmark information while they did not perceive and remantflicts, suggests
that spatial memory consists of bits and pieces of spatiafrimation that are not
integrated into a single 2-dimensional map-like represt#or of space (see also
Tversky, 1993). Although the above evidence describeshgrdat lack the hier-
archical component, it demonstrates that graph-like ssmations of space are
both, ecologically sensible (i.e., minimalistic) and sziéint.

Evidence for hierarchical representations of space has é@mm a wide variety
of experimental paradigms, including distance- and divegudgments, recall
procedures and reaction times. However, although the aléimpurpose of spatial
memory is to support navigation, little is known about thi#ui@nce of hierarchi-
cal memory organization on the mechanisms, strategieseunistics underlying
human route planning. One of the few studies on the role abnsgfor human
route planning investigated route planning from maps @sbn, Shum, & Ut-
tal, 1998). Bailenson et al. formulated the ‘road climbipghciple, stating that
instead of calculating the globally shortest route, subjeslied on routes that al-
lowed to leave the region containing the start place socatber than later. In
addition subjects take the straightness and length of itialisegment of routes
into account (Bailenson, Shum, & Uttal, 2000). This so-axlinitial Segment
Strategy (ISS) states that subjects prefer routes withahgdst initial straight
segment above alternative routes of equal length.

Here we will present two navigation experiments that rea@ahfluence of en-
vironmental regions on human route planning and navigdieiraviour. We will
point out and discuss three hypotheses describing howamagntal regions do
influence spatial memory, navigation and route planningiglur. TheDistorted
Representatiomypothesis (H1) assumes that environmental regions ledds{o
torted representations of space, that account for sysieimases in navigation
and route planning. ThPersistencehypothesis (H2) suggests that regions are
explicitly represented in spatial memory and that subjpoter to stay in their
current region as long as possible, delaying region triansit TheHierarchical
Planninghypothesis (H3) states that humans plan routes using @ifféevels of
the hierarchical representation of space. That is to sayahuoute planning takes
into account region-connectivity and is not based on ptam®ectivity alone. We
will argue that only theHierarchical Planninghypothesis (H3) is consistent with
results from both of the experiments.

We will then present théine-to-coarseplanning heuristic, a specific imple-
mentation of theHierarchical Planninghypothesis. Irfine-to-coarseplanning a
single route plan is generated that contains fine-spaceniaftion for the close
surrounding and coarse space information for distantimaest This plan is up-
dated during navigation in an iterative manner, such thatdpace information for
immediate movement decisions is available at all timess itportant to note,
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that thefine-to-coarselanning heuristic is critically different from other plaing
mechanisms that make use of the hierarchical structureaitie$pnemory, as e.g.,
coarse-to-fingolanning. Incoarse-to-fingoute planning multiple plans with dif-
ferent levels of detail are generated successively. Thdtriesa detailed (“fine”)
plan which is generated before the navigation starts andhwimas to be kept in
mind until the goal is reached.

2 General Methods

Both experiments presented in this work were conductedjuditual reality tech-
nology. Subjects actively navigated through the virtualimments in the ego-
centric perspective and executed a series of navigatiis.tas

Compared to real world experiments, the use of virtual teédichnology for
navigation experiments has two major advantages. Fitsailyows for exact con-
trol of the visual stimuli presented and secondly one caryaart the experiments
in environments created to exactly match the experimeetalzchds.

2.1 The Experimental Setup

Experiments were conducted in the Virtual Environmentsdratory of the Max
Planck Institute for Biological Cybernetics. For both esipeents we designed a
particular virtual environment that was created using tfeasre Multigen Cre-
ator (MultiGen-Paradigm). A detailed description of thetwal environments is
given in the methods sections of each experiments (se®88@&i2.1 and 4.2.1).

The visual scenery was rendered on a three-pipe SiliconfBrs®nyx2 In-
finiteReality Il (Silicon Graphics Inc., Mountain View, CAjunning a C++ Per-
former simulation software that we designed and programrnibé scenery was
then projected by means of three CRT projectors (Electrehbtarquee 8000;
Electrohome Limited, Kitchener, Ontario, Canada) on adahglf-cylindrical
screen (7 m diameter and 3.15 m height) with a rate of 36 frgpeessecond
and an overall resolution of approximately 3500000 pixels.

Subjects were seated in front of this screen (see FigurahBrait a table (Ex-
periment 1) or on a bicycle trainer (Experiment 2). The exkpental setup al-
lowed for a 180 deg horizontal and a 50 deg vertical field ofwi€he simulation
software guided subjects through the experiments, predqmttures of the navi-
gation goals on the projection screen, and recorded the Aakatailed description
of the setup can be found in van Veen, Distler, Braun, andoil{1998).

2.2 Procedure

Both experiments were divided into three different phasesee exploration-, a
training- and a test-phase.
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Figure 1. The experimental setup.

Exploration-phaseDuring the 10 minute exploration-phase subjects could ex-
plore the environment. They were instructed to move aroarie environment,
pay attention to the landmarks and learn the layout of thér@mwent and the
positions of the landmarks.

Training-phase. During the training-phase subjects were asked to complete
six navigation tasks taking the shortest possible routes. eBch training-route
subjects were teleported to the starting place of the rolike target place was
specified by presenting a picture of the landmark associittbdthe target place.
The image was superimposed on the screen. If subjects faild the shortest
possible route the navigation task was repeated until tbiaed the task taking
the shortest possible route.

Test-phaseThe navigation tasks of the test phase and the specific pioeed
the test phase is explained in detail in the methods secfi@xperiment 1 and
Experiment 2 (see section 3.2.2 and 4.2.2).

3 Experiment 1

3.1 Purpose

This study was designed to reveal the influence of regiortsimvén environment
on human spatial memory and navigation behaviour such &s ptanning. Sub-
jects learned a virtual environment that was divided inféedént regions. After
learning the environment, subjects were asked to executeies 0f navigation
tasks comparable to shopping routes with multiple destinat The critical navi-
gation tasks in the test phase provided multiple solutibasled through different
numbers of regions.
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Figure 2. left: Schematic map of the virtual environment. The regiarssillus-
trated as different levels of gray, the places are repredess numbered circles
and streets as white lines; middle: birds-eye view on thér@emment; right: sub-
jects view approaching a place with the corresponding laarim

3.2 Methods
3.2.1 The Virtual Environment

The virtual environment consisted of twelve places thateweterconnected by
streets. While six places were arranged on a hexagonal hiagyther six places
could be reached by dead-end roads starting from the coofiehe hexagonal
ring (see Figure 2). Each street connected two places wittleienvironment and
had a length of 100 meters.

A single landmark was positioned at each place. The landsaddaces on the
hexagonal ring were located at the inner-side of the rirggldahdmarks specifying
places of the dead-end roads were located in the extenstbe obad (see Figure
2). While its associated landmarks uniquely specified eaatepkhe places were
grouped into three different semantic regions accordintpéoobject categories
of single landmarks (cars, animals, buildings). A regionsisted of two neigh-
boring places within the ring and their associated dead-eRiot studies have
shown that spatial clustering of landmarks that belongecstime object category
are sufficient to establish regions in subjects’ spatial wrgm

All streets passed across a hill and crossed a hedge to pealgacts from see-
ing from one junction place to any other junction place. $atg could therefore
only perceive the landmarks at their current position.

Subjects navigated through this virtual exhibition parikgs computer mouse.
By pressing the left and right mouse button they could itétlaft/right rotations.
When facing a street they could move to the next place by bittie middle button
of the mouse. The movements followed a predefined velocifiler Rotations
ended after a 60 deg turn, translations at the next place.
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Figure 3. The route types (left: type A-, middle: type B-, right: type ©utes).
The black squares represent the start places, the bladksciepresent the goal
places. Type A and B navigation tasks (symmetric route fypesid be solved on
two alternative routes; type A: solution 1: 0,1,2,5,6,7 @uson 2: 0,1,10,9,6,7;
type B: solution 1: 0,1,2,3,2,5,6,9,10,11 or solution Z;,00,11,10,9,6,5,2,3. For
routes of Type A solution 1 crossed one region boundary ahdiso 2 crossed
two region boundaries; for routes of type B solution 1 crdgse region bound-
aries and solution 2 crossed three region boundaries. Typ@t€s (asymmetric
route type) featured only a single optimal solution (03,2).

3.2.2 Procedure

After the exploration- and training phase (see sectionsliBjects entered the test-
phase. During the test-phase they were repeatedly askexvigate the shortest
possible route connecting their current position with ¢htarget places in the
environment. The target places were characterized by isnafjthe landmarks
associated with these places. The images were superimpastnd projection
screen. According to the spatial configuration of startileg@ and the three target
places, the test routes were classified as belonging to dhesafroute types. Two
of the three route types allowed for alternative solutidrequal length (see Figure
3), and are therefore referred to as symmetric route typyge (& and type B).
The remaining type was asymmetric allowing for only a singéimal solution
(type C). The asymmetric routes were introduced as distraitd impede subjects
learning of the configurations of the symmetric routes. Hjeats had learned the
geometry of the symmetric routes they could have masteddkiigation tasks
without route planning from spatial memory.

By rotating the configuration of start- and target-place$6ydeg around the
centre of the environment, we generated six different mafeeach type. By this
means we generated a total of 18 different test routes amahded for left/right
movement decisions. Subjects navigated all 18 test-roniteach of two blocks.
After subjects completed a test-route they were telepadéite start-place of the
subsequent test-route, such that subjects were facingatigotace’s landmark.
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The sequence in which the test routes were presented wadgsudomized,
so that two successive trials were of different route typ&fier the test-phase
subjects were debriefed, our special interest concernedjdlestion whether or
not subjects perceived the different regions we introducede environment.

3.2.3 Variable of Interest

As mentioned above, the experiment was designed to inagstibe role of en-

vironmental regions on human route planning behaviour. Wiengating the

symmetric navigation tasks (type A and type B) during the pdsse subjects
could choose between two alternative optimal routes. Whiésé alternatives
were identical with respect to their metric length, theyadid in the number of
region boundaries that had to be crossed. For each subgéiaittion of route

choices passing less region boundaries divided by the matadber of correct

choices was calculated. If the regions had no influence orahuaute planning

we expected subjects to choose between the alternativéos@(less or more
boundaries) with the same frequency. Chance level is ther&0%. In order to

reduce noise we only evaluated error free navigationsjshatsay when subjects
found one of the two alternative short solutions.

3.3 Statistical Analysis

Data were analysed using the open source statistics seftRafvww.r-project.org).
The data were obtained in a repeated measures design. Ytk diata points be-
ing binary variables even after pooling across multiplal$ra normal distribution
was not given. We therefore applied the non-parametrica¥da’s signed rank
test to the data when comparing to a given chance level antb¥dh rank sum
test for comparison between groups. Using the ‘exactRatkFpackage for R
we corrected for ties (available from: http://cran.ausjgct.org).

The error bars of all barplots in this study display standardrs of the mean
(s.e.m.).

3.4 Participants

Twenty-five subjects (15 female, 10 male) participated i ¢lperiment, they
were paid 8 Euro per hour. Subjects were mostly Universitgests.

3.5 Results

Training routes.If a training route was not completed using the shortestipless
route, the trial was recorded as an error, and the trainioterovas repeated. On
average subjects made 2.84 errors during training. Malgstsbproduced 2.15
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Figure 4. left: Subjects overall performance during the test phasdhe ‘re-
ported’ (n = 21) and ‘not reported’ group (n = 4); right: sutigepreference for
paths that cross fewer region boundaries when navigatimyrstric routes (type
A and B) for the ‘reported’ and ‘not reported’ group.

errors, while female subjects produced 3.58 errors on gegfd/ilcox rank sum
test: p =0.27).

Test routesAfter the experiment subjects were debriefed. 21 out of 2festis
reported that they had recognized the regions that we intexdl in the environ-
ment. The remaining four subjects insisted that they haganteived the car-,
animal- and art-region in the environment. We evaluatesdlteo subject groups
(group ‘reported’ & group ‘not-reported’) independently.

Even though subjects from the ‘reported’ group performedrdree naviga-
tions in 78.2% of all test-navigations, and subjects from‘tiot-reported’ group
performed error-free navigations in 54.9 % of the test-gations (see Figure 4),
the difference did not reach statistical significance (@#fan rank sum test: p =
0.09).

Pooling data of type A and type B test-routes, we analysegksts overall
preference to minimize the number of region boundariessesalong a symmet-
ric route. A Wilcoxon Rank Sum Test reveals a significantettd#hce between
the ‘reported’ and ‘not-reported group’ (Wilcoxon rank stest: p = 0.004; see
Figure 4). While the subjects of the ‘not-reported’-groupfpened at chance
level (Wilcoxon signed rank test: 42.9% against chancel I8@%), p = 0.5),
subjects of the ‘reported’-group significantly preferredites that crossed fewer
region boundaries (67.1% against chance level (50%),(p001). Subjects that
have not recognized the regions within the environment didshow a ‘region
effect’, we therefore disregarded these subjects fromekbteaf the analysis.

A comparison between female and male subjects did not reveggnificant
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Figure 5. left: Subjects preference for routes that cross fewer repmundaries
for type A and type B routes (collapsed over experimentathsy right: sub-
jects preference for routes that cross fewer region bouesltor the experimental
blocks (collapsed over type A and B routes).

difference between genders. While female subjects (n = Idgecthe route cross-
ing less region boundaries in 66% of the test-navigatioraersubjects (n = 10)
chose it in 68.3% (Exact Wilcoxon rank sum test: p = 0.69).

The symmetric routes of the test phase could be subdividedvio route types
(see Figure 3: type A- and B-routes), that differed mainlyhie overall length.
Subjects’ preference for routes that cross fewer regiomtiaries did not differ
between type A and type B routes (A: 64.9%, B: 70.6%, Wilcosamk sum test:
p = 0.44, see Figure 5).

In the second experimental block of the test phase, subjeststo show an
increased preference for routes that cross less regiondadies, still this trend
does not reach statistical significance (block 1. 61.6%clb®: 71.7%, Exact
Wilcoxon rank sum test: p = 0.12, see Figure 5).

3.6 Discussion

Subjects who have recognized the semantic regions witkietkironment, pref-
erentially navigated routes that crossed fewer rather @@ region boundaries.
This effect reveals an influence of environmental regiondy@man route plan-
ning behaviour. A possible explanation for the observedbregffect could be
given by subjects’ uncertainty about the positions of thece$ within the envi-
ronment. Note that routes that cross fewer region bourglddelso pass by more
places that reside in goal regions. If subjects had knoveedmput the positions
of the regions but not about the exact positions of the plag#sn the regions,
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they could increase the chance of finding a target place ety by navigating
routes that touch on more places in the goal region (thatdayproutes that cross
fewer region boundaries). This explanation suggests higategion-effect should
be reduced by prolonged learning. If anything, our data ssigga trend to the
contrary.

Bailenson et al. (1998) have formulated the ‘road climbipghciple, stating
that subjects plan their routes in order to leave the regamtaining the origin
as fast as possible. Contrary to our results, this strateggtigts that subjects
chose the route crossing more rather than fewer region lasigsdwvhen navigat-
ing routes of type A (see Figure 3). Our data therefore doesumport the ‘road
climbing’ principle.

Since subjects could only perceive the landmark at theireotiposition, all
information necessary to plan the routes and all infornmatesponsible for the
observed region-effect had to be obtained from memory. €g®ns must there-
fore be represented in spatial memory. It remains an opestigneof how envi-
ronmental regions are represented in spatial memory, arthehthese regions
act on the planning mechanism itself. Below we discuss thossible hypotheses
(H1 - H3) or planning strategies, respectively, that cowdoant for the observed
region effect.

H1 - Distorted RepresentatioMultiple experiments have shown that regions
within an environment distort distance estimations (sé®duction). While dis-
tances of locations within the same region are systembtigatlerestimated, dis-
tances between locations in different regions are systeatigtoverestimated. If
such systematic distortions were encoded in spatial meragets that cross re-
gion boundaries would be over-represented as compareg&isthat do not cross
a region boundary. Therefore routes that cross fewer rdgpondaries would ap-
pear shorter than routes that cross more region boundMas. generally speak-
ing, crossing a region boundary imposes a cost on the system.

H2 - PersistenceSubjects tend to stay in their current region as long as pos-

sible. When navigating the symmetric test routes this wonnglicitly result in

a preference for routes that cross fewer region boundaegh a persistence
strategy could result from spatial priming. McNamara (1)98& shown stronger
priming between locations in the same region as comparextétibns that reside

in different regions. A hypothetical planning mechanismattspreads activation
through the neural substrate of spatial memory until rearttie target location
would therefore at first find routes that switch fewer rathantmore regions.

H3 - Hierarchical Planning.This hypothesis states that regions are explicitly
represented in the hierarchical representation of spateoutes with multiple
goals, the planning algorithm will start by selecting thetrgoal location. If the
next goal resides in a distant region, the algorithm willnpéaroute for fastest
access to that region, irrespective of where exactly théigdacated within that
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region. Such a planning mechanism makes use of the hiecaftctructure of
spatial memory and would lead to results like the ones pteden

These three strategies do result in different requirementthe spatial rep-
resentation and the planning strategy. While environmeaefgibns have to be
explicitly represented in spatial memory for tRersistenceand theHierarchi-
cal Plannirg - hypothesis, distortions of the memorized distances &éetvplaces
would account for th®istorted Representationhypothesis. In Experiment 2 we
will present data that allows to distinguish between théediint hypothesis.

4 Experiment 2

4.1 Purpose

In Experiment 1 we have shown an influence of regions withiararironment on
human route planning behaviour. Subjects preferred rahtgscrossed fewer re-
gion boundaries rather than alternative routes of equattenVe have discussed
three strategies that could account for the observed eftexperiment 2 is de-
signed to discriminate between these different strategiese the strategies lead
to different predictions in the navigation tasks, as exydibelow.

4.2 Methods
4.2.1 The Virtual Environment

The virtual environment consisted of two islands contajrsix places each. The
places were interconnected by roads within each island grmliiges between
the islands (see Figure 6) and could be identified by assatiahique landmarks.
While the landmarks of one island were all cars, the landmairkse other island
were of the category animals. This clustering of landmagkerging to the same
category, as well as the existence of two separated islalafisies two regions
within the environment and should therefore establishoregepresentations in
subjects’ spatial memory of the environment.

Landmarks were only visible when subjects were in closeiprity, and are
therefore referred to as pop-up landmarks. While subjectkladsually perceive
the streets, islands and places, they could only see onm&kdat a time.

4.2.2 Procedure

After the exploration- and training-phase subjects edténe test-phase. During
the test phase, subjects were asked to navigate the shpossble route from
a given starting place to a single target place. The targatepvas character-
ized by an image of the landmark associated with that targeep The image
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Figure 6. left: Schematic map of the experimental environment. Rlage dis-
played as numbered circles, streets and bridges are raepedday lines, the gray
rectangles represent the islands respectively the regmwidslle: bird’s eye view
of the environment; right: subject’s perspective with ajopplandmark (ape).

Figure 7. The square test-routes. The black square and circle refiretset-
and target-place, respectively. The square routes carabsiftéd as short routes
(type A) and long routes (type B and C). Type B and type C rodifésred in the
distance of starting and goal place from the region boundary

was superimposed on the screen. According to the spatifibocoation of start-

and target-place each navigation task could be assignetketofasix route-types.
Additionally the route types could be classified as belogdgmeither the square
test-routes (see Figure 7) or the rectangular test-rostesKigure 8).

We generated multiple routes of each route type by mirrattiegspecific con-
figuration along the horizontal, the vertical or both cetfiters of the environment
or by shifting start- and target place on the street grid. j&tb navigated four
routes of each route type in each of two experimental blodklng up to a total
of 48 test routes (see table 1 for detailed descriptions eftéilst routes). After
subjects completed a test-route they were teleported tsténeplace of the sub-
sequent test-route. For each route at least two optimatisnfuwere possible,
whose initial directions differed by 90 deg. The initial dé®y of the subjects was
in the middle of the route alternatives which therefore appeé at visual angles
45 deg left and 45 deg right.
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Figure 8. The rectangular test-routes. The black square and cirptesent start-
and target-place, respectively. While type D and type E mbigth cross the
region boundary, type F routes stays within a region. Typen® tgpe E routes
differ in the orientation of the long leg with respect to tiegion boundary.

C & G

Figure 9. The variants of type A and type E routes. By shifting the siad target
places about one grid point downward, we created variantgpef A and type E
routes with the same spatial configuration of start and tgigees but different
absolute positions. These variants were designed to ddotrpossible border
effects.
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Table 1:

Here for each route type all single test routes are listede Mhimbers correspond
to the places in the virtual environment. Note that type B1@ B routes provided
4 test routes only, that were repeated in each of the two éxetal blocks.

Route Type Start Place - Target Place
A 84, 456, 327, 725, 428, 733, 624, 57
8-0, 529, 622, 3»11
26, 925,028, 113
3-8, 526, 625, 823
722,81, 4-9, 3210, 4511, 7-0, 621, 5»10
322,928, 025, 6211, 829, 223,520, 1126

mmO|O| @

4.3 Predictions & Variable of Interest

The hypotheses discussed in section 3.6 lead to differexliqgirons for the navi-
gation behaviour in the current experiment. All route tyeshich subjects had
to cross the region boundary did in principle discriminadéween the different
strategies, as explained below.

H1 - Distorted Representatioifhe ‘Distorted Representation’ hypothesis does
not predict any systematic effect. Since subjects had tescomly one region
boundary on all optimal alternative routes, an over-regméed region boundary
does not result in alternatives with different length. Tikign contrast to Experi-
ment 1, in which the alternative routes crossed differentimers of region bound-
aries. This hypothesis predicts that subjects choose &% ¢he region boundary
sooner rather than later in 50% of the navigations.

H2 - Persistence.The Persistence strategy predicts that subjects stay iin the
current region as long as possible. That is to say, subjeeferfroutes that allow
to avoid the crossing of region boundaries as long as pessibl

H3 - Hierarchical Planning. The Hierarchical Planninghypothesis proposes
that subjects plan towards the target region rather thaartisthe target place.
Not until entering the target region do subjects plan theakthe route. This strat-
egy predicts that subjects approach the target on the rbateallows for fastest
access to the target region.

Variable of Interest.As pointed out above, the different strategies predict dif-
ferent navigation behaviour with respect to subjects’ epph to the region con-
taining the target place. Each route allowed for at leastditernative optimal
solutions. For each subject and each route type that cressgon boundary, we
evaluated subjects preference to approach the targetragitast as possible, by
choosing the alternative that allowed to enter the targgbresooner rather than
later.
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4.4 Statistical Analysis

See section 3.3 for details on the analysis.

4.5 Participants

Thirty subjects (14 female, 16 male) participated in theegixpent, they were
paid 8 Euro an hour. Subjects were mostly University stuglent

4.6 Results

Training routes. If a training route was not completed using one of the short-
est possible routes, the trial was recorded as an error,hengldining route was
repeated. On average subjects made 2.2 errors during thengrphase. Male
subjects produced less errors than females when navig#iing training routes
(male: 1.25 errors; females: 3.21 errors; Wilcox rank sustt g = 0.028).

4.6.1 Testroutes

PerformanceAll route types allowed for at least two alternative optirsalutions.
In 92.8% of the test-navigations subjects performed emee havigations, that
is to say they have found one of the alternative optimal muté/hile female
subjects navigated correctly in 90% of the trials, male actigj reached 95.3%
correct navigations (Wilcox rank sum test: p = 0.08). In otdereduce noise we
evaluate error-free navigations only.

Regions effectsBy pooling across type A,B,C,D and E routes (see Figure 7
and Figure 8) we evaluated, for all route types with startangd target-places in
different regions, how often subjects chose the alteradtiat allowed for fastest
access to the target region. Subjects chose the path tbaealfor fastest access
to the target region in 71.3 percent of the navigations (Wm signed rank test
against 50%: p =0.0001, see Figure 10). During the firstiikstk, subjects chose
to enter the target region sooner rather than later in 67 fA%edrials, during the
second test-block they did so in 74.4% of the trials (Wilcark sum test: p =
0.11, see Figure 10). Female and male subjects did not dhiffiéeir preference
for routes that allow for fastest access to the target refritade 71.4% crossing,
female 71.2% crossing).

Rectangular test routesin contrast to the square test routes, the rectangular
test routes have sides with different length (see FigureSBjice type F routes
did not cross the region boundary, they allowed to separatesaible influence
of the rectangular shape on route planning from any regifatest We evaluated
whether subjects showed a preference to first navigate tigdég or the short leg,
respectively (see Figure 12). With their first movement sieai subjects followed
the long leg of the route in 54.1% of the navigations (Wilcoxsigned rank test
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Figure 12. The rectangular type F routes do not cross the region botder (
long leg, SL = short leg). From the starting place (place 9pjects can decide
to go to place 10 (following the long leg) or to go to place Gl(faing the short
leg).

against chance level (50%): p = 0.35). That is to say, we didind a systematic
influence of the rectangular shape of type F routes on humaa pdanning.
Routes with targets at the riverside vs. targets at the osielen Irrespective
of the rectangular or square shape of the navigation tads&gest routes could be
differentiated into routes that had the target place latatethe riverside (target
place was 3,4,5,6,7,8; see TYPE A, C and D routes in FigureFHgure 8, re-
spectively) and routes that had the target place at the simkaof the environment
(target place was 0,1,2,9,10,11; see TYPE B and E routegiunré-i7 or Figure
8, respectively). Subjects’ preference to enter the tagggbn sooner rather than
later differed between these categories of routes (tatg@teaside: 63.8%, tar-
get at oceanside: 82.5%, Exact Wilcox rank sum tesk: 0.001, see Figure
11), subjects clearly showed a stronger preference in sowith the target at the
oceanside as compared to routes with the target at theideerstill for both of
the subgroups of routes (target at riverside, target atrsiga) subjects showed a
significant preference for routes that allowed for fasteseas to the target region
(Wilcoxon signed rank test against 50%xp0.01 and p< 0.001, respectively).
Border effects. A comparison of the two optimal solutions of e.g., type Al
routes (see Figure 9) shows a striking difference betweesethlternatives. The
route along the the border of the environment (along theesl#&;3,4) provides
less possible movement decisions than the alternativéi@ol(along the places
6,7,4). This difference results from the T-junction at gl&as compared to the
X-junction at place 7. While a T-junction at the most allows fbree possi-
ble movement directions, a X-junction allows for four mowhdecisions. One
might argue that this difference results in routes withattédit complexity. If sub-
jects took the complexity of alternative routes into acdaluring route planning,
they might have preferred routes along the border. Thisdoeffect’ would in
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fact add up to the observed region effects in some of thedagts. By comparing
subjects navigation strategies of routes of type Al and Elnagroutes of type
A2 and E2 (see Figure 9), we separate this possible bordmstéfom the region
effect. Subjects preferred routes that allowed for fastesess to the target region
in 76.1% of the navigations in routes of type Al and E1, thelysdi in 72.4% of
the navigation in routes of type A2 and E2 (Wilcox rank sunt:tps= 0.46, see
Figure 11). We could not find evidence for an influence of rewtéh different
complexity on route planning behaviour.

4.7 Discussion

When navigating routes with starting- and target-place ffedint regions, sub-
jects reliably preferred routes that allowed for fastesieas to the target region
above alternative routes. We have not found that the bordgreovirtual envi-
ronment or the different complexity of alternative routesspectively, influenced
subjects navigation behaviour. Also additional strategjle the Initial Segment
Strategy (Bailenson et al., 2000) could not account for #sults. The Initial
Segment Strategy (ISS) states that subjects prefer routeghe longest initial
straight segment above alternative routes. Contrary toesuits, the ISS predicts
that when navigating rectangular routes, subjects preféirst navigate the long
leg rather than the short leg.

Having ruled out these navigation strategies, we conclhde the observed
effect really is due to the regions we introduced in the emrnent. The results
of Experiment 2 are in line with the predictions for thiéerarchical Planning
hypothesis (H3), while they contradict thistorted Representatier(H1) and
Persistencénypothesis (H2). Thelierarchical Planninghypothesis predicts that
subjects choose a target region first, and then plan theie iawrder to access
the target-region as fast as possible (see section 4.3j &ptanning algorithm
would lead to the navigation behaviour observed during xpeement.

Depending on the position of the target place in the targgisn the magnitude
of the ‘region effect’ is modulated. If the target was locht the riverside the
effect was substantially smaller as compared to navigatidth the target at the
oceanside of the environment. This modulation might refleedifferent charac-
teristics of places at the region border (riverside) andehgaining places (ocean-
side). In our virtual environment all places at the regiondeo were also transits
to the other region. In more complex environments in which loas to plan routes
that pass through multiple regions, it can be important¢o plan where to enter
and where to leave regions. The entrances and exits of e¢@dso described
as gateways by Chown et al., 1995) might therefore be repiesdepecifically,
e.g., by explicitly representing the spatial relation @& fHaces that create transits
between regions. This kind of information would allow for avigation strategy
that could modulate the described ‘region-effect’. In &ddito planning towards
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the target region, subjects could also plan towards theitrdrat allows for direct
transfer to the target place. This might explain the weaKecefound for routes
with targets at the riverside.

5 General Discussion

We have presented two experiments that revealed an infludrex@vironmental
regions on human route planning and navigation behaviouExperiment 1 we
have shown that subjects minimize the numbers of region demigs they pass
by during a navigation. We have offered three alternativeotlyeses that could
account for the observed effect. Experiment 2 was designédstriminate be-
tween these hypotheses and showed that subjects entei@tsregntaining a tar-
get sooner rather than later. Results from both experimeets consistent with
the Hierarchical Planninghypothesis (H3) only. According to this hypothesis
human route planning takes into account region connegtmitd is not based on
place connectivity alone. This requires environmentabmegand spatial relations
among regions to be explicitly represented in human spagahory. This require-
ment is in line with hierarchical theories of spatial repmations. According to
these theories, places are grouped together to region$vidim higher level
nodes in a graph-like representation of space. Spatiglartaamong regions can
then be represented at the region level. lllustratiaf Figure 13 represents such
a hierarchical reference memory of the virtual environmesed in Experiment 1.

It should be noted at this point that the environments thatwsed for the
experiments consisted of clear cut regions. In real workdrenments region
boundaries are normally vaguely defined, as recently poiaté¢ by Montello,
Goodchild, Gottsegen, and Fohl (2003). Additionally, cets as represented in
spatial memory might overlap. For our analysis we have asduimat subjects
represented the regions we had introduced in the envirotsnaansuch in their
spatial memory. Indeed most subjects in Experiment 1 arslijects in Experi-
ment 2 reported in the debriefing sessions that they hadipedctine regions we
had introduced; subjects who did not perceive the differegibns in Experiment
1 did not show any ‘region effect’. However, we can not rule, dbat subjects
represented the regions somewhat differently.

According to the complexity of the environment and accaygdothe number of
targets, route planning can be a very complex task. Plaralgayithms that take
into account the hierarchies of spatial representaticsiglly use the abstraction
of spatial information at higher levels to reduce the coxipjeof a given planning
task.

For example, in “Traveller”, a computational model for leiag spatial net-
works (Leiser & Zilbershatz, 1989), routes to targets itadisregions are planned
by decomposing the search for a route into three sub-prablé from the start
location to the starting region’s centroid, i.e., an ofteésited and well known
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|

M = current position O = places/regions . = target places/regions

Figure 13. Generating a focal representation from hierarchical ezxfee mem-
ory, current ego-position and targets: lllustration a espnts the hierarchically
organized reference memory of the virtual environment usétkperiment 1. In
illustration b an observer (black rectangle) is placed a¢réam position within
the environment, also target places are superimposed orfitrence memory.
lllustration ¢ demonstrates the corresponding focal ration, that uses dif-
ferent levels of detail for close and distant places. Blaoied nodes and black
edges represent the active part of the representationarDiptaces are repre-
sented by their super-ordinate spatial entities, whilg atdse places, i.e., places
within the current regions, are represented at the finestutsn. The transitions
from places in one region to adjacent regions either have t@presented in the
hierarchical reference memory or have to be created whefiothérepresentation
is generated in working memory.
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place within that region; (ii.) from the centroid of the starting region to the cen-
troid of the target region; and (iii.) from the centroid oktkarget region to the
target location.

In coarse-to-fineoute planning, as e.g., proposed by Chown et al. (19959, firs
a coarse plan using higher levels of the spatial representistgenerated. Plans
formed at such levels are simple and easy to compute and suaflyirule out a
large number of sub-optimal paths. However, route plamaéarat high abstrac-
tion levels do not provide detailed instructions, as needseh making movement
decisions at choice points. Therefore each step of a colasénps to be broken
down and a fine route plan that allows for navigation has todreetated and re-
membered until the next point of the coarse route plan has tesched. This
coarse-to-finglanning algorithm is a representative of a larger classer&inchi-
cal planning schemes which is consistent with our data.

A cognitive model of ‘Hierarchical Route Planningrhe sketchedoarse-to-
fine algorithm assumes that a complete plan, however coarsenerated at the
beginning of a travel, that it is then stored in memory, arat this eventually
executed step by step. This algorithm has a large memorywbéd the process-
ing effort is rather low. However, if we assume that proaagsnay go on with
navigation, an algorithm with low memory load and highergassing load would
appear rather more attractive. Here we present an alteerratbdel where steps
are only planned one at a time and the memory load is minimizkd algorithm
relies on a working memory stage containing a detailed sgmigation at the cur-
rent position and a coarse representation of distant lmesitiWe therefore call it
thefine-to-coarselanning heuristic.

In contrast tocoarseto-fine algorithms, thefine-to-coarseplanning heuristic
uses different hierarchical levels of spatial memory stangously rather than
successively during route planning. This is achieved byrmteg the route in a
representation that uses fine-space information for ctsatibns exclusively and
coarse-space information for distant locations exclugiWe refer to such repre-
sentations afocal representationsThefocal representatiois a working memory
stage, generated from the full, hierarchical reference angrfor each combina-
tion of ego position and target locations, as illustratedrigure 13. Note that
in focal representationplaces in one region become connected to other regions,
representing transitions from the current region to adjaoegions. Such transi-
tions are not consistent with common definitions of hiermahrepresentations
of space, in which elements of a region are interconnectedéocanother and to
their super-ordinate region, but not to other super-odinegjions. However, the
transitions do not necessarily have to be represented gatlenm spatial memory,
but could be created when tfecal representatioiis generated in working mem-
ory. Transitions from places within the current region tgaadnt region entities
are crucial for thdine-to-coarselanning hypothesis, as explained below.

INote that this is not the standart definition of a centroid
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Figure 14. Fine-to-coarse route planning. left column: current stdtte navi-
gation task, superimposed on the spatial reference memadgie column: focal
representation, i.e., working memory used for planningtjgbinformation at dif-
ferent levels-of-detail is used simultaneously); righluoan: route section from
€go position to next target or region boundary. The routesleplayed by arrows
connecting places or region nodes. Operation (1) Gengridgal representation
from reference memory and targets and ego position as descim Figure 13.
Operation (2) route planning. Operation (3) traveling atecgection and restart
of planning cycle.
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Figure 15.A generic flow chart of théine-to-coarselanning heuristic.

Figure 14 and the flow chart in Figure 15 demonstratditieto-coarseplan-
ning heuristic in detail for one of the test routes used indekpent 1 (see type A
routes in Figure 3). The first step is to generafecal representatiofrom refer-
ence memory, current ego position and from the target(f)ehavigation task.
The shortest path towards the closest target place or teggitn, respectively,
is planned in thdocal representationHere a cost function has to be introduced
describing the relative costs of traveling within or betweegions. According
to how regions are represented in hierarchical spatial mgreq., by centroids
(Leiser & Zilbershatz, 1989) or by anchor points (e.g., Gelis; Golledge, Gale,
& Tobler, 1987), this cost function will vary. The transiti® between different hi-
erarchical levels allow a hypothetical planning mechartisat spreads activation
through thefocal representationto implicitly switch from fine-space informa-
tion (place-connectivity) to coarse-space informati@yion-connectivity), as the
distance from the current position increases. Any route plerived from focal
representations therefore has detailed instruction$octirrent region, allowing
to make immediate movement decision. The algorithm willcexe a single step
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of the route plan. If a target place was reached, the targetsliupdated, i.e.,
the target is removed from the target list. If the targetiBsempty, the naviga-
tion task is completed. Otherwise the algorithm will jumgkaupdate the focal
representation and replan in order to obtain the next stépeafavigation task.

Thefine-to-coarselanning heuristic is a cognitive model that describes a pos
sible use of the hierarchical structure in spatial memonhtonan route planning.
The core of thdine-to-coarselanning hypothesis is thfecal representatiothat
represents spatial information at different levels of dléda close and distant lo-
cations. A major advantage fifie-to-coarseoute planning is, that any route plan
generated in docal representatiorallows to make immediate movement deci-
sions. If only the next step is taken into account, as sugdeaibove, an agent
does not need to remember a planned path, but simply exezsiegle step of
the route plan and only upon encountering the next choiaat panew route plan
is generated. By this means the route is generated duririgatan.
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