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�e way people access resources, data and services, is radically changing using modern mobile technologies. In this scenario,
biometry is a good solution for security issues even if its performance is in�uenced by the acquired data quality. In this paper, a novel
embedded automatic 	ngerprint authentication system (AFAS) for mobile users is described. �e goal of the proposed system is
to improve the performance of a standard embedded AFAS in order to enable its employment in mobile devices architectures. �e
system is focused on the quality evaluation of the raw acquired 	ngerprint, identifying areas of poor quality. Using this approach, no
image enhancement process is needed a
er the 	ngerprint acquisition phase.�eAgility RC2000 board has been used to prototype
the embedded device. Due its di�erent image resolution and quality, the experimental tests have been conducted on both PolyU
and FVC2002 DB2-B free databases. Experimental results show an interesting trade-o� between used resources, authentication
time, and accuracy rate. �e best achieved false acceptance rate (FAR) and false rejection rate (FRR) indexes are 0% and 6.25%,
respectively. �e elaboration time is 62.6ms with a working frequency of 50MHz.

1. Introduction

�e growing number of mobile users has deeply in�uenced
scenarios such as commercial, banking, and government
applications. Due to the increasing security requirements, the
way people access information resources, data communica-
tion and processing, is radically changing [1, 2]. In this 	eld,
biometric recognition systems are a good solution for mobile
users authentication [3, 4].

Depending on the application context, a biometric recog-
nition system may be used as veri	cation or identi	cation
system. A veri	cation system checks the person’s identity
by comparing the captured biometric characteristic with
his/her own biometric template enrolled in the system. It
conducts a one-to-one comparison to determine whether the
identity claimed by the individual is true. An identi	cation
system recognizes the subject by searching the entire template
database for a match. It conducts one-to-many comparisons
and establishes person’s identity or fails if he/she is not
enrolled in the system database, without the subject having

to claim an identity. A biometric recognition system may be
further classi	ed as unimodal, when one ormore instances of
a single biometric trait (e.g., multiple impressions of a 	nger)
are processed.�e system is classi	ed as multimodal, when it
uses one or more instances of multiple biometric characteris-
tics (e.g., 	ngerprint and face images) [5]. Multialgorithmic
systems represent a particular multimodal systems class,
where the same biometric trait is processed with di�erent
algorithms [4].

To reduce the processing time in identi	cation systems,
biometric characteristics can be classi	ed in an accurate and
consistent way such that the input needs to be matched only
with a database subset. Fingerprint classi	cation, for example,
can be performed using a wide variety of algorithms, almost
all based on one or more of the following features: neural
network [6], Gabor 	lter and support vector machine [7],
genetic programming [8], singular points [9], and so forth.
Unfortunately, singular points are not always present in a
	ngerprint image (e.g., in the partially 	ngerprint image
acquisition). In that case, the approach proposed in [10] may
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be useful, where pseudosingularity points are detected and
extracted for 	ngerprints classi	cation and matching.

Biometric systems are a rapidly evolving technology in
mobile devices, with a very strong potential to be widely
adopted in a broad range of human scenarios. However, there
are many challenges to overcome in designing completely
automatic and reliable systems, especially when input data
are of poor quality. For example, 	ngerprint acquisitions not
correctly performed, because of skin humidity, impressing
pressure, large translation on sensor area, sensing mecha-
nism, and so on, could lead to the following issues [11]:

(i) quite di�erent ridges quality;

(ii) ridges and valleys pattern deformation;

(iii) insu�cient contrast;

(iv) small foreground area;

(v) inadequate overlapping area between di�erent images
although they are captured from the same 	nger.

In this paper, a novel embedded automatic 	ngerprint
authentication system (AFAS) for mobile users is described.
�e goal of the proposed approach is to improve the per-
formance of a standard embedded AFAS, in terms of used
resources, execution time, and working frequency, in order
to enable its employment in mobile devices architectures.
Starting from the work described in [12], focused only on
an advanced matching technique for partial 	ngerprints,
the novel embedded AFAS has been prototyped adding the
proposed 	ngerprint image quality evaluation module. �is
module is designed to 	nd ameasure that can characterize the
quality of raw 	ngerprint images, only using the information
achieved in the acquisition step. �e quality index calculates
and merges six di�erent global quality indexes based on
image contrast, ridges orientation certainty level, 	ngerprint’s
center position, impressing pressure, and 	ngerprint size over
the entire image. It is also specialized in identifying areas of
poor quality. If the image overcomes the quality constraints
only good areas are processed reducing the potential false
minutiae. Otherwise, if the image is rejected, the system
suggests to user a set of information about the not correct
acquisition step, helping him to follow correct guidelines to
obtain a better image quality in the next 	ngerprint acquisi-
tion task (Figure 1).

�e proposed AFAS architecture, designed for 	eld pro-
grammable gate array (FPGA) devices using pipeline tech-
niques and parallelisms to reduce the execution time, has
been prototyped on the Agility RC2000 development board,
equipped with a Xilinx Virtex-II xc2v6000 FPGA [13]. To
evaluate the e�ectiveness of the proposed approach, three
tests have been conducted starting from two di�erent free
databases, chosen for their di�erent characteristics in terms
of resolution and quality.

�e AFAS described in [14] has been extended with
the proposed 	ngerprint image quality evaluation module.
Experimental trials on the FVC2002 DB2-B database [15]
show that the accuracy performance has been strongly
increased. �en, the matching algorithm has been replaced
with the advanced technique for partial 	ngerprints proposed

Suggestions 
feedback

Fingerprint

acquisition

good areas

is centered

User 
authentication 

module

Image quality 
evaluation 

module Quality level

Figure 1: Image quality evaluation module classi	es the 	ngerprint
image quality and identi	es high quality areas. It checks if the
	ngerprint is centered over the image. If an image is rejected, a
suggestions feedback is given, to the user for the next 	ngerprint
acquisition tasks.

in [12]. Experimental results on the PolyU database [16]
show an interesting trade-o� between required hardware
resources, authentication time, and accuracy rate. Finally,
the 	ngerprint image quality evaluation module has been
replaced with a preprocessing task to enhance 	ngerprint
images, a Gabor 	lter, and the system has been tested on
the same PolyU database. �e obtained experimental results
show the validity of the proposed novel AFAS.

�e paper is structured as follows. Section 2 reports the
main literature works on 	ngerprint image quality evaluation
methods. Section 3 describes the proposed novel 	ngerprint
authentication system. Section 4 outlines the experimental
results. Finally, conclusions are reported.

2. Remarks on Fingerprint Image Quality
Evaluation Methods

One of the main techniques to test the performance of an
automatic 	ngerprint recognition system relies heavily on
the quality analysis of the acquired 	ngerprint image [17].
In literature many researchers have studied, proposed, and
implemented di�erent methods for evaluating the images
quality, using, for example, arti	cial neural networks, micro-
and macrofeatures analysis, and texture feature estimates.

In [11] the authors propose a hybrid scheme to measure
the quality of 	ngerprint images by combining both local and
global characteristics. It uses not only local texture features
but also some global factors such as the standard deviation of
Gabor features, the foreground area and central position, the
number of minutiae, and the existence of singular points.�e
authors de	ne seven quality indexes and also two weighting
methods, an overlapping area based method and a linear
regression method, for computing the correlation between
the 	nal quality value and each quality index.

In [18] the authors present a fast 	ngerprint enhancement
algorithm, based on the estimated local ridge orientation and
frequency, which can adaptively improve the clarity of ridge
and valley structures of input 	ngerprint images. It models
the ridge and valley patterns as a sinusoidal wave and then
calculates the amplitude, frequency, and variance of the wave
to determine the quality of the 	ngerprint regions.

In [19] the authors de	ne amethod not aimed at selecting
images of good visual appearance but aimed at identifying
poor quality as well as invalid 	ngerprints for automatic
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	ngerprint identi	cation systems. It analyzes the image in the
spatial domain and uses the orientation certainty to certify
the localized texture pattern, while it uses ridge and valley
structure to detect invalid images.

In [20] the authors implement an e�ective quality clas-
si	cation method for 	ngerprint images based on neural
networks. It uses e�ective area, energy concentration, spatial
consistency, and directional contrast as quality indexes. A
comparison with individual quality index thresholding and
linear weighted summethod, on a private database, shows the
higher quality classi	cation accuracy of their method.

In [21] the authors describe a novelmethod for estimating
the quality of 	ngerprint images using both local and global
analyses.�ey propose a fusion method mixing the informa-
tion from ridge and valley line resolution, 	ngerprint area,
and gray levels average and variance, using the golden section
method to select the relevant weights value.

In [22] the authors propose a novel quality-checking
algorithm which considers the condition of the input 	n-
gerprints and the orientation estimation errors. First, the
2D gradients of the 	ngerprint image is separated into two
sets of 1D gradients, and then the shape of the probability
density functions of these gradients is measured in order to
determine the 	ngerprint quality.

In [23] the authors present an image quality assessment
technique for a novel 	ngerprint multimodal algorithm to
provide high accuracy under nonideal conditions. It uses
the redundant discrete wavelet transform to assess the
image quality, for high resolution 	ngerprint databases, by
determining the presence of noise, smoothness, and edge
information in a 	ngerprint image. Successively, in [24] the
authors extend this technique designing a local image quality
assessment algorithm. �ey use it as the 	rst step of a novel
algorithm for fast extraction and identi	cation of level-3 fea-
tures, such as pores, ridge contours, dots, and incipient ridges.

A
er an exhaustive analysis of the above described
methods for 	ngerprint image quality evaluation and in order
to achieve the best trade-o� between execution time and used
resources for embedded devices, a mixed method has been
designed and integrated in the proposed novel embedded
AFAS. It is based on a 	ngerprint image global analysis in the
spatial domain and inspired by works described in [11, 19].

3. The Proposed Novel Embedded Fingerprint
Authentication System

�e proposed minutiae based AFAS is focused on the
acquired raw image quality evaluation identifying poor
quality areas, such as dry and moist portions, in order to
overcome the common problems in wrong acquisitions on
mobile devices. �e system checks if the distance between
image center and the 	ngerprint center coordinates is lower
than an experimental 	xed threshold in order to extract
the maximum number of corresponding minutiae. If this
condition is veri	ed and the image overcomes the quality
constraints, only high quality image portions are processed.
Otherwise, the image is rejected and the system gives to
the user suggestion feedbacks about the wrong acquisition
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Figure 2: System’s components: the user interface (UI), the acquisi-
tion module (AM), and the processing module (PM).

step, helping him to obtain a better image quality in the
next 	ngerprint acquisition task. In addition, an advanced
matching technique for user recognition, based on partial
	ngerprints, is performed to improve system accuracy [12].
�is technique calculates a likelihood ratio by trying every
possible overlap of the acquired 	ngerprint with the enrolled
one.�e rototranslation parameters computation is based on
the similar minutiae pairs identi	cation belonging to both
	ngerprints.

Considering the functionalities of the proposed system,
three main components can be identi	ed: the interface mod-
ule (IM), which enables the user to interact with the system,
the acquisition module (AM), which deals with the 	nger-
print image acquisition, and the processing module (PM),
based on the FPGA processing engine implementing the au-
thentication phase (Figure 2).

Using the proposed PM, no image enhancement a
er 	n-
gerprint acquisition is performed. �erefore, a considerable
saving in terms of execution time and hardware resources has
been achieved with respect to a standard AFAS implementa-
tion.Withmore details, the proposedAFAS requires an image
quality evaluation module, including a binarization module,
a thinningmodule, a feature extractionmodule, an alignment
module, and, 	nally, a matching module. Despite a standard
AFAS implementation no normalization, enhancement, 	eld
orientation, 	ltered orientation and, smoothing tasks are
required (Figure 3).

In the following subsections the main submodules of the
proposed novel AFAS will be described.

3.1. Image Quality Evaluation Module. �is module, inspired
by works described in [11, 19], evaluates the 	ngerprint image
quality through a global analysis in the spatial domain. With
more details, it analyzes the image by blocks, calculates the
	ngerprint central position, identi	es the dry and moist
blocks, and classi	es the image quality into two levels.

Figure 4 shows the architecture of the proposed module,
while the following subsections describe each submodule.

3.1.1. Blocks Generator Submodule. �is submodule reads a
gray levels 	ngerprint image from the on-board memory,
divides it into an ideal grid of � = �� ∗ �� nonoverlap-
ping blocks, and sends them, pixel by pixel, to the Finger-
print Quality Level Evaluator submodule. Each block has a
	xed size depending on the used database: 30 × 30 and
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Figure 3: Comparison between the proposed AFAS (on the le
) and the standard AFAS (on the right).

40 × 40 pixels for the FVC2002 DB2-B and the PolyU
database, respectively.�is system also counts the blocks sent
and sets the new block signal when the last pixel of the current
block is sent.

3.1.2. Fingerprint Quality Level Evaluator Submodule. �is
submodule identi	es the dry and moist 	ngerprint portions
allowing the subsequent features extraction task to discard
them in order to reduce the potential false minutiae number.
In concurrent way, the submodule checks if the 	ngerprint
is centered over the image and calculates six indexes, each
measuring an image qualitative characteristic. It performs a
linear combination of them obtaining the 	nal quality index.
Finally, it classi	es the image quality into two classes.

In the following subsections, the Fingerprint Qual-
ity Level Evaluator submodules are described.

(1) Image Blocks Analyzer Submodule.�is submodule is able
to process block by block the 	ngerprint image. For each
block it calculates, in a concurrent way, the following features:

(i) max and min gray level: these local values are used
to calculate the global max and min gray level of the
entire image;

(ii) gray levels average and variance: these values are used
to classify blocks as foreground/background and as
dry/moist/good;

(iii) ridges orientation certainty level (ocl): this value,
only for foreground blocks, is added to the ocl accu-
mulator signal, subsequently used for the calculation
of the 2nd index.

A
er that, in a concurrent way, it identi	es the 	ngerprint
high quality areas and calculates the 	ngerprint central

position. �e following subsections describe the main sub-
modules of the proposed Image Blocks Analyzer submodule.

Orientation Certainty Level Calculator Submodule. A 	nger-
print image block generally consists of ridges separated by
valleys with the same orientation. Ridges and valleys constant
structure and regular orientation can be used to evaluate
the quality of each considered block. �ey are analytically
calculated through the gradient of the gray levels along the� and � directions of a pixel [19]. �e covariance matrix � of
the gradient vector for an image block of� points is given by

� = �{[����] [�� ��]} = [� �� �] , (1)

where

� {∙} = 1�∑
�

∙ . (2)

�e ridges orientation certainty level (ocl) is calculated as
shown in

ocl = 100 ∗ (� + �) − √(� − �)2 + 4�2
(� + �) + √(� − �)2 + 4�2 . (3)

With low (high) ocl values, the local structure and orientation
of ridges and valleys are very regular (irregular), and therefore
the block has good (wrong) quality (Figure 5). With more
details, this submodule is further composed of two submod-
ules, implementing a two-stage pipeline (Figure 6).While the
	rst submodule calculates the covariance matrix� of block �,
the second submodule calculates the ocl value of �-1 block.
Average Calculator and Variance Calculator Submodules.
Average and variance are important characteristics for
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Figure 4:�e proposed architecture evaluates the 	ngerprint image quality level. Fingerprint quality evaluator module is composed of image
blocks analyzer submodule, indexes calculator submodule, and quality level evaluator submodule. �e Image Block Analyzer submodule is
composed of Max Min Level Calculator submodule, Orientation Certainty Level Calculator submodule, Average Calculator submodule,
Variance Calculator submodule, Block Analyzer submodule, and Fingerprint Center Calculator submodule.

evaluating the block quality: averagemeasures the luminosity,
while variance measures the contrast. A low average value is
linked to a block prevalently containing ridges (because it is
dark), while a low variance value entails that the block does

not contain any useful portion of the 	ngerprint (because it
has a low contrast).

�e Average Calculator submodule stores the incoming
block pixels on a shi
 register and sends the pixels of
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the previous block in order to achieve the best trade-o�
between requested resources and execution time.

Block Analyzer Submodule. �e ocl characteristic is not suf-
	cient to quantify the clearness of the 	ngerprint ridges and
valleys patternwhen the skin humidity is also considered. For
a moist block the ridges are too thick, since it has low average
value. On the other hand, the ridges are too thin for a dry
block, since it has a high average value. So, the average value
is heavily in�uenced by the background gray level intensity
(Figure 7). In this work, the gray level intensity of the image
background is 	xed to be the average value of the 	rst image
block, since it does not usually contain part of the 	nger-
print. If the block contains part of the 	ngerprint (i.e., the
	ngerprint covers the entire image) the background gray level
is assumed as dark.

�is submodule compares the average value of the 	rst
block with an experimental 	xed threshold classifying the
background as dark or bright and setting moist and dry
thresholds.�ese values are experimentally 	xed and depend
on the used database. For example, on the FVC2002 DB2-B,
the dry thresholds are 140 and 180 for bright and dark back-
ground, respectively, while the moist thresholds are 80 for
dark background and 100 otherwise. Successively, it classi	es
each block as foreground or background using the incoming
variance value.�e foreground threshold is not in�uenced by
the background gray level and it is experimentally 	xed to
190.

Bright background Dark background

Avg = 162 Avg = 255 Avg = 64 Avg = 84 Avg = 145 Avg = 89

Var = 4514 Var = 997 Var = 1885 Var = 3348 Var = 530 Var = 1299

Figure 7: Examples of average and variance values with dark and
bright background.

Fingerprint Center Calculator Submodule. �is submodule
calculates, in a concurrent way, the 	ngerprint central posi-
tion (Figure 8). It checks if the considered block belongs to the
column��/2,��/4, or 3��/4. If so then, if it is of foreground,
a value equal to the block size is added to the relevant column
foreground accumulator (an accumulator for each considered
column); otherwise only if this accumulator value is zero, the
same value is added to the relevant column background accu-
mulator (i.e., the background blocks below the 	ngerprint
are discharged). Concurrently, the same check is performed
on the rows ��/2, ��/4, or 3��/4, and, in the same way,
the relevant row background or foreground accumulator is
increased. Finally, for the last block, the column foreground
accumulator with the highest value is selected and the �-
coordinate of the 	ngerprint’s center is calculated as the sum
of the half value stored in the selected foreground accumula-
tor and the relevant column background accumulator value.
Concurrently, the �-coordinate of the 	ngerprint’s center is
calculated in the same way.

(2) Indexes Calculator Submodule. Among common quality
indexes present in literature and reported in the related works
section, this subsystem concurrently calculates six global
indexes, designed in order to realize a module reducing
used resources and execution time. To make all indexes
compatible, they have normalized in the range of [0, 100].
High index value entails a good image quality.

Index1 Calculator Submodule. �e 	rst index measures the
contrast between 	ngerprint and background. �is value is
calculated as the di�erence between the maximum and the
minimum gray level value of the entire image:

index 1 = 100 ∗ (max gl −min gl)
255 . (4)

Index2 Calculator Submodule. �e second index extends to
the whole image the considerations about the block orienta-
tion certainty level estimation, thus globally measuring the
clarity and continuity of ridges and valleys orientation. It
is calculated by averaging all the ocl values relating to only
foreground blocks:

index 2 = 100 − ocl accumulator

foreground blocks
. (5)

Index3 Calculator Submodule. �e third index measures the
humidity of the entire image and it is calculated as the ratio
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between the number of moist blocks and the number of
foreground blocks:

index 3 = 100 − (100 ∗ moist blocks

foreground blocks
) . (6)

Index4 Calculator Submodule. �e fourth index measures
the dryness of the entire image and it is calculated as the
ratio between the number of dry blocks and the number of
foreground blocks:

index 4 = 100 − (100 ∗ dry blocks

foreground blocks
) . (7)

Index5 Calculator Submodule. �e 	
h index measures the
image area occupied by the foreground blocks. It is an
estimate of the 	ngerprint size over the entire image and it
is calculated as the ratio between the number of foreground
blocks and the total number of blocks:

index 5 = 100 ∗ foreground blocks� . (8)

Index6 Calculator Submodule. �e sixth index measures the
position of the 	ngerprint over the entire image: too large
translation caused by human behavior can generate an
insu�cient overlapping area between images captured from
the same 	nger. It is calculated as the average of two values,�6� and �6�:

index 6 = �6� + �6�2 (9)

with

�6� = 100 − (100 ∗
�������� − ����������� ) ,

�6� = 100 − (100 ∗
�������� − ����������� ) ,

(10)

where ��� and ��� are the coordinates of the 	ngerprint’s
center, while ��� and ��� are the coordinates of the image’s
center.

In addition, this subsystem checks if the distance between
the respective coordinates of the image’s center and the
	ngerprint’s center is lower than a threshold (experimentally
	xed to 100) and then sets the is centered signal.

(3) Quality Level Calculator Submodule. First, this subsystem
calculates the 	nal 	ngerprint quality index as linear com-
bination of the previous six indexes. As described in [11],
a linear regression method is used for weights calculation.
�ey are experimentally determined by performing tests to
observe the behavior of the change in the 	nal quality index
while one index is changing and the others are constant.
Experimental results show that the most relevant indexes
are ocl, 	ngerprint moisture, and 	ngerprint dryness. �en,
by comparing the 	nal quality index value with a threshold
(experimentally 	xed to 65), this subsystem classi	es the
image quality level as Good or Bad. Finally, the subsequent
tasks are performed only if the quality is Good and the
	ngerprint is centered over the image.

3.2. Binarization Module. �is module gives out an image
where pixels assume a binary value: white as background
and black as foreground (Figure 9). Binarization is performed
using the local gray range technique described in [25]. In this
adaptive technique the threshold is set at the average of the
maximum and minimum gray values in a local window of
size 9 × 9.

3.3. �inning Module. �is module reduces the ridge thick-
ness to the unitary value (Figure 10), using the Zhang-
Suen algorithm described in [26]. For the realization of the
thinning algorithm on FPGA, a 3 × 3 mask has been used in
order to implement a two-stage pipeline.

3.4. Features ExtractionModule. For theminutiae extraction,
the algorithm proposed in [14] has been optimized and
extended: in order to reduce the system execution time and
the potential falseminutiae, only the good areas, computed by
the image quality evaluation module, of a central area of 240× 320 pixels, are processed.�e proposed approach improves
the performance of a standard embedded AFAS, such as
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Figure 9: Example of 	ngerprint binarization.

Figure 10: Example of 	ngerprint thinning.

would a Gabor 	ltering process in order to reconstruct the
poor quality areas. Figure 11 shows the minutiae extracted
using the Gabor 	lter, to reconstruct image areas of poor
quality, and using the image quality evaluation, to discard
those areas. As depicted, the Gabor 	lter approach introduces
two false bifurcations and discards two terminations, while
the proposed approach discards two bifurcations and one
termination.

3.5. Alignment and Matching Modules. �e computation of a
likelihood ratio in 	ngerprint authentication is obtained by
trying all the possible overlapping of the acquired 	ngerprint
with the one enrolled in the system [12]. �e rototranslation
parameters computation is based on the identi	cation of
two similar pairs of minutiae belonging to both 	ngerprints
(Figure 12). A threshold (experimentally 	xed to 175) based
on Euclidean distance is used to generate the minutiae pairs.

First, rototranslation parameters are computed only if the
value of Euclidean distance between each minutiae pair of
both 	ngerprints is lower than a threshold (experimentally

	xed to 20). �e rotation parameter is based on the dif-
ferences between the corresponding angles in the selected
minutiae pairs. If the gap between each of these di�erences
with respect to the other is lower than a threshold (experi-
mentally 	xed to 1.5) the rotation parameter is the average
of the calculated di�erences. In the same way, the translation
parameter is based on the di�erences between the respective
Cartesian coordinates in the selected minutiae pairs. If the
gap between each coordinate distance is lower than a thresh-
old (experimentally 	xed to 30) the translation parameter is
the average of the respective calculated di�erences.

�en, the rototranslation is performed and, for each
minutia, di�erences between respective coordinates �-�
(di���) and angles (di�theta) are calculated. Only when these
di�erences are lower than two thresholds (��threshold and
thetathreshold, experimentally 	xed to 15 and 0.785, resp.) a 	rst
partial score is obtained and normalized in the range of [0, 1].
�e complete score is calculated as

s� = 0.75 ∗ (1 − max (di���)��threshold

)

+ 0.25 ∗ (1 − max (di�theta)
thetathreshold

) ,
(11)

where higher importance has been made to the di�erences
between respective coordinates rather than to angles, due to
rounding problems on data.

Finally, among all complete scores, only the greater is
considered. �erefore, the 	nal matching score is calculated
adding the 12 highest obtained scores. In accordance with the
USA guidelines in the forensic 	eld, when two 	ngerprints
have a minimum of 12 corresponding minutiae, these are
regarded as coming from the same 	nger [27].

4. Experimental Results

�eproposed approach introduces interesting characteristics
for mobile devices. �e architectural implementation on
FPGA, considering its working frequency (50MHz), achieves
the performance of the highly competitive systems, realizing
a good trade-o� between accuracy rate, used resources, and
execution time. To evaluate the accuracy performances of
the proposed authentication system, the well-known false
recognition rate (FRR) and false acceptance rate (FAR)
indexes have been used and two di�erent free databases with
di�erent characteristics in terms of resolution and quality
have been used.

�e following subsections report the used databases
and datasets description, the execution time, the required
hardware resources, and the authentication performance of
the proposed AFAS.

4.1. Databases Description

4.1.1. FVC2002 DB2-B Database. �is free downloadable
database has been made available for the second edition of
the international 	ngerprint veri	cation competition [28].
It contains 80 	ngerprint images of 296 × 560 pixels, with
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(a) (b) (c)

Figure 11: (a) Image 2 1 5 from PolyU database; (b) minutiae extracted with a Gabor 	lter and without the image quality evaluation; (c)
minutiae extracted with the image quality evaluation and without a Gabor 	lter.

Enrolled

Template Pairwise similarity

Alignment Correspondence

Score2 1131

Figure 12: Rototranslation parameters computation.

a resolution of 569 dpi. �e images has been acquired from
10 users (8 acquisitions for user of the same 	nger), via the
scanner Biometrika FX2000 [29], with a maximum rotation
of about 35 degrees between impressions (Figure 13).

4.1.2. PolyU Database. �is free downloadable database has
been built at the Hong Kong Polytechnic University [16]. It
contains 1480 	ngerprint images of 480 × 640 pixels, with a
resolution around 1,200 dpi of 148 users (10 acquisitions for
user of two 	ngers, Figure 14). Each image name has been
described using three numbers in the following way: 	rst
number represents the user, second number represents the
	nger, and third number represents the di�erent acquisition.

4.1.3. Datasets Description. Starting from the above descrip-
tion databases, two di�erent datasets have been built:

(i) the dataset1 has been generated using the entire
FVC2002 DB2-B database (10 users, 8 acquisitions for
user);

(ii) the dataset2 has been generated using a consistent
subset of the PolyU database (100 users with 5 acqui-
sitions for user of the same 	nger).

Table 1: FAR and FRR indexes of the three performed tests.

Test number FAR FRR

1. 0% 6.25%

2. 0% 8.00%

3. 0% 9.00%

4.2. Authentication Performance. Starting from the AFAS
described in [14] and used as comparison, three di�erent tests
have been conducted:

(1) the AFAS has been extended with the proposed 	n-
gerprint image quality evaluation module and tested

on the dataset1;

(2) the AFAS has been extended with the proposed 	n-
gerprint image quality evaluation module and, more-
over, the matching algorithm has been replaced with
the advanced technique, based on partial 	ngerprints,
proposed in [12] and tested on the dataset2;

(3) the AFAS has been extended with a preprocessing
task, based on the Gabor 	lter, to enhance 	ngerprint
images and, moreover, the matching algorithm has
been replaced with the advanced technique, based on
partial 	ngerprints, proposed in [12] and tested on the
dataset2.

Table 1 illustrates the authentication performance in
terms of FAR and FRR indexes for the three performed tests.

4.3. Execution Time. �e following tables (Tables 2, 3, and 4)
and Figure 15 illustrate the elaboration times, for the three
performed tests, required by each single task, with a working
frequency of 50MHz.
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(a) (b)

Figure 13: Two example images of the FVC2002 DB2-B acquired by Biometrika FX2000 sensor.

(a) (b)

Figure 14: Two example images of the Hong Kong Polytechnic University.

Table 2: Execution times of test number 1.

Task Execution time (msec)

Image quality evaluation 3.9

Binarization 2.2

�inning 39.0

Minutiae extraction 13.7

Matching 3.8

Total 62.6

4.4. Hardware Resources. �e following tables (Tables 5, 6,
and 7) depict the required hardware resources, for the three
performed tests, used by each single task on the Agility

Table 3: Execution times of test number 2.

Task Execution time (msec)

Image quality evaluation 3.9

Binarization 2.2

�inning 39.0

Minutiae extraction 13.7

Matching 2.35 × 103

Total 2.4 × 103

RC2000 development board. Figure 16 illustrates the total
used hardware resources for the three performed tests.



Mobile Information Systems 11

1.0

10.0

100.0

1000.0

10000.0
Im

ag
e 

q
u

al
it

y

G
ab

o
r 

�
lt

er

B
in

ar
iz

at
io

n

�
in

n
in

g

M
in

u
ti

ae
 e

xt
ra

ct
io

n

M
at

ch
in

g

T
o

ta
l

3.9

2.2
39.0

13.7
3.8

62.6

3.9
2.2

39.0

13.7

2350.0 2408.8

2402.1

2.2

39.0
13.7

2350.0 4807.0

Execution times

Test number 1

Test number 2

Test number 3

ev
al

u
at

io
n

(m
se

c)

Processing tasks

Figure 15: Elaboration times required by each processing task for
the three performed tests.

Table 4: Execution times of test number 3.

Task Execution time (msec)

Gabor 	lter 2.4 × 103

Binarization 2.2

�inning 39.0

Minutiae extraction 13.7

Matching 2.35 × 103

Total 4.8 × 103

4.5. Discussion and Comparisons. User authentication is one
of the most challenging issues for system and network secu-
rity. A robust authentication mechanism is based on the use
of biometric access control methods, processing one or more
biometrics (such as a 	ngerprint).�ere aremany approaches
to deal with 	ngerprint veri	cation. In recent literature publi-
cations, few 	ndings have been on design and prototyping of
an embedded biometric recognizer. For example, in [30] the
authors proposed an implementation of a hardware identi	-
cation system. However, the 	ngerprint matching phase was
not developed and presented, so that no direct comparison
with this work can be addressed. �e remaining 	ngerprint
processing tasks had been implemented in a FPGA device
with a clock frequency of 27.65MHz and a processing time of
589.6ms. Compared with this system, the achieved execution
times denote high performance levels. In [11] the authors use
local texture features as well as some global factors such as the
standard deviation ofGabor features, the foreground area and
central position, the number of minutiae, and the existence
of singular points. �ey produce a good analysis about
equal error rate (EER) for three databases: FVC2002 DB2A,
Fujitsu database, and FVC2002 DB4A. In [18] the authors
have developed a so
ware fast 	ngerprint enhancement
algorithm which can adaptively improve the clarity of ridge
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Figure 16: Used hardware resources, for the three performed tests.

and valley structures based on the local ridge orientation
and ridge frequency. Experimental results show that their
enhancement algorithm is capable of improving both the
goodness index and the veri	cation performance. �e whole
execution time of the enhancement algorithm on a Pentium
200MHZ is 2.49 sec, with FAR = 0.01% and FRR = 27%
(without enhancement) and FRR = 9% (with enhancement)
using the MSU 	ngerprint database (700 live-scan images;
10 per individual each). In [23, 24] the authors present an
image quality assessment so
ware technique for a novel
	ngerprint multimodal algorithm to provide high accuracy
under nonideal conditions. �eir study was based on a small
number of minutia features. �is is likely to be the case with
latent 	ngerprints collected at a crime scene. Speci	cally, the
performance of their fusion algorithm is studied when the
number ofminutiae is between 5 and 10. Experimental results
show that while the performance of existing fusion algorithm
decreases if compared to the performance of complete rolled
	ngerprints, the proposed approach is able to compensate
for the limited partial information. �e approach shows
FRR between 91.35% and 97.98% with FAR = 0.01%, using
a comprehensive database with rolled and partial 	ngerprint
images of di�erent quality and arbitrary number of features.

5. Conclusion

In this work a novel embedded AFAS improving the per-
formance in terms of both used resources and execution
time has been proposed. It is focused on the raw image
quality evaluation of the acquired 	ngerprint, identifying
areas of poor quality. It is designed to 	nd a measure to
characterize the quality of raw 	ngerprint images, using only
the information obtained in the acquisition step. In addition,
an advanced matching technique for user recognition using
partial 	ngerprints has been developed to increase system
accuracy.�e best achieved FAR and FRR indexes are 0% and
6.25%, respectively. �e required elaboration time is 62.6ms
with a working frequency of 50MHz.
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Table 5: Used resources of test number 1.

Resource type Image quality evaluation Binarization �inning Minutiae extraction Matching

Slices 5.83% 0.14% 0.67% 21.80% 0.34%

Multiplier blocks 4.17% 0.00% 0.00% 19.44% 0.69%

RAM blocks 0.69% 0.69% 0.69% 14.58% 6.25%

IOBs 4.98% 4.98% 0.00% 0.00% 10.57%

Table 6: Used resources of test number 2.

Resource type Image quality evaluation Binarization �inning Minutiae extraction Matching

Slices 5.83% 0.14% 0.67% 21.80% 65.97%

Multiplier blocks 4.17% 0.00% 0.00% 19.44% 1.39%

RAM blocks 0.69% 0.69% 0.69% 14.58% 0.69%

IOBs 4.98% 4.98% 0.00% 0.00% 10.57%

Table 7: Used resources of test number 3.

Resource type Gabor 	lter Binarization �inning Minutiae extraction Matching

Slices 11.41% 0.14% 0.67% 21.80% 65.97%

Multiplier blocks 2.78% 0.00% 0.00% 19.44% 1.39%

RAM blocks 1.39% 0.69% 0.69% 14.58% 0.69%

IOBs 4.98% 4.98% 0.00% 0.00% 10.57%

�e proposed prototype has been implemented on the
Agility RC2000 development board, addressing interesting
characteristics for security in mobile device applications and
enabling its use in commercial, banking, and government
scenarios.

Conflict of Interests

�e authors declare that there is no con�ict of interests
regarding the publication of this paper.

References

[1] Apple Inc., http://support.apple.com/kb/HT5883.

[2] Samsung, http://www.samsung.com/it/consumer/mobile-devi-
ces/smartphones/smartphones/SM-G900FZKAITV-spec.

[3] C.Militello, V. Conti, F. Sorbello, and S. Vitabile, “An embedded
iris recognizer for portable and mobile devices,” International
Journal of Computer Systems Science and Engineering, vol. 25,
no. 2, pp. 119–131, 2010.

[4] V. Conti, C.Militello, F. Sorbello, and S. Vitabile, “Amultimodal
technique for an embedded 	ngerprint recognizer in mobile
payment systems,” International Journal of Mobile Information
Systems, vol. 5, no. 2, pp. 105–124, 2009.

[5] D. Maltoni, D. Maio, A. K. Jain, and S. Prabhakar, Handbook of
Fingerprint Recognition, Springer, New York, NY, USA, 2003.

[6] V. Conti, C.Militello, F. Sorbello, and S. Vitabile, “An embedded
	ngerprints classi	cation system based on weightless neural
networks,” Frontiers in Articial Intelligence and Applications,
vol. 193, no. 1, pp. 67–75, 2009.

[7] D. Batra, G. Singhal, and S. Chaudhury, “Gabor 	lter based
	ngerprint classi	cation using support vector machines,” in
Proceedings of the IEEE 1st India Annual Conference ( INDICON
’04), pp. 256–261, December 2004.

[8] J. Hu and M. Xie, “Fingerprint classi	cation based on genetic
programming,” in Proceedings of the 2nd International Confer-
ence on Computer Engineering and Technology (ICCET '10), vol.
6, pp. 193–196, Chengdu, China, April 2010.

[9] A. Tariq, M. U. Akram, and S. A. Khan, “An automated system
for 	ngerprint classi	cation using singular points for biometric
security,” in Proceedings of the International Conference for
Internet Technology and Secured Transactions (ICITST ’11), pp.
170–175, December 2011.

[10] V. Conti, C. Militello, F. Sorbello, and S. Vitabile, “A frequency-
based approach for features fusion in 	ngerprint and iris multi-
modal biometric identi	cation systems,” IEEE Transactions on
Systems, Man and Cybernetics Part C: Applications and Reviews,
vol. 40, no. 4, pp. 384–395, 2010.

[11] J. Qi, D. Abdurrachim,D. Li, andH. Kunieda, “A hybridmethod
for 	ngerprint image quality calculation,” in Proceedings of
the 4th IEEE Workshop on Automatic Identication Advanced
Technologies, pp. 124–129, October 2005.

[12] V. Conti, G. Vitello, F. Sorbello, and S. Vitabile, “An advanced
technique for user identi	cation using partial 	ngerprint,” in
Proceedings of the 7th International Conference on Complex,
Intelligent, and So�ware Intensive Systems (CISIS ’13), pp. 236–
242, July 2013.

[13] Xilinx Inc, http://www.xilinx.com/support/documentation/
data sheets/ds031.pdf.

[14] V. Conti, S. Vitabile, G. Vitello, and F. Sorbello, “An embedded
biometric sensor for ubiquitous authentication,” in Proceedings
of the AEIT Annual Conference: Innovation and Scientic and
Technical Culture for Development, October 2013.

[15] FVC Databases, http://bias.csr.unibo.it/fvc2002/databases.asp.

[16] PolyUDatabase, http://www4.comp.polyu.edu.hk/∼biometrics/
HRF/HRF old.htm.

[17] E. Tabassi, C. Wilson, and C. Watson, “Fingerprint image
quality,” NIST Research Report NISTIR7151, 2004.



Mobile Information Systems 13

[18] L. Hong, Y.Wan, and A. Jain, “Fingerprint image enhancement:
algorithm and performance evaluation,” IEEE Transactions on
Pattern Analysis andMachine Intelligence, vol. 20, no. 8, pp. 777–
789, 1998.

[19] E. Lim, X. D. Jiang, and W. Y. Yau, “Fingerprint quality
and validity analysis,” in Proceedings of the International IEEE
Conference on Image Processing, vol. 1, pp. 469–472, September
2002.

[20] X. Yang and Y. Luo, “A classi	cationmethod of 	ngerprint qual-
ity based on neural network,” in Proceedings of the International
Conference on Multimedia Technology (ICMT '11), pp. 20–23,
IEEE, Hangzhou, China, July 2011.

[21] F.-J. An and X.-P. Cheng, “Approch for estimating the quality
of 	ngerprint Image based on the character of ridge and
valley lines,” in Proceedings of the International Conference on
Wavelet Active Media Technology and Information Processing
(ICWAMTIP ’12), pp. 113–116, Chengdu, China, December 2012.

[22] S. Lee, H. Choi, K. Choi, and J. Kim, “Fingerprint-quality index
using gradient components,” IEEE Transactions on Information
Forensics and Security, vol. 3, no. 4, pp. 792–800, 2008.

[23] M. Vatsa, R. Singh, A. Noore, and M. M. Houck, “Quality-
augmented fusion of level-2 and level-3 	ngerprint information
using DSm theory,” International Journal of Approximate Rea-
soning, vol. 50, no. 1, pp. 51–61, 2009.

[24] M. Vatsa, R. Singh, A. Noore, and S. K. Singh, “Quality
induced 	ngerprint identi	cation using extended feature set,”
in Proceedings of the 2nd IEEE International Conference on
Biometrics: �eory, Applications and Systems, pp. 1–6, October
2008.

[25] J. Bernsen, “Dynamic thresholding of gray-level images,” in
Proceedings of the 8th International Conference on Pattern
Recognition, pp. 1251–1255, Paris, France, 1986.

[26] T. Y. Zhang and C. Y. Suen, “A fast parallel algorithm for
thinning digital patterns,” Communications of the ACM, vol. 27,
no. 3, pp. 236–239, 1984.

[27] NSCT, “Fingerprint Recognition,” http://www.biometrics.gov/
documents/	ngerprintrec.pdf.

[28] D. Maio, D. Maltoni, R. Cappelli, J. L. Wayman, and A. K. Jain,
“FVC: �e Second International Competition for Fingerprint
Veri	cation Algorithms,” http://bias.csr.unibo.it/fvc2002/.

[29] Biometrika FX2000, http://www.biometrika.it/eng/fx2000.html.

[30] V. Bonato, R. F. Molz, J. C. Furtado, M. F. Ferrão, F. G. Moraes,
and M. F. Ferrão, “Propose of a hardware implementation
for 	ngerprint systems,” in Field Programmable Logic and
Application: 13th International Conference, FPL 2003, Lisbon,
Portugal, September 1–3, 2003 Proceedings, vol. 2778 of Lecture
Notes in Computer Science, pp. 1158–1161, 2003.



Submit your manuscripts at

http://www.hindawi.com

Computer Games 
 Technology

International Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Distributed 
 Sensor Networks

International Journal of

Advances in

Fuzzy
Systems

Hindawi Publishing Corporation
http://www.hindawi.com

Volume 2014

International Journal of

Reconfigurable

Computing

Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

 Applied 
Computational 
Intelligence and Soft 
Computing

 Advances in 

Artificial 
Intelligence

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Advances in

Software Engineering
Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Electrical and Computer 
Engineering

Journal of

Journal of

Computer Networks 
and Communications

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

 Advances in 

Multimedia

 International Journal of 

Biomedical Imaging

Hindawi Publishing Corporation

http://www.hindawi.com Volume 2014

Artificial
Neural Systems

Advances in

Hindawi Publishing Corporation

http://www.hindawi.com Volume 2014

Robotics
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Computational 
Intelligence and 
Neuroscience

Industrial Engineering
Journal of

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Modelling & 
Simulation 
in Engineering
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

The Scientific 
World Journal
Hindawi Publishing Corporation 
http://www.hindawi.com Volume 2014

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014

Human-Computer
Interaction

Advances in

Computer Engineering
Advances in

Hindawi Publishing Corporation
http://www.hindawi.com Volume 2014


