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Fingerprints of electronic, spin and structural
dynamics from resonant inelastic soft X-ray
scattering in transient photo-chemical species†

Jesper Norell, *a Raphael M. Jay, b Markus Hantschmann,c

Sebastian Eckert, bc Meiyuan Guo,d Kelly J. Gaffney,ef Philippe Wernet, c

Marcus Lundberg, dg Alexander Föhlischbc and Michael Odelius a

We describe how inversion symmetry separation of electronic state manifolds in resonant inelastic soft

X-ray scattering (RIXS) can be applied to probe excited-state dynamics with compelling selectivity. In a

case study of Fe L3-edge RIXS in the ferricyanide complex Fe(CN)6
3�, we demonstrate with multi-

configurational restricted active space spectrum simulations how the information content of RIXS spectral

fingerprints can be used to unambiguously separate species of different electronic configurations, spin

multiplicities, and structures, with possible involvement in the decay dynamics of photo-excited ligand-to-

metal charge-transfer. Specifically, we propose that this could be applied to confirm or reject the presence of

a hitherto elusive transient Quartet species. Thus, RIXS offers a particular possibility to settle a recent

controversy regarding the decay pathway, and we expect the technique to be similarly applicable in other

model systems of photo-induced dynamics.

1 Introduction

The intricate interplay of electronic, spin and structural degrees
of freedom in excited-state dynamics is the key driver of photo-
chemical reactions1,2 and crucially determines the efficiency of,
for instance, charge transfer capabilities.3,4 Yet, disentangle-
ment of electronic, spin and structural dynamics through
simultaneous observation thereof remains a formidable task,
as these different degrees of freedom, for many of our popular
probes, often result in overlapping and inseparable spectral
responses.

Of interest for biochemical,5 catalytic6,7 and photovoltaic8,9

processes are transition metal (TM) complexes, which accord-
ingly have received decades of attention from several spectro-
scopic techniques. In particular for the development of light
harvesting applications, mechanistic understanding of the
formation and stabilization of charge separated states in these
complexes constitutes a challenging and essential case of
excited-state dynamics to unravel. Charge-transfer occurs
through strong optical absorptivity, where e.g. ligand-to-metal
charge-transfer (LMCT) and metal-to-ligand charge-transfer
(MLCT) electronic excitations can be mapped out with valence
state spectroscopy.10–13 Charge separation is facilitated by
structural dynamics and symmetry reduction, of which vibra-
tional spectroscopy14–16 and X-ray scattering6,17 prove capable
probes. Transient hard X-ray Kb fluorescence spectroscopy,18,19

sensitive mainly to metal spin states, and hard X-ray absorption
near-edge structure (XANES) spectroscopy, sensitive to bond
distances,20 have meanwhile demonstrated the importance of
intersystem crossings (ISCs) and spin cascades in stabilizing
excited states. To gain a more extensive picture of all the
involved dynamics, studies have also been made by combi-
nation of several probes,19,21,22 as their individual information
contents struggle to cover all the relevant degrees of freedom.

1.1 Symmetry enhanced selectivity in RIXS

In this work we describe a spectroscopic principle that
enhances selectivity in resonant inelastic soft X-ray scattering
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Via A. Moro 2, 53100 Siena, Italy

† Electronic supplementary information (ESI) available: RASSCF active space,
point group denotations, complementary spectrum simulations, and comple-
mentary spectral assignments. See DOI: 10.1039/c7cp08326b

Received 12th December 2017,
Accepted 19th February 2018

DOI: 10.1039/c7cp08326b

rsc.li/pccp

PCCP

PAPER

O
p
en

 A
cc

es
s 

A
rt

ic
le

. 
P

u
b
li

sh
ed

 o
n
 2

0
 F

eb
ru

ar
y
 2

0
1
8
. 
D

o
w

n
lo

ad
ed

 o
n
 8

/2
7
/2

0
2
2
 3

:5
4
:3

6
 A

M
. 

 T
h
is

 a
rt

ic
le

 i
s 

li
ce

n
se

d
 u

n
d
er

 a
 C

re
at

iv
e 

C
o
m

m
o
n
s 

A
tt

ri
b
u
ti

o
n
-N

o
n
C

o
m

m
er

ci
al

 3
.0

 U
n
p
o
rt

ed
 L

ic
en

ce
.

View Article Online
View Journal  | View Issue

http://orcid.org/0000-0003-1058-2588
http://orcid.org/0000-0001-9607-8264
http://orcid.org/0000-0002-1310-0735
http://orcid.org/0000-0001-7011-9072
http://orcid.org/0000-0002-1312-1202
http://orcid.org/0000-0002-7023-2486
http://rsc.li/pccp
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/C7CP08326B
https://pubs.rsc.org/en/journals/journal/CP
https://pubs.rsc.org/en/journals/journal/CP?issueid=CP020010


7244 | Phys. Chem. Chem. Phys., 2018, 20, 7243--7253 This journal is© the Owner Societies 2018

(RIXS),23 applicable in general for systems with structural
inversion symmetry. As demonstrated by example, the principle
can be applied to obtain the necessary spectral fingerprints to
disentangle transient species of different electronic configura-
tions, spin multiplicities, and structures in a TM complex with
a single probe.

The RIXS process, in a two step picture, is illustrated in
Fig. 1a. X-ray absorption coherently followed by X-ray emission
takes the system from the initial state |ii, through an inter-
mediate core-excited state |ti, to a final state |fi. The core-
excitation in RIXS contains the same rich information content
as soft X-ray absorption spectroscopy.24,25 However, the energy
difference of the incident and emitted photons additionally
defines an energy loss that results from valence-excitations in
the final state. The energy loss of inelastic RIXS features thus
corresponds to the domain of valence-excited states that are
locally probed with the element and chemical selectivity of
X-ray pulses.

In time-resolved pump–probe RIXS measurements, electronic
and structural degrees of freedom can be efficiently monitored
during the evolution of a photo-induced process.26–28 The rich
information content of the two-dimensional RIXS spectrum
especially aids in the identification of transient species which
may not be distinguishable with comparable one-dimensional
spectroscopies. When probing optically excited systems, in parti-
cular anti-Stokes RIXS (AS-RIXS)27 enables background free
identification of even highly dilute excited species and spectro-
scopically weak but informative transitions. There, the interaction
of the optical pump pulse and the X-ray scattering process enables
the detection of negative energy loss features characteristic for
electronically excited transient species, as illustrated in Fig. 1c.

For systems with structural inversion symmetry, we now
propose that the concept of AS-RIXS may be brought one step
further by also considering the symmetry separation of different
excited species. In the soft X-ray regime of pump–probe RIXS, both
the pump and probe transitions obey dipole selection rules, i.e. the
involved electronic states can be characterized and separated by
their inversion symmetry parities gerade (g, even) and ungerade
(u, odd). Assuming a ground state (GS) symmetry of g, the GS-RIXS

process is g - u - g. An optically pumped state will then
necessarily be of u symmetry with u - g - u RIXS process. As
illustrated in Fig. 1b the RIXS pathways of the two different initial
states are thereby separated into two disjoint state manifolds, with
no possibility for AS-RIXS. Only through subsequent excited-state
dynamics, i.e. non-adiabatic transitions or structural symmetry
reduction, may AS-RIXS become enabled. The mere presence
(or absence) of AS features thereby directly probes the presence
of transient species with g electronic symmetry. This, as compared
to e.g. comparison of shape and intensity of often spectrally
overlapping features, can facilitate the identification and separa-
tion of transient species in pump–probe measurements of excited-
state dynamics.

1.2 Fingerprints of LMCT dynamics in Fe(CN)6
3�

While the described principle of symmetry-separation in RIXS
applies to any system with structural inversion symmetry, we
expect it to find particular usefulness in the study of TM
complexes as they typically exhibit both highly symmetrical
structures and rich photo-chemistry. For exemplification we
therefore now apply the principle in a detailed case study of the
excited-state dynamics of the ferricyanide complex Fe(CN)6

3�.
As a model system for pseudo-octahedral complexes it has been
studied with both static11,29–39 and time resolved methods.16,21,40,41

Recently, the decay dynamics following 400 nm optically induced
LMCT excitation has become a debated topic, asmeasurements with
different probes have given rise to conflicting interpretations.16,21,41

Frommulti-configurational quantum chemical simulations we show
how Fe L3-edge RIXS can provide the necessary fingerprints to
unambiguously identify and separate between all the proposed
electronic, spin and structural species. This lays a theoretical
foundation which, together with current development of new
X-ray sources,42,43 may provide the definitive answer to a
recently debated question.

The first study of LMCT induced dynamics in ferricyanide
below the picosecond (ps) timescale was performed by Zhang
et al.16 with transient IR absorption spectroscopy in acetonitrile
and di-methyl sulfoxide solutions, where the authors inter-
preted the absence of transient anisotropy to result from

Fig. 1 Schematic illustrations of the two-step RIXS process |ii - |ti - |fi (for electronic states and soft X-ray regime) in a system with inversion
symmetry, with color coded electronic inversion parities g (gerade, blue) and u (ungerade, red). (a) Static RIXS with the electronic GS as initial state
(GS-RIXS): only g- u- g RIXS processes are allowed, with zero or positive energy loss. (b) Pump–probe RIXS (LMCT-RIXS for Fe(CN)6

3�): the optical
pump pulse inverts the initial inversion parity from g to u, with u- g- u RIXS process for the pumped species (here the energetically lowest state of u
symmetry). The state manifolds for the GS-RIXS and LMCT-RIXS processes are thereby separated, with no possibility for negative energy losses.
(c) Excited-state RIXS after excited-state dynamics (Quartet-RIXS after inter-system crossing for Fe(CN)6

3�): non-adiabatic transition(s) populates an
excited state with g parity. Both the unpumped and newly populated excited species have g- u- g RIXS processes, with overlapping state manifolds
that allows for negative energy loss, denoted as anti-Stokes RIXS (AS-RIXS).
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ultrafast (500 femtoseconds (fs) or less) ligand hole delocaliza-
tion. On the picosecond timescale (4.9 ps and 1.9 ps) the C–N
stretch absorption spectrum shows two excited-state absorption
peaks, which was originally interpreted to result from a symmetry
reduction induced by solvent mediated ligand hole trapping.
However, more recent measurements in water, D2O and ethylene
glycol solutions by Ojeda et al.41 show that transient population of
the C–N stretch mode, upon decay from the LMCT electronic state
into a vibrationally hot GS (GS*, in 0.5 ps, 0.6 ps and 1.2 ps), is a
likelier explanation for the additional peaks.

In parallel, Engel et al.21 proposed an entirely different
mechanism for the LMCT decay. The authors argue that a
likely candidate for the second transient species is a state of
quartet multiplicity (hereafter referred to as Quartet), which in
the region of the LMCT-Quartet intersection may readily be
populated through vibronic coupling. This offers a conceptually
simple explanation for the additional vibrational peaks through
structural symmetry reduction which naturally occurs by a D4h

stretch in the Quartet state. From time-dependent density
functional theory calculations it is shown that such an inter-
pretation is consistent with their time-resolved extreme ultra-
violet (XUV) photo-electron spectroscopy (PES) data measured
in water solution, with time constants of 170 fs and 730 fs for
population of the Quartet and GS respectively. Ojeda et al.’s41

highly similar measurements (with reported B180 fs time-
resolution) show no direct evidence for a Quartet state, but
the authors also present no alternative mechanistic explanation
for the re-population of the electronic GS.

A safe conclusion, uncontested by any of the studies, is that
the choice of solvent strongly influences the resulting decay
dynamics. In particular, this affects the decay rates of the
involved transient species as shown both by Zhang et al.16

and Ojeda et al.,41 and it should in principle not be ruled out
that the dynamics may be qualitatively effected. Yet, the diver-
gent interpretations of Ojeda et al.41 and Engel et al.41 are
particularly difficult to reconcile, since both were performed in
water solution. This calls for a probe capable of unambiguous
distinction between all the suggested species.

2 Computational details

Multi-configurational quantum chemical calculations were per-
formed with the second-order perturbation theory restricted active
space (RASPT2) method44,45 in the Molcas 8.0 program package.46

All calculations were performed in D2h symmetry, with the
electronic symmetries (irreducible representations) ordered as:
(ag, b3u, b2u, b1g, b1u, b2g, b3g, au). As in e.g. the work of Engel
et al.21 this enforces an electronic wave function that conforms to
the nuclear symmetry, i.e. prohibiting localization of molecular
orbitals and thereby the LMCT electron–hole to a single ligand.
A correspondence between orbital symmetry denotations of the
Oh point group (of our discussion) and the D2h point group (of the
calculations) is provided in Table S1 (ESI†).

An active space of 16 electrons in 13 RAS2 orbitals (4, 1, 1, 2,
1, 2, 2, 0 per symmetry) was used for geometry optimization and

potential energy scans of electronic states 2B1g (GS),
4B1g (Quartet)

and 2B3u (LMCT) with the ANO-RCC-VTZP basis set.47,48

An active space of 8 (2, 2, 2, 0, 2, 0, 0, 0 per symmetry) RAS1,
3 (0, 0, 0, 1, 0, 1, 1, 0 per symmetry) RAS2, and 5 (2, 0, 0, 1, 0, 1,
1, 0 per symmetry) RAS3 orbitals, allowing for 2 electron holes
in RAS1 and 2 electrons in RAS3 spaces, was used for RIXS
simulations with a basis set of TZVP quality. The orbitals were
manually reordered in symmetries 2, 3 and 5, to include the
Fe2p(t2u) orbitals within the RAS1 space as illustrated in ESI,†
Fig. S1. Separate orbital constraints were added in the restricted
active space self-consistent field (RASSCF) iterations for the
Fe2p(t2u) orbitals (to retain a 2p core-hole character) and to the
Lp(t2u) orbitals (to disallow rotations with the Lp(t1u) orbitals
that fall within the same symmetries in the D2h calculations).
60 doublet + 60 quartet states (no core-excitations) and 60
doublet + 60 quartet (core-excited) states were obtained for
each of the 8 electronic symmetries within the state averaging
formalism. An imaginary shift of 0.2 Hartree was applied to
ensure convergence. Transition dipole moments between the
states were obtained with the restricted active space state
interaction (RASSI) method.49,50 Scalar relativistic effects were
included through a Douglas–Kroll (DK) Hamiltonian51,52 and
spin orbit coupling through atomic mean field integrals.53 The
electron repulsion integrals were based on a density-fitting
approximation.54–56

For comparison to experimental spectra and conditions
(as compared to previous publication34), all core-excited states
were shifted by �8.5 eV. The transitions were life-time broadened
along the absorption energy axis by a Lorentzian function with full-
width half-maximum (FWHM) of 0.3 eV. Broadening due to
instrumental effects was included through a Gaussian function
with FWHM of 0.5 eV along the absorption energy axis, and 1.0 eV
along the emission energy axis. Further broadening due to inhomo-
geneity and dynamical effects (such as fluctuations in structure and
solvatization, and Franck–Condon effects) was included through a
Gaussian function with FWHM of 0.5 eV along the absorption
energy, emission energy and energy loss axes. The spread of the
nuclear wave packet due to evolution in the valence-excited and
core-excited states is assumed to have limited effects that can be
captured in the same treatment. The broadening procedure is
motivated by the excellent comparison previously obtained34 to
experimental steady-state spectra of room temperature solutions.
Relative polarization of incident and emitted X-ray photons was
taken into account,57 assuming a horizontal mode of experimental
setup. The obtained RIXS spectral intensities were normalized to a
maximum intensity of one for each spectrum.

3 Results

We first characterize in detail the electronic states that have
been previously proposed to be involved in the LMCT decay
dynamics of ferricyanide and their structures as described on
our level of theory. We establish the physical origin of RIXS
spectral features of the different electronic states in terms of a
molecular orbital picture and show by comparison of simulated
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spectra how fingerprint regions in the RIXS spectra may be
chosen to unambiguously distinguish all potentially involved
species, electronically excited as well as structurally distorted.

3.1 Electronic states and structures

The electronic GS of Fe(CN)6
3� is a doublet T2g symmetric state,

due to a single electron–hole in the 3d(t2g) level, as illustrated in
Fig. 2a. As previously pointed out by Engel and coworkers,21

the complex should therefore experience a weak Jahn–Teller
distortion away from its often assumed octahedral structural
symmetry.11,16,58,59 In their work, the authors find a D3d struc-
ture to be most stable. However, the minor angular distortions
of �1.71 in D3d are both (for our purposes) spectroscopically
negligible and insignificant in comparison to structural fluc-
tuations in a solution environment.32,33 As our simulations
impose D2h symmetry, we instead obtain a D4h structure. This
restriction is well motivated by the accuracy of similarly simulated
RIXS spectra in a recent comparison to the fully octahedral
ferrocyanide complex Fe(CN)6

4�.34

To quantify structural deviation from octahedral symmetry
we therefore instead focus on the differences in axial elonga-
tion, as described by the ratio q = rmax

Fe–C/r
min
Fe–C. For the GS, with

q = 1.011, this deviation is apparently too small to be resolved
by infrared (IR) spectroscopy16 (at room temperature) and near-
edge X-ray absorption fine structure spectroscopy (see ESI,†
Fig. S2). This is not surprising as the electron–hole is located in
a 3d(t2g) orbital, which is only weakly interacting with the
ligands.30,37 The GS structure can thus be labeled as effectively
octahedral, and our discussion will be carried out in the
nomenclature of the Oh point group. The slightly distorted
octahedral symmetry in principle lifts the otherwise six-fold
(three-fold spatial and two-fold spin) degeneracy of the GS. In a
spin-free picture (before inclusion of spin–orbit coupling) this
results (in D4h symmetry) in a non-degenerate (doublet) GS
separated from a higher lying pair of degenerate (doublet)
states by insignificant 0.0014 eV. The bigger effect instead
comes from spin–orbit interactions of the open 3d shell, which
splits the states into three spin-degenerate pairs. The two
higher pairs are situated at 0.071 eV and 0.072 eV above the

true GS, which consequently has a thermal population of
roughly 89% at room temperature. Nevertheless, since similar
Jahn–Teller and spin–orbit effects apply also for other species
considered in the decay pathways, where thermal distributions
do not apply in the out-of-equilibrium-dynamics, we will for
simplicity only consider the energetically lowest electronic
configuration of each species to be populated. This simplifica-
tion does not qualitatively affect the obtained spectra, but has
minor impact on peak extension and intensities.

Upon absorption of 400 nm light the complex is excited to a
doublet T1u LMCT state, through an optical absorption feature
peaked at 420 nm.11,16 The excitation corresponds to filling of
the 3d(t2g) level by nominal promotion of one electron from a
ligand based orbital with dominantly p character, Lp(t1u), as
illustrated in Fig. 2a. In a situation similar to the GS, weak
Jahn–Teller distortions can be expected. However, due to the
binding character of the 3d(t2g) orbital between the metal
center and the ligands,30 we find a minor contraction of all
metal–ligand Fe–C bonds (on average 0.057 Å) as the main
structural response, as illustrated in Fig. 2c. This is accompa-
nied by an even smaller elongation of the intra-ligand C–N
bonds (on average 0.028 Å), as the Lp(t1u) orbital instead has a
C–N binding character. With the ratio q = 1.007, the LMCT state
deviates even less from structural octahedral symmetry than
the GS.

Close to the vertical excitation point, and even closer to the
LMCT optimal structure, the LMCT potential energy surface is
intersected by that of a quartet T1g state (denoted Quartet), as
illustrated in Fig. 2b. Its electronic configuration as shown in
Fig. 2a is a ligand-field excited state with a 3d(t2g) electron
promoted into the 3d(eg) level. The structural response is a
significant expansion of the complex in terms of the Fe–C
distances (on average 0.154 Å), with nearly preserved ligand
lengths (on averageo0.003 Å compression) compared to the GS
structure. This is a combined effect resulting from the single
electron occupying the strongly anti-bonding 3d(eg) orbital and
the additional electron–hole created in the weakly bonding
3d(t2g) orbitals. Further, excitation into the 3dz2 orbital centered
along the z-axis also leads to strong Jahn–Teller distortions; the

Fig. 2 Electronic states with possible involvement in the LMCT decay dynamics of Fe(CN)6
3�. (a) Electronic configurations of the proposed GS, LMCT

and Quartet electronic states. The electrons excited with respect to the GS configuration are shown in orange. (b) One-dimensional projections of
potential energy surfaces of the considered electronic states, along scans of octahedral symmetry with varied Fe–C distance and frozen C–N bonds.
Vertical excitation with 400 nm optical pump from the GS to LMCT surface occurs close to an intersection between the LMCT and Quartet surfaces.
(c) Optimized structures (as obtained in D2h symmetry) of the LMCT state (@LMCT) and Quartet state (@Quartet) compared to the shaded GS structure
(@GS).
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uneven distribution of electrons between different ligand pairs
results in Fe–C bonds of 2.291 Å in the z-direction and 1.990 Å
in the xy-plane. Thus, with a ratio of q = 1.151, the Quartet state
structure implies a significant structural symmetry reduction
from Oh to D4h, as illustrated in Fig. 2c.

3.2 LMCT decay pathways

In the following we treat the two proposed decay pathways of
optically induced LMCT-excitation in ferricyanide, representative
of Ojeda et al.’s41 and Engel et al.’s21 interpretations respectively, as
equal possibilities. We describe how the proposed transient
species can be represented in terms of electronic configurations,
spin multiplicities, and structures, and demonstrate how time-
resolved RIXS could provide the necessary fingerprints to distin-
guish all of the species.

In decay model I

LMCT- GS*- GS (1)

the LMCT state decays directly into the electronic GS. However,
the undissipated energy is conserved within vibrational excita-
tions of the GS*, which subsequently decays to the completely
relaxed GS through energy dissipation into the solvent. In terms
of previously described electronic states and structures this may be
represented by transitions between the following species:

LMCT@LMCT- GS@GS (2)

As the GS* has not yet been clearly characterized it can only be
dealt with indirectly and is therefore not the main focus of our
analysis. However, we consider it qualitatively through two
hypothetical scenarios. For this purpose we note that the ‘‘hot’’
C–N vibrations are likely excited as a response to rapid Fe–C bond
length change,41 which on a short time scale (subB 1 ps41) can be
expected to be the dominant effect as seen from a Fe centered core-
level spectroscopy. The GS@Quartet could then represent a situa-
tion of Fe–C bond elongation, consistent with Engel et al.’s21

mechanistic interpretation for electronic re-population of the GS.
The opposite possible case, i.e. Fe–C bond contraction, would in
fact be qualitatively simpler to detect, as explained in Section 3.5.
On a timescale of B1 ps and above,41 the intramolecular vibra-
tional redistribution (i.e. population of other vibrational modes via
e.g. anharmonic coupling) will lead to an ensemble of hot samples.
This can be expected to significantly smear out the signals of most
spectroscopies (as seen for both IR and XUV PES by Zhang et al.,
Engel et al. and Ojeda et al.). Consequently, the species would
better be separated in terms of an additional characteristic time
scale component (B10 ps41), than by assignment of characteristic
spectral features.

In decay model II

LMCT- Quartet- GS (3)

the LMCT state decays via intersystem crossing to the Quartet
state, which then mediates a return to the electronic GS
through wave packet propagation on its excited-state potential
energy surface. This may be described as

LMCT@LMCT- Quartet@LMCT

- Quartet@Quartet- GS@Quartet

- GS@GS (4)

where the presence of four transient species, of differing
electronic states (GS vs. LMCT vs. Quartet), spin-multiplicity
(doublet GS and LMCT vs. Quartet) and structure (@LMCT vs.
@Quartet vs. @GS) poses a clear challenge in terms of identifi-
cation and analysis, even in the absence of competing models.

In the following sections we demonstrate that all species of
model I and II may be distinguished with time-resolved RIXS by
their different spectral signatures. Yet, we emphasize that the
most essential point lies in the possibility for definite detection
(or, alternatively, rejection) of the Quartet species, which spec-
trally overlaps with both the GS and LMCT states in previously
applied XUV PES.21 A RIXS experiment with sufficient time
resolution will therefore be able to discriminate between model
I and II as they both refer to dominant photo-products on
similar time-scales. In general, however, reaction kinetics also
determine whether a species is detectable or not: if the decay
rate of any species greatly exceeds its rate of formation, then
the low population will render the species undetectable,
irregardless of time-resolution and spectral separation of dis-
tinct fingerprints.

3.3 RIXS – electronic and spin effects

To motivate the choice of spectral fingerprints applicable to the
LMCT decay, we first illustrate the influence of electronic and
structural excitations on simulated Fe L3-edge RIXS spectra.
Fig. 3a shows how electronic configuration and spin multi-
plicity influences the RIXS spectral features, as seen by a
comparison of the three relevant electronic initial states in
the GS structure. The features are nominally assigned to their
dominant electronic transitions as seen from a molecular
orbital picture in Fig. 3b to rationalize their origin. As will be
seen, however, such a simplistic one-electron picture is not
sufficient to explain all of the spectral trends.

Simulations of GS-RIXS have previously been explained in
detail and compared to measured spectra by Kunnus et al.34 In
short, the L3 X-ray absorption spectrum, within the displayed
range, consist of two resonances a and b due to excitation into
the ligand field split 3d orbitals of t2g and eg symmetry,
respectively. The compact resonance a exhibits one inelastic
feature, a1, due to core-hole decay from the ligand centered
Ls(eg) orbital. Resonance b shows a more extended structure as
the simultaneously open 3d(t2g), 3d(eg) and 2p levels in the
intermediate state result in strong multiplet interactions.
The strong inelastic feature b1 results from core-hole decay
from the 3d(t2g) orbital and the weaker feature b2 from Ls(eg)
decay. Importantly, the three features a0, b0 and b1 thereby
roughly form an isosceles right triangle in the incidence energy
and energy loss plane, with equal side-lengths a0 to b0 and b0 to
b1 directly determined by the strength of the ligand field
splitting between the 3d(t2g) and 3d(eg) levels. In comparison
to Kunnus et al.34 the intensity of elastic features are slightly
overestimated in our work, due to the smaller number of
allowed electronic excitations between g symmetric orbitals
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within our active space, which limits the electron correlation
and the number of possible absorption and emission channels.
The restriction is, however, computationally necessary to afford
the inclusion of the Lp(t1u) orbitals responsible for the LMCT
excitation. A third resonance c, due to excitation into Lp*(t2g),
lies just outside the displayed energy range. The resonance will
be briefly discussed where applicable; it is otherwise intention-
ally excluded from present analysis as its shape has been found
to strongly depend on the number of included core-excited
states in the spectrum simulations.30,37

The LMCT-RIXS spectrummay largely be compared to the RIXS
spectrum of ferrocyanide also studied by Kunnus et al.34 As the
LMCT excited electron (additional electron in the case of ferro-
cyanide) fills the 3d(t2g) level, absorption resonance a is completely
quenched. Resonance b instead shifts towards lower energy and
decreases significantly in width. The latter effect is due to the
closing of all multiplet interactions with the 3d(t2g) hole in the
LMCT state (as opposed to the GS), leading to much smaller
splittings between different intermediate states. The same inelastic
features, b1 and b2, are otherwise seen as in GS-RIXS, but with the
LMCT excitation present in all three states of the RIXS process.
Absorption resonance c, due to excitation into Lp*(t2g), still lies
outside the spectral range. However, the more extensive tail of its
inelastic feature c1, due to decay from 3d(t2g), enters the very high
energy range of the spectrum.

Unique features of Quartet-RIXS are AS-RIXS features a�1

and b�1, which result from effective decay from Quartet to GS
through the RIXS process. The negative energy loss (energy
gain) thereby corresponds to vertical de-excitation from Quartet
to GS and directly measures their energy separation in a back-
ground free region of the RIXS spectrum available only to
electronically excited transient species. As these features occur
by spin-crossover from quartet to doublet multiplicity through
the core-excited intermediate, their intensities are inherently
determined by spin–orbit coupling. This results in appreciably
higher b�1 than a�1 intensity, despite the nominal two-electron
nature of the b�1 decay transition (as indicated by two arrows
in Fig. 3b).

For features with zero or positive energy loss, the most
pronounced features of the Quartet-RIXS spectrum can nominally
be assigned to the same transitions as in GS-RIXS. Similarly to
LMCT-RIXS, but with slightly larger magnitude, all observed
absorption resonances are shifted towards lower energy, which
consequently brings resonance c into the spectral range. The
inelastic feature c1 is notably more intense than its elastic corre-
spondence c0, which can be explained by stronger overlap of the Fe
centered 3d(t2g) orbital from which inelastic decay occurs, than the
ligand centered Lp*(t2g) orbital of the elastic decay. The relative
intensity and extension of features associated with resonances a

and b are, however, subject to more complex effects. Notably and

Fig. 3 Electronic and spin effects on RIXS spectral features. (a) RIXS spectra of the three relevant electronic species GS-RIXS, LMCT-RIXS and Quartet-
RIXS simulated within the optimized structure of the GS. (b) Molecular orbital type assignments of the dominant electronic transitions for the marked RIXS
spectral features. Absorption resonances a, b and c are shown with black arrows. Elastic features, enumerated with subscript 0, are marked with gray text
and shown with gray arrows. Inelastic features, enumerated with positive subscripts, are marked with green text and shown with green arrows. Anti-
Stokes features (negative energy loss) are instead indexed with negative subscripts (the b�1 transition by a nominal two-electron transition, as indicated
by the two green arrows). Core-excited electrons (from the RIXS probe) are shown in black, whereas valence excited electrons (due to the pump and
subsequent excited-state dynamics) are shown in orange.
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in contrast to GS-RIXS, elastic feature b0 here has a higher peak
intensity than a0. This is contrary to whatmight be expected from a
simple molecular orbital picture, wherein the opening of a second
hole in the 3d(t2g) level should increase the absorption of reso-
nance a. However, as shown in ESI,† Fig. S2 the peak absorption
intensity of resonance a is in fact slightly lower in the Quartet than
in the GS spectrum. As also explained in the ESI,† this stems both
from multiplet interactions between the 3d(t2g) promoted electron
and the 2p core-hole which causes a more complex absorption
profile by splitting of resonances into multiple sub-features, and
multi-configurational mixing in the core-excited state that signifi-
cantly decreases absorption intensity of several transitions in the
Quartet spectrum.

3.4 RIXS – structural effects

With the RIXS features assigned, we now demonstrate how
structural changes influence the spectra of different electronic
states. Fig. 4 shows difference maps of RIXS spectral intensities
of the three different electronic states in two relevant struc-
tures, with GS-RIXS@GS as the reference. The corresponding
spectra without subtraction are shown in ESI,† Fig. S3.

The spectral response to structural distortion can to a good
degree be explained by how the structural changes affect the
ligand field splitting of the 3d(t2g) and 3d(eg) levels. In general,
a compressed complex strengthens the ligand influence,
increasing the splitting, whereas an expanded complex weakens
the influence, thereby decreasing the splitting. Consequently, the
‘‘triangle’’ formed by features a0, b0 and b1 in GS-RIXS@GS is
expected to grow at structure @LMCT and shrink at structure
@Quartet, with analogous effects in LMCT-RIXS and Quartet-RIXS.

As shown in Fig. 4, the GS-RIXS@Quartet spectrum indeed
shows a closing-in of the a0, b0 and b1 features, with a
predominant intensity increase of the low incidence energy
flank of the original b resonance. Lowered intensity is instead
seen mainly on the original position of the a resonance.

In LMCT-RIXS, the spectral differences are highly compar-
able for the @LMCT and @GS spectra; the structural distortion
following the electronic excitation is, as also already indicated
in Fig. 2b, simply too small to be spectroscopically significant.
Accordingly, the LMCT@GS and LMCT@LMCT species can not,
and need not, be separated due to their highly similar properties.
This motivates the omission of an initial structural relxation step
on the LMCT potential energy surface (i.e. LMCT@GS -
LMCT@LMCT) in both of the studied decay models.

Quartet-RIXS shows the strongest difference between the
two presented structures. Quartet-RIXS@LMCT is, in accor-
dance with the previous paragraph, highly comparable to
Quartet-RIXS@GS from Fig. 3. In its relaxed @Quartet struc-
ture, however, the a and b resonances close in by several eV,
which strongly shifts intensity into the incidence region of 707
eV to 708.5 eV from nearby spectral regions. Further, as AS
feature b�1 measures the energy separation between GS and
Quartet for a given structure, it is strongly dependent on the
propagation on the Quartet potential energy surface. From the
original 3.22 eV separation @LMCT (and 2.49 eV @GS), this is
reduced to 0.79 eV in the Quartet structure, which thereby

merges the b�1 feature with the (much more intense) elastic
feature b0.

3.5 RIXS dynamical fingerprints

Against the background of the necessary spectral sensitivity
presented in Section 1, we now turn to the task of separating
the species of the proposed decay models by their spectral
fingerprints. For an unambiguous identification of species, we
wish to minimize their spectral overlap. As the signal trend in
transient spectroscopy, i.e. intensity change with respect to a
reference spectrum as in Fig. 4, can be either positive or
negative (or unchanged) we aim to identify regions where the
different species show opposite trends, which thereby uniquely
separates the species in a pairwise fashion. Our six suggested
fingerprint regions g1, g2, l1, l2, q1 and q2 are marked and
labeled in Fig. 4. As shown in Table 1, their combined informa-
tion content of pairwise separating spectral trends is sufficient
to uniquely identify all of the 5 potential species in models I
and II. Table 2 further contains a categorization of the finger-
prints according to their ability to separate, specifically, elec-
tronic configurations, spin multiplicities, and structures. The
fingerprints have been chosen according to their ability to
uniquely separate at least two of the species, and to encompass
as large and clear spectral regions as possible. Their character-
istics will be discussed in the following.

The completely relaxed GS@GS is best separated from the
GS@Quartet by an increased intensity in region g1, due to the
reduced ligand field splitting of the expanded complex. Alter-
natively, in the situation of a GS* described by a compressed
complex (as mentioned in Section 3.2), the opposite trend of
intensity shift should be expected. In particular, the b0 feature
will then instead shift towards higher incidence energy, allow-
ing for a fingerprint region on the high energy flank of its
original position to identify a structurally compressed GS, as all
other species there show the opposite trend.

The LMCT species (which includes both LMCT@GS and
LMCT@LMCT) is readily separated from GS@GS by its char-
acteristic 3d(t2g) shell-closing, which completely quenches the
intensity in region l1. However, as the GS@Quartet also shows a
decreased intensity in region l1, we also need to introduce
region l2 for unambiguous identification. This region relies
on the shifted and more compact b1 feature in the LMCT state,
which leaves a gap between the b and c resonances.

The q2 fingerprint, i.e. AS feature b�1, is the single most
informative fingerprint, as it allows Quartet@LMCT to be
separated from all other species. The symmetry separation
of electronic states is here essential, as the LMCT and
Quartet@LMCT species cannot be separated neither by their
resonance b positions, nor in terms of relative energy to the GS
potential energy surface. A RIXS process which effectively
de-excites from LMCT to GS (i.e. dipole forbidden u- g- g
RIXS process) would thus give rise to an AS feature in the same
spectral region of roughly 709 eV incidence energy and 3 eV
energy loss, if allowed in LMCT-RIXS. As the Quartet@Quartet
has no distinct AS feature, it is instead separated from LMCT
and GS@GS by fingerprint q1, which relies on the intensity shift
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caused by the structural expansion of the complex. As
GS@Quartet shows a similar trend, we also introduce finger-
print g2 which sees an increased intensity in GS@Quartet, but
due to larger total shifts of intensity instead encloses an
intensity decrease in the Quartet state. This fingerprint may
well be considered the conceptually weakest separator between
species. It is not surprising as the electronic structures of the

GS@Quartet and Quartet@Quartet species, both with Fe3d5

occupation in a strongly decreased ligand field, should be
highly comparable and thereby difficult to separate.

In comparison to one-dimensional spectroscopies we note
that fingerprints g1, l1, l2 and q1 should also be detectable with
near-edge X-ray absorption fine structure (NEXAFS) spectro-
scopy. g2, however, would in GS-RIXS@Quartet instead show

Fig. 4 Fingerprints of combined electronic, spin and structural effects on RIXS spectral features for the three relevant electronic states GS-RIXS, LMCT-
RIXS and Quartet-RIXS in the three different optimized structures @GS, @LMCT and @Quartet. The left column shows spectra in the natively optimized
structure of the electronic state, the right column spectra in the structure from which the state may be populated. GS-RIXS@GS, as a reference spectrum,
is subtracted from the other spectra to indicate spectral differences.
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the opposite trend (decreased intensity) in NEXAFS as detected
in transmission mode (the same information content as the
elastic RIXS intensities), and mixed trends (overlapped inten-
sity increase and decrease) as detected by fluorescence yield
(corresponding to integration of RIXS intensities over the
energy loss axis). Similarly, q2 cannot be distinguished from
b0 or b1 in either mode. Thus, g2 and the crucial fingerprint
q2 are only detectable by spectrally resolved fluorescence
(emission spectroscopy). The information content obtainable from
non-resonant X-ray emission spectroscopy (as an alternative probe)
cannot be directly inferred from the RIXS intensities, but it is clear
from Fig. 4 that the separation of features in terms of incidence
energy (see e.g. l1 vs. q1) greatly helps in distinguishing between the
species. Consequently, RIXS (used here as the resonant version of
X-ray emission spectroscopy) constitutes a particularly powerful
probe in its capability to unambiguously identify all 5 species.

With the importance placed on the q2 fingerprint, we
emphasize that b�1 is a low-intensity feature uniquely enabled
by L-edge spectroscopy. Its detection is greatly aided by the
non-existent spectral overlap with all other features, but it may
yet prove experimentally challenging to obtain the statistics
necessary for sufficient signal-to-noise ratio, particularly at
the time-resolution required to clearly confirm or reject the
existence of a Quartet species. This underlines the importance
of new and currently developed X-ray sources,42,43 which with
their increased brilliance and time-resolution will allow for
significant advances in the application of X-ray spectroscopy.
Development of more efficient high-level quantum chemical
methods60,61 might in parallel enable studies of larger and
more complex systems. This could help to answer questions

such as how well symmetry based arguments for RIXS intensities
can be generalized to systems with weakly to strongly distorted
structural symmetry, like pseudo-octahedral bi-pyridine ligated
metals and metal centers in biological environments.

4 Conclusion

In this work we have described and employed inversion sym-
metry separation of electronic state manifolds for enhanced
selectivity in resonant inelastic soft X-ray scattering. Particularly in
combination with characteristic anti-Stokes features of electroni-
cally excited states, this facilitates identification of transient spe-
cies in excited-state dynamics. In an exemplifying case study of
ligand-to-metal charge-transfer induced dynamics in the ferricya-
nide complex, we have shown from multi-configurational
restricted active space simulations how Fe L3 edge RIXS spectro-
scopy provides the necessary fingerprints to disentangle the
possible electronic, spin and structural dynamics. Specifically, this
offers the possibility to unambiguously confirm or reject the
presence of a hitherto elusive transient Quartet species. Time-
resolved RIXS spectroscopy, with inversion symmetry separation,
thereby constitutes a promising probe for settling a recent con-
troversy regarding the decay pathway of ligand-to-metal charge-
transfer excitation in the complex, and we expect the technique to
be similarly applicable, in particular, to other transition metal
complexes in high symmetry structures.
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Table 1 Pairwise unique separator fingerprints (corresponding to the fingerprints of the five potential species presented in Fig. 4). Each fingerprint
represents a single spectral trend (either increased or decreased intensity) for one species, and opposite trend (or no change) for the other species,
thereby acting as a unique separator for the two species

GS@Quartet LMCT Quartet@Quartet Quartet@LMCT

GS@GS g1 l1 & l2 g2 q2
GS@Quartet — l2 g2 q2
LMCT — q1 q1 & q2
Quartet@Quartet — q2

Table 2 Fingerprints of electronic, spin and structural species (from Fig. 4
and Table 1), sorted according to their ability to separate specifically
electronic configurations (i.e. different electronic states for a fixed spin
multiplicity and structure), spin multiplicities (i.e. electronic states of
different spin multiplicity for a fixed structure) and structures (i.e. different
structures for a fixed electronic state)

Type Fingerprint Separated Fixed

Electronic l1 GS vs. LMCT @GS
l2 GS vs. LMCT @GS

Spin g2 GS vs. Quartet @Quartet
q1 LMCT vs. Quartet @LMCT
q2 LMCT vs. Quartet @LMCT

Structural g1 @GS vs. @Quartet GS
q2 @Quartet vs. @LMCT Quartet
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