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Synthetic seismograms produced by the finite difference method are used to study the scattering of 
elastic and acoustic waves in two-dimensional media with random spatial variations in seismic velocity. 
The results of this study provide important insights about the propagation of short-period (< 1 s) seismic 
waves in the earth's crust and place significant constraints on the fluctuation spectrum of crustal hetero- 
geneity on length scales from tens of kilometers to tens of meters. The synthetic seismograms are 
analyzed to determine the variation in travel times and waveforms across arrays of receivers. The 
apparent attenuation caused by scattering and the time decay and amplitude of the seismic coda are also 
quantified with the numerical simulations. Random media with Gaussian and exponential correlation 
functions are considered, as well as a self-similar medium with equal variations in seismic velocity over a 
broad range of length scales. These media differ in the spectral falloff of their velocity fluctuations at 
wavelengths smaller than 2rr times the correlation distance a. The synthetic seismograms demonstrate 
that a random medium with self-similar velocity fluctuations at length scales less than about 50 km 
(a > 10 km) can explain both travel time anomalies reported for teleseismic arrivals across large-scale 
seismic arrays (e.g., LASA and NORSAR) and the presence of seismic coda at frequencies of 30 Hz and 
greater commonly observed in microearthquake waveforms. Media with Gaussian and exponential cor- 
relation functions in velocity do not account for both sets of observations for reasonable standard 
deviations in velocity (< 10%). The scattering attenuation (Q-•) observed in the simulations for Gaus- 
sian media is peaked at ka between 1 and 2, where k is the seismic wave number. The observed 
attenuation in exponential media increases with frequency for ka < 1 and remains about constant for 
1 < ka < 5.6. At high frequencies (ka > 5), the self-similar medium is characterized by a scattering Q that 
is constant with frequency, whereas theory predicts that the apparent Q in an exponential medium is 
proportional to frequency. These alternative models of crustal heterogeneity can thus be tested by 
improved measurements of the frequency dependence of crustal Q at frequencies greater than about 1 Hz, 
assuming that scattering is responsible for most of the attenuation at these frequencies. Measurements of 
the time decay of the synthetic coda waves clearly show that the single scattering model of coda decay is 
not appropriate in the presence of moderate amounts of scattering attenuation (scattering Q < 200). In 
these cases, Q values derived from the coda decay rate using the single scattering theory do not corre- 
spond to the transmission Q of the medium. The cross correlation of synthetic waveforms observed for 
an array of receivers along the free surface is observed to be dependent on the correlation distance of the 
medium. The self-similar random medium proposed here for the crust produces waveform variations at 
high frequencies (15-30 Hz) similar to those reported for actual small-scale seismic arrays with apertures 
of hundreds of meters. 

INTRODUCTION 

The scattering of short-period seismic waves (T < 1 s) by 

heterogeneities in the earth's crust and upper mantle affects a 

number of seismic observables, including amplitudes, travel 

times, spectra, and waveforms. A full understanding of seismic 

scattering is clearly necessary to comprehend the propagation 

of short-period seismic waves in the lithosphere. We use the 

term "scattering" in this paper to refer to the interaction of 

seismic waves with spatial variations in material properties of 

the medium, variations that range in size from several seismic 

wavelengths to a small fraction of a wavelength. The study of 

short-period seismic waves is of increasing interest to seismol- 

ogists, as more attention is devoted to the evaluation of high- 
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frequency strong ground motions, the estimation of earth- 
quake and explosion source parameters from high-frequency 
data, and the analysis of high-resolution seismic exploration 

surveys. 

In this paper, we are concerned with variations in seismic 

velocity in the earth's crust with scale lengths ranging from 
tens of kilometers down to tens of meters. Relatively large- 

scale variations (> 10 km) in crustal velocity have been identi- 

fied in tomographic inversions of travel time anomalies ob- 
served at seismic arrays for both teleseismic waves [Aki et al., 

1977] and local earthquakes (see, e.g., Hearn and Clayton 

[-1986a, b]). Scattering from smaller-scale heterogeneities (< 1 

km across) represents one possible mechanism for the gener- 
ation of seismic coda that is generally observed for mi- 

croearthquake waveforms at frequencies greater than 1 Hz 
[Aki, 1969]. It has been proposed that scattering from such 

small-scale heterogeneities is responsible for the apparent at- 
tenuation of seismic waves in the lithosphere at frequencies 

from 1 to 25 Hz [Aki, 1980a, b]. Theoretical and numerical 

studies demonstrate that scattering produces apparent attenu- 
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Fig. 1. Representations of the three types of random media considered in this study. Each medium shown has a 
corielation distance of 200 m. The amplitude of each horizontal line denotes the random component of the P or S wave 
velocity (V•,/V s constant). Areas with higher thah average velocity are shaded. In the top panel, the positions of the 
explosion source (star) and receiver array (bar) along the free surface are shown. This configuration was used in the 
simulations described in the section on high-frequency coda amplitude and cross correlation. 

ation with distance in a manner similar, in some respects, to 

intrinsic loss mechanisms [Wu, 1982; Richards and Menke, 

1983; Frankel and Clayton, 1984; Malin and Phinney, 1985]. 

Scatiering also causes variations in waveforms and amplitudes 
across seismic arrays [see Ringdal and Husebye, 1982]. 

We seek to explain these various manifestations of scatter- 

ing with a single random medium model of the heterogeneity 
df the crust. Such a model should account for observations 

over a broad spectrum of seismic frequencies (1-30 Hz) and 

describe the spectrum of velocity fluctuations in the crust over 

a wide range of length scales (tens of meters to tens of kilome- 

ters). 

We use synthetic seismograms generated by the finite differ- 

ence method to study waves propagating through two- 
dimensional random media. These random media consist of a 

small component (< 10% standard deviation) of their P and S 

wave velocities varying randomly in space, superimposed on 

some average velocities. Such media are meant to approxi- 
mate the heterogeneity of the crust caused by variations in 
composition and the presence of fractures and fluid-filled in- 

clusions. Examples of the three types of random media con- 

sidered in this paper are shown in Figure 1. Each medium is 
described by its spatial autocorrelation function, which is 

commonly referred to as simply the "correlation function." 

The media vary in their spectrum of fluctuations and will be 
discussed in detail in the following section. 

FINITE DIFFERENCE METHOD APPLIED 

TO RANDOM MEDIA 

The finite difference method propagates complete seismic 
wave fields through a two-dimensional grid with arbitrarily 
complex variations in material properties. The application of 
this technique to seismic wave propagation in random media 
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TABLE 1. Correlation Functions and Spectra for Random Media Studied 

Correlation Function 

Gaussian 

One- Dime nsio nal Tw o- Dimension al 

N(r) Fourier Transform Fourier Transform 

e- r2/a2 (7•) •/2ae-- k2a2/4 

Exponential e -r/a 

Von Karman: self-similar* 

a 2 
-- kr2a2 / •. 

•e 

2 

2a a 2 

1 + k2a 2 (1 + kr2a2) 3/2 

a a 2 

(1 + k2a2) 1/2 1 + kr2a 2 

*See Appendix B for normalization. 

was first described by Frankel and Clayton [1984]. The finite 

difference method has several advantages over theoretical 
treatments of scattering. It produces synthetic seismograms for 

any point on the grid. It includes all multiply scattered waves, 
converted waves (P to S, S to P), diffractions, and caustics. 

Most theoretical studies of seismic scattering assume the first 

Born approximation, which states that only single scattering 

occurs and that scattering losses from the primary wave can 

be neglected [Pekeris, 1947; Chernov, 1960]. This approxi- 
mation is valid only for weakly scattering media and appears 

inappropriate for many portions of the crust [Hudson and 
Heritable, 1981; Richards and Menke, 1983]. Unlike some ap- 

proaches to scattering which assume the ray approximation, 
the finite difference method is not restricted to certain ratios of 

Exponential a=80m 

wavelength to scatterer size and can be used for media with 

velocity fluctuations over a range of length scales. 
The two-dimensional acoustic wave equation describing 

pressure (P) in a medium where the velocity v is a function of 
x and z and the density is constant is given by 

P.,, = va(x, z)(P.•,•, + P.::) (1) 

Here subscripts after commas indicate partial derivatives. For 
elastic waves, the two coupled equations for the horizontal (u) 

and vertical (w) components of displacement are 

pu., = [(• + 2•)u.• + •w.:].• + [•(w.• + u.3].: (2) 

pw,. = [(2 + 2#)w.: + 2u,,,].: + [#(w.,, + u.:)].,, (3) 

4.2 km 

Fig. 2. Typical configuration used for the study of apparent attenuation. The star denotes the location of the explosion 
source, and the triangles are the receivers. All edges have absorbing boundary conditions. The grid size is 210 by 200 
points, with a grid spacing of 20 m. The medium has an exponential correlation function and a correlation distance of 80 
m. 
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Fig. 3. Snapshots (time slices) of the divergence (P waves) and curl (SV waves) for a wave field propagating through 
the medium shown in Figure 2 with a standard deviation in velocity of 10%. The ka value at the dominant wavelength is 
about 1. For each time step the divergence and curl are displayed with the same shading scale. 

where ;t and/• are the Lamd constants and p is the density. 
The solutions for these equations contain all converted phases, 
multiple reflections, and diffractions. These equations are 
solved numerically by replacing the partial derivatives by their 
finite difference approximations for a discrete time step At and 
grid spacing h. Details of the method are given by Kelly et al. 
[1976]. The finite difference algorithms used in this paper uti- 
lized fourth-order approximations to the spatial derivatives, 
which are superior in accuracy to the second-order schemes 

more commonly used in finite difference modeling of seismic 

waves. The inaccuracy of the finite difference algorithms at 
high frequencies produces frequency dependent errors in phase 
and group velocity known as grid dispersion [Alford et al., 
1974]. These errors are a function of the wavelength to grid 
spacing ratio and can produce effects in the synthetic seismo- 
grams similar to those of attenuation. Appendix A discusses 
various accuracy tests that we have performed to ensure that 
these errors are not contaminating our results. 

The random media are characterized by their correlation 
function (or, equivalently, their fluctuation spectrum), prob- 
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Fig. 4. (Left) Synthetic seismograms for a P wave propagating 
through a constant velocity medium (see Figure 2 for geometry). 
Radial and transverse components of velocity are shown for receivers 
from 380 to 3980 m from the source. Amplitudes of all synthetics 
shown in this paper are corrected for geometrical spreading. (Right) 
Synthetic seismograms for a P wave traveling through an exponential 
random medium (a c - 10%, a = 40 m, ka = 1.16 at 30 Hz). 

ability distribution, and standard deviation (or spectral ampli- 

tude). Two correlation functions often used in scattering 

theory [Chernov, 1960] are the Gaussian function, where 

N(r) = e -r2/a: and the exponential function N(r)= e -r/a. Here 
r stands for the offset (or spatial lag) and a is the correlation 

distance. The random medium is assumed to be isotropic. A 

third type of correlation function, the Von Karman function 

[Tatarski, 1961] commonly cited in turbulence theory, is de- 
fined as 

] (r•mKm(r • (4) N(r) = 2 m- •F(ml•--• \a/ \a/ 
where Km(X) is a modified Bessel function of order m and F(m) 

is the gamma function. In this paper, we consider a specific 

type of Von Karman function, where m equals zero. For this 
case, the unnormalized correlation function is 

The correlation functions used in this paper are listed in 

Table 1 along with their one- and two-dimensional Fourier 
transforms. The Fourier transform of the correlation function 

represents the power spectrum of the medium fluctuations. 
The one-dimensional Fourier transform P(k) is given by 

P(k) = N(r)e ik• dr (5) 

and the two-dimensional Fourier spectrum P(k,) is I-Oberhet- 
tinget, 1972] 

© P(k,) = N(r)rdo(k,r ) dr (6) 

where kr is the radial wave number and equals (k,, 2 + kz2) •/2 
and Jo(x) is the zero-order Bessel function. 

The fluctuation spectra for these media are flat up to a 
corner wave number inversely proportional to the correlation 

distance and then fall off at higher wave numbers (ka > 1). 
The key feature which distinguishes the three correlation func- 

tions is the falloff in spectral amplitude of the velocity fluctu- 
ations for wavelengths less than 2n times the correlation dis- 

tance (i.e., ka > 1). The Gaussian medium has a strong, ex- 

ponential decay of spectral amplitude, resulting in a smoothly 
varying medium (see Figure 1). For the exponential medium 

the two-dimensional spectrum decays as k•-3 for ka > 1, and 
this medium has more "roughness" at small length scales than 

the Gaussian medium (Figure 1). 

The medium with the Von Karman function (m = 0) is 
characterized by heterogeneities that are self-similar for 

ka > 1. This medium is "rougher" at small length scales than 

the exponential medium (Figure 1). In this paper we use the 
term "self-similar" to indicate that the standard deviation of 

the medium, calculated over equal logarithmic intervals of 

wave number, remains constant over a range of length scales. 

The variance (a 2) over a certain range of radial wave numbers 
(k,•, k,2) is estimated by integrating the two-dimensional power 
spectrum of the medium 

kr a 2 = P(k,)k, dk,. (7) 
r 1 

For the Von Karman medium with m = 0, the variance com- 

puted over an octave interval of wave number is (for k,a >> 1) 

a 2 ..... In (k,)l,2f' = In (2) (8) 
ß kr 2 

Therefore the standard deviation is independent of wave 

number (or length scale) for ka >> 1, and the medium is self- 

similar. Andrews [1980] used a comparable fluctuation spec- 

trum to model random variations in seismlc stress drop along 

a fault surface. This type of medium represents one of the 

fractal geometries described by Mandelbrot [1977]. The essen- 

tial property of fractal media is that they display irregularity 

on all length scales. In a number of studies, Mandelbrot has 

analyzed the fractal geometry of a variety of natural processes. 

The spectral amplitudes of such fractal media are power func- 

tions of wave number [Mandelbrot and Wallis, 1969]. 

The following procedure was used to construct the random 

media on the two-dimensional grid for most of the finite differ- 

ence simulations described in this paper. First, a random 

number generator assigned a velocity v(x, z) sequentially to 

each point on the grid. The random velocity field was then 

Fourier transformed to wave number space, filtered to achieve 

the desired spectrum, and transformed back to the spatial 

domain to yield the velocity field for the simulations. All the 

random media discussed in this paper had a Gaussian prob- 

ability distribution of seismic velocity, centered on the average 

velocity. The ratio of P and $ wave velocity was kept con- 
stant, so that both velocities varied in the same manner across 

the grid. The density was constant at all points. The media 

were normalized by their standard deviation. In some cases, 
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Fig. 5. (Top) Finite difference seismograms calculated for an array of receivers along the free surface for plane P waves 
propagating vertically through (Bottom) random media with correlation distances of 10 km (left) and 1 km (right) Both 
media have exponential correlation functions and a standard deviation in velocity of 5%. The plane wave is initiated in the 
homogeneous region at the base of the random medium. The seismograms are the vertical components, with positive 
displacements shaded, and are aligned at the positions of the receivers along the free surface. 

the standard deviation of a discrete random medium differs 

significantly from that of a continuous medium with the same 
spectrum. The normalization of the random media is discussed 

in detail in Appendix B. 

Figure 2 depicts a typical grid configuration used for the 
attenuation measurements described in a later section of this 

paper: a 210 by 200 point grid, 20 m grid spacing, average P 
wave velocity of 6.5 km/s, average S wave velocity of 3.65 

km/s, density of 2.7 g/cm 3. The source is an explosion located 
near the left edge of the grid and consists of a line source 

extending perpendicular to the plane of the grid. The domi- 

nant frequency of the source wavelet is 20 Hz. The medium 

has an exponential correlation function with a = 80 m so that 

ka • 1 at the dominant wavelength of the pulse. The standard 

deviation in velocity is 10%. All edges of the grid have absorb- 

ing boundary conditions [Clayton and Engquist, 1977] to 

suppress artificial reflections. 

In Figure 3 we show a series of time slices (or snapshots) of 

elastic waves propagating through this random medium. 

Many important features of wave propagation through 

random media are apparent. We display the divergence and 

curl of the seismic wave field in Figure 3 rather than the 

displacements, so that the P wave and SV wave energy can be 

discriminated. Since the source is an explosion, it generates 

only P waves (divergence). As the circular wave front propa- 

gates into the random medium, it becomes quite distorted. 

Significant differences in amplitude and travel time are pro- 

duced for receivers at equal distances from the source. A large 

amount of SV wave energy (curl) is observed behind the orig- 

inal P wave front, a result of P to SV conversions during 

propagation through the random medium. The P wave energy 

behind the original wave front is also caused by scattering. 

The scattered SV wave energy in the time slices has shorter 

wavelengths than the scattered P wave energy, a consequence 

of the slower velocity of the SV waves. The semicircular SV 

wave front generated at the left side of the grid (see time 0.064 

s) is an artificial reflection of the P wave traveling leftward 
from the source. This artifact travels well behind the initial P 

wave front and most of the scattered SV wave energy. 

0.3 
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Fig. 6. Root mean square (rms) variation in travel time observed 
across the array in the simulations as a function of the correlation 
distance of the random media (5% standard deviation in velocity) 
For each correlation distance, results are shown for media made from 

two different random number seeds. The solid curve represents the 
theoretical travel time variation for Gaussian media derived by 
Chernov [ 1960]. 
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Fig. 7. (Top) Travel time residual plotted against distance along the free surface for Gaussian, exponential and 
self-similar random media with a = 20 km and a = 5%. The stairstep appearance of the anomalies is caused by the 
discrete time step used in the finite difference algorithm. (Bottom) Spatial autocorrelation functions of the travel time 
anomalies shown above, plotted on expanded distance scales. 

Figure 4 displays the synthetic seismograms for receivers 

embedded within the finite difference grid, extending outward 

from the source. On the left side of Figure 4, synthetics for a P 

wave pulse propagating through a constant velocity medium 

are shown. The amplitudes of all the synthetics displayed in 

this paper are corrected for geometrical spreading (multiplied 
by the square root of distance). 

The synthetics on the right side of Figure 4 are for the 

random medium of Figure 2. Several features of the synthetics 

are noteworthy and are qualitatively similar to properties of 

actual short-period seismograms (see also Frankel and Clayton 

[1984]). There is significant seismic coda after the direct pulse. 

Sizeable displacements on the transverse components are ob- 
served in the P wave synthetics for the random medium. In 

addition, it is clear that the amplitude of the seismic pulse 

decreases in amplitude as it propagates through the random 

medium, compared to the constant velocity case. This effect 

was noted for acoustic waves by Frankel and Clayton [1984] 
and is a result of apparent attenuation from scattering. Intrin- 
sic attenuation was not included in these simulations, so that 

all attenuation observed is caused by scattering. This scatter- 

ing attenuation will be measured in a later portion of this 

paper. 

CONSTRAINTS ON MODELS OF CRUSTAL HETERoGENEITY 

In this section of the paper we consider three observations 

from actual seismograms (travel time variation, coda ampli- 
tude, and waveform cross correlation) and their implications 

for the spectrum of velocity fluctuations in the crust. The finite 

difference simulations are applied to quantify these parameters 
as a function of the correlation distance and correlation func- 

tion of the random media. The results from the simulations 

are then compared with some actual observations to constrain 

models of crustal heterogeneity. 

Travel Time Variations 

There is a considerable collection of observations docu- 

menting the variation of travel times across seismic arrays. We 

are concerned here with large-scale seismic arrays with station 

spacings greater than 10 km and apertures of about 100 km or 

more. Significant travel time variations are observed by these 
networks for both teleseismic P waves and P waves from local 

earthquakes. The rms travel time variation (a at)observed at 

LASA, for example, is about 0.2 s for a given te!eseism [see 
Aki, 1973]. Other arrays, such as NORSAR in Norway and 

SCARLET in southern California, display similar fluctuations 
in travel time (see Berteussen [1975] and Powell and Meltzer 

[1984] respectively), with peak to peak variations of several 

tenths of seconds. Many studies have inverted the arrival time 

variations to obtain three-dimensional models of velocity fluc- 

tuations for the crust and upper mantle (see, e.g., Aki et al. 

[1977] and Humphreys [1985]). Because of the station spacing 

and ray coverage, these inversions can resolve velocity vari- 

ations on scale lengths of greater than 10 km. Lateral hetero- 

geneity in the crust is also apparent in travel time residuals 

from local earthquakes. Simultaneous inversion for local ve- 

locity structure and earthquake hypocenters reveals significant 

variations in crustal velocity over length scales of about 10 km 
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Fig. 8. Same as Figure 7 but with a correlation distance of 10 km for each medium. 

(see, e.g., Thurber [1983]). Results from time term and tomo- 

graphic studies from local earthquake data also document 

these larger-scale heterogeneities [e.g., Hearn and Clayton, 

1986a, b]. Again, the reported peak to peak variations in 

travel time are several tenths of seconds. Any model of crustal 

heterogeneity must account for these variations of travel time. 

Travel time variations for teleseismic waves propagating 
through random media were determined from the elastic finite 

difference synthetics. The geometry is shown in Figure 5. A 

horizontal plane P wave is propagated vertically through the 

random medium, and seismograms are calculated for an array 

of 150 receivers spaced 1 km apart along the free surface. The 

grid spacing is now 500 m, so that the vertical dimension of 

the random medium (110 grid points) corresponds to a thick- 

ness of 55 km, somewhat larger than that of typical conti- 
nental crust. The side and bottom edges of the grid have 

absorbing boundary conditions. To avoid edge effects, the 

actual side boundaries of the grid are located 50 grid points 

from either end of the array. The source wavelet is shaped as a 

Gaussian and has a dominant frequency of about 1 Hz. 
The simulations demonstrate that the amount of travel time 

fluctuation observed for a random medium is directly related 

to the correlation distance. Figure 5 shows the seismograms 

calculated for the array for exponential media with correlation 
distances of 10 and 1 km, each with a 5% standard deviation 

in velocity. It is clear that the medium with the larger corre- 

lation distance produces much larger travel time variations 

(rms travel time variation %r of 0.179 s) than the medium 

with the smaller scatterers (ear = 0.04 s). This observation is 

intuitively obvious, but the finite difference simulations allow 

the quantification of these travel times for a variety of random 
media. Figure 5 also illustrates that the medium with larger 

scatterers produces greater variations in amplitudes across the 

array. 

Figure 6 displays the travel time variations observed in the 

simulations as a function of correlation distance, for Gaussian, 

exponential, and self-similar media. Travel times were deter- 

mined from the time on the synthetic seismograms where the 

P wave amplitude first exceeds 0.01 of the peak amplitude. 

The travel times were measured to an accuracy of 0.04 s, 

which corresponds to the time step used in the finite difference 
scheme. The measurements were made for media constructed 

with two random number seeds. Figures 7-9 show the travel 

time variations across the array for various media and will be 
discussed in detail below. 

The results from the simulations demonstrate that a corre- 

lation distance greater than about 10 km is required to explain 
the rms travel time variations greater than 0.1 s that are ob- 

served in actual data (Figure 6). For all the media the rms 

travel time variations clearly increase with correlation dis- 

TABLE 2. Measured Widths ll/2 of Autocorrelation Functions of 
Travel Time Anomalies 

1•/2, km 

Medium a, km Medium A Medium B 

Gaussian 10 12 9 

Gaussian 20 21.5 15 

Exponential 1 3 3 
Exponential 10 19 11 
Exponential 20 23 14 
Self-similar 10 9 8 

Self-similar 20 21 11 



FRANKEL AND CLAYTON: SIMULATIONS OF SEISMIC SCATTERING 6473 

tance (Figure 6). While travel time variations for the Gaussian 

and exponential media with the same correlation distance a 

are comparable, the self-similar medium with the same a ex- 
hibits about half the fluctuation. 

Figure 6 also shows the theoretical travel time variations 

predicted for Gaussian random media by the scalar theory of 

Chernov [1960]. Using the result for the variance of phase 

fluctuations aA• from Chernov [1960] and substituting 

1 

GAT --- •0 

we find the variance of the travel time is 

0.200 

-0.200 

EXPONENTIAL a' I km 
. 

UUU I 

DZ•?,•CS 

( ' ) 2 (rr) •/2a2 aL l+--tan -•D (9) 
aAr = 2 %2 D 

where L is the thickness of the heterogeneous zone, a is the 

standard deviation in velocity, Vo is the average velocity, D --- 

4Lika 2, and k is the wave number (here 1 km-•). The theoreti- 
cal travel time variations are similar to the observations from 

the synthetics for the Gaussian media. 

The travel time fluctuation is observed to be dependent on 

the thickness of the heterogeneous zone L, for media with 

relatively large correlation distances (> 10 km). We have per- 

formed two finite difference runs for media with 220 grid 

points in the z direction, corresponding to a thickness of 110 

km, twice that of the previous examples. For a self-similar 
medium with a--20 km, the rms travel time variation in- 

creased significantly from 0.128 to 0.148 s when the thickness 

was doubled. However, the observed increase of travel time 

with L is less than the factor of 1.36 predicted by equation (9) 

for Gaussian media. For the case of an exponential medium 

with a--- 1 km, the travel time variation showed no depen- 

dence on the thickness of the medium, increasing by only 
0.005 s as the thickness was doubled. 

Thus the rms travel time anomalies observed at LASA and 

NORSAR (aAr • 0.2 s) can be produced by a self-similar 
medium with a > 20 km, a standard deviation of about 5%, 

and a thickness somewhat greater than 100 km. Of course, 

certain trade-offs occur in the estimation of these parameters, 

since increases in a, L, and a all produce greater travel time 
variations. 

The spatial correlation of the travel time variations across 

large-scale arrays provides another key constraint on the cor- 

relation distance of the crust and upper mantle. The variations 
in travel time across the array used in the simulations are 

shown in Figures 7 and 8 for media with correlation distances 

of 20 and 10 km, respectively (L- 55 km, a = 5%). Each 

medium was produced with the same random number seed. In 

Figure 7 (a--20 km) we see a similar pattern in the long 

wavelength (• 100 km) anomaly between the Gaussian, ex- 

ponential, and self-similar media, with slow travel times in the 

center of the array and fast arrivals at the edges. However, the 

travel time fluctuations at small length scales (< 30 km wave- 

length) are larger (relative to the long-wavelength anomaly) 

for the self-similar and exponential media than the Gaussian 

one. For any particular type of random medium, these small- 

scale variations are larger when a = 10 km than for a = 20 km 

(compare Figures 7 and 8). 

The width of the spatial autocorrelation function of the 
travel time anomalies is observed in the simulations to be 

dependent on the correlation distance of the velocity vari- 

0.002 

A 

OFFSET (•m) 

Fig. 9. Travel time residuals and autocorrelation function for an 
exponential medium with a = 1 km and a = 5%. The jagged ap- 
pearance of the residuals is again the result of the discrete time step of 
the simulations. 

ations of the medium. These autocorrelation functions are also 

depicted in Figures 7 and 8. We measured the spatial lag 1•/2, 
where the height of the autocorrelation function reaches half 

its peak value and the results are listed in Table 2 for media 

produced with two random number seeds. The simulations 

indicate that l•/2 increases with a for each type of medium and 
is roughly comparable to a in the cases studied. This observa- 
tion is consistent with the theoretical results of Chernov 

[1960], who found that l•/2 is about equal to a for Gaussian 
media (for D < 10). In the simulations, no systematic differ- 

ence was observed in the values of l•/2 between self-similar, 
exponential, and Gaussian media with the same correlation 
distance a. 

An exponential medium with a = 1 km cannot produce the 

spatial correlation of travel time anomalies commonly ob- 
served in large-scale arrays. The travel time variations derived 

from the synthetics for such a medium are shown in Figure 9, 

along with their autocorrelation function. Again we note the 
small travel time variations for such a medium. The auto- 

correlation function is quite narrow, with 1•/2- 3 km. This 
width is significantly less than those of correlation functions 

observed at LASA, NORSAR, GBA (India), and SCARLET, 
which are consistently greater than 10 km (see Aki [1973], 

Berteussen et al. [1975a, b], and Powell and Meltzer [1984], 

respectively). The finite difference results demonstrate that self- 

similar, exponential, and Gaussian random media with a > 10 

km produce autocorrelation functions with widths of 8 km 

and larger (Figures 7 and 8), similar to the actual observa- 
tions. 
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Coda Amplitude at High Frequencies 

Another major constraint on the heterogeneity spectrum of 

the crust is the presence of seismic coda at high frequencies 

(> 10 Hz) in the waveforms of microearthquakes. We quantify 

the coda amplitude and waveform variation for finite differ- 

ence synthetics obtained with the configuration shown in the 

top panel of Figure 1. This configuration is intended to ap- 

proximate a geometry common to local recordings of mi- 

croearthquakes, with receivers at an epicentral distance about 

twice the source depth. For the simulations a group of receiv- 

ers are placed along the free surface, starting at an epicentral 

distance of 3.2 km and spaced 20 m apart (one grid spacing). 

An explosion source is located at 2 km depth in the lower 

left-hand corner of the grid. The dominant frequency of the 

source is about 20 Hz. The left, right, and bottom edges of the 

grid all have absorbing boundary conditions. 

The finite difference synthetics document that the amplitude 

of the high-frequency coda is dependent on the falloff of the 

heterogeneity spectrum at high wave numbers. Figure 10 illus- 

trates the synthetic seismograms for self-similar and ex- 

ponential media with a correlation distance of 10 km and a 

standard deviation in velocity of 5%. These random media, 

with correlation distances larger than the total grid size, were 

constructed by the procedure described in Appendix B. It is 

clear from Figure 10 that the self-similar medium with a = 10 

km produces significant coda at frequencies of 30 Hz, whereas 

the exponential medium does not. The P wave coda amplitude 

for the self-similar medium is roughly comparable to that ob- 

served in microearthquake waveforms recorded at similar hy- 

pocentral distances (•5-10 km) in a variety of tectonic re- 

gimes. The reader is referred to seismograms displayed by 

Fletcher [1980, 1982] and Aki and Chouet [1975] for mi- 

croearthquakes near Oroville, California; Monticello, South 

Carolina; and NORSAR in Norway, respectively. The relative 

amplitude of the direct arrival and the coda will be affected by 

the radiation pattern of the earthquake source, which is not 

included in these simulations (isotropic explosion source). 

However, this effect does not bias our comparison between the 

synthetics and microearthquake waveforms, since we are 

citing a general observation based on a number of microearth- 

quake waveforms. Any variation in the relative amplitude of 

the P wave and the coda caused by the earthquake radiation 

pattern would be averaged out over the many observations of 

microearthquake waveforms. 

We examined the amplitude of the synthetic coda as a func- 

tion of correlation distance for self-similar and exponential 

media. Typical synthetic seismograms for self-similar and ex- 

SELF-SIMILAR dist: 3740m EXPONENTIAL 

a: 200m 

a: 1000m 

0.2 sec 
i i 

Fig. 11. Synthetic seismograms (vertical components) for a receiv- 
er at the free surface for self-similar and exponential media with corre- 
lation distances of 200 m and 1000 m (a = 10%). "S" indicates the SV 
wave reflected from the lower left-hand corner of the grid. 
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Fig. 12. Average of the cross correlation of the filtered synthetic 
coda (see Figure 10) as a function of receiver separation or offset (see 
text). Results are shown for synthetics band-pass filtered at 12.5-17.5 
Hz and 25-35 Hz. The medium was self-similar with a = 10 km and 

a=5%. 

ponential media (a = 10%) with a = 200 m and 1000 m are 

shown in Figure 11 (geometry as in Figure 1). The coda ampli- 

tude decreases strongly for the exponential medium as the 

correlation distance increases. In contrast, the coda amplitude 

remains about constant for the self-similar media, despite the 

factor of 5 increase in a. The rms amplitude of the filtered 

coda (25-35 Hz) was measured and compared for the vertical 

component at 20 receivers along the free surface. The ratio of 

the coda amplitude between the exponential media with 
a - 1000 m and 200 m was 0.46 + 0.06. 

This behavior of the coda amplitude with respect to corre- 

lation distance is consistent with the weak-scattering theory of 

Chernov [1960]. We adapt this theory to the two-dimensional 

geometry of the simulations in Appendix C. For two random 

media with correlation distances al and a 2 (equal a), equation 

(C7) allows the ratio of scattered energy ((I)l/(I)2) 2 at wave 
number k and angle 0 to be expressed as the ratio of the 

two-dimensional power spectra (P(k,)) of the media, such that 

(l)lh 2 Pl[2k sin (0/2)] 
•22J = P212k sin (0/2)] (10) 

Substituting the power spectrum for exponential media (Table 

l) into (15), the ratio of the scattered amplitude becomes 

(I) 1 a I (1 + k,,2aD2_• j a 2 (I)2 -- Z • 7 •m2al -- •11 (11) 
where k.• - 2k sin (0/2) and k,,a >> 1. Thus the coda amplitude 

for exponential media will be inversely proportional to the 

square root of the correlation distance, as is roughly found in 

the amplitudes of the synthetic coda noted above for a•- 

1000 m and a 2 -- 200 m. 

In two self-similar media with correlation distances of a• 

and a2, the ratio of coda amplitudes is found from equations 

(C 10) and (10)' 

q)l. [(a1•2 (1 +km2a22)l 1/2 02 L\a2/ (1 + k,.2•72)] (12) 
For kma >> 1, this ratio approaches unity and the coda ampli- 
tude for self-similar media remains about constant with re- 
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Fig. 13. Average of the cross correlation of the filtered (25-35 Hz) synthetic coda as a function of receiver separation for 
two exponential random media (a = 10%) with differing correlation distances (20 m and 200 m). 

spect to the correlation distance, as is observed in the simula- 

tions (Figure 11). Here we have also assumed that kNy•a >> 1, 
so that the normalization factor C in equation (B9) is insen- 
sitive to the correlation distance. 

The observations of the synthetic coda amplitudes lead to 

an important conclusion concerning the correlation function 

appropriate for the crust. Media with Gaussian and ex- 

ponential correlation functions and correlation distances of 10 

km or more (5-10% standard deviation) would produce negli- 

gible amounts of coda at frequencies of 30 Hz. However, these 

large correlation distances are required to explain the stan- 

dard deviation and spatial correlation of travel time variations 

across large-scale seismic arrays. Gaussian and exponential 

random media with reasonable standard deviations in velocity 

(< 10%) do not appear to satisfy both the travel time and 
coda observations. 

A self-similar random medium can account for these two 

sets of observations. Such a medium would have a correlation 

distance a of at least 10 km and a standard deviation in veloc- 

ity of about 5%. 

Waveform Variation Across Receiver Arrays 

Another useful observation that provides constraints on 

crustal heterogeneity is the variation of waveforms across seis- 

mic arrays. We quantify this waveform variation by determin- 

ing the cross-correlation functions from the finite difference 

synthetics. As shown in Figure 10, a portion of the synthetic 

coda was windowed from the vertical components for 60 

receivers along the free surface (see top panel of Figure 1 for 

geometry). The coda from each receiver was band-pass filtered 

and cross-correlated with that from every other receiver. The 
maximum of the cross-correlation function was determined for 

each pair of receivers and then averaged as a function of 

receiver separation or offset. 

Figure 12 illustrates the results of this procedure for a self- 
similar medium with a = 10 km and a standard deviation of 

5%. Each data point represents an average of from 50 to 59 
determinations of cross-correlation maxima. The cross corre- 

lation decreases as the receiver separation increases. The rate 

of falloff of the cross correlation is greater at higher frequency 

(30 Hz) than at the lower frequency (15 Hz). These general 

features of the waveform cross correlation are commonly re- 

ported in actual data from small-scale arrays of seismometers 

with station separations of about 100 m [Smith et al., 1982; 

McLaughlin et al., 1983]. It is noteworthy that a self-similar 

medium with a = 10 km and 5% standard deviation produces 

significant variations in waveforms at frequencies of 15-30 Hz 

for receivers separated by more than 200 m. 

CONSTANT VEL 10% STD DEV 

_ 880m 

0.2 see 
I I 

_ •1580m 

2780m • 

3980m • 
Fig. 14. Band-pass-filtered (25-35 Hz) and enveloped synthetic 

seismograms (radial components) for P waves propagating through a 
constant velocity medium (left) and a random medium (right). Un- 
filtered seismograms are shown in Figure 4. Seismogram amplitudes 
are corrected for geometrical spreading. The scattering attenuation is 
determined from the decay of the peak envelope amplitude as a func- 
tion of distance. 
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Fig. 15. Logarithm of the peak amplitude (25-35 Hz) plotted against distance for exponential media with correlation 
distances of 40 m (left) and 200 m (right), a c = 10%. Amplitudes are normalized to the peak amplitude observed at the 
receiver nearest the source (r = 380 m). Each type of symbol corresponds to measurements from a linear array of receivers 
along a particular azimuth from the source (see Figure 2). The lines denote the least squares fits to the amplitude decay 
used to estimate the scattering Q. 

The synthetic seismograms also demonstrate that the rate of 
decrease of the cross correlation with offset is dependent on 

the characteristics of the random medium. In Figure 13, the 

cross-correlation results for exponential media (a = 10%) with 
correlation distances of 20 and 200 m are depicted. The cross 

correlation decays much more rapidly with receiver separation 
for the medium with the shorter correlation distance. 

These findings have implications to the reciprocal problem 
of analyzing the waveforms from closely spaced earthquakes 
at a single receiver. Many investigators have noted clusters of 
microearthquakes in many regions with virtually identical 
waveforms up to frequencies as high as 30 Hz [Geller and 
Mueller, 1980; Frankel, 1982a; Spieth, 1981; Pech•nann and 

Kanamori, 1982]. Geller and Mueller [1980] proposed that the 
similarity of waveforms requires the spatial separation of these 
events to be less than one quarter of the seismic wavelength. 

The results in Figure 13 document that estimates of the maxi- 

mum separation of similar earthquakes are dependent on the 
properties of the medium and are not simply a fixed fraction 

of the wavelength. 

APPARENT ATTENUATION IN RANDOM MEDIA 

In this section we use measurements from the finite differ- 

ence synthetics to quantify the apparent attenuation from 

scattering for various types of random media. The apparent Q 

is determined from the decay in peak amplitude of the band- 

pass-filtered synthetics with propagation distance. This yields 
an estimate of the apparent attenuation (Q-x) of the initial 
part of the waveform in a narrow frequency range. For each 

finite difference experiment we extract synthetic seismograms 

from several arrays of receivers extending radially outward 

from the source (see Figure 2). The synthetics are corrected for 

geometrical spreading, band-pass filtered (25-35 Hz) with 

phaseless Butterworth filters, and enveloped. An example of 

one profile of filtered records is shown in Figure 14. 

The scattering Q is determined from the least squares fit 

from graphs such as those in Figure 15. The log peak ampli- 

tudes of the filtered displacements are plotted as a function of 

distance for P waves propagating through two random media. 

In both media there is an overall decrease of amplitude with 

increasing distance. However, considerable variation is found 

in the amplitudes measured at any given distance. This vari- 

ation is larger for the medium with ka = 5.6 (scatterers larger 

than the wavelength), where the amplitude variation reaches a 

factor of 6 at some distances. Certain paths through this 

random medium exhibit virtually no attenuation, whereas 

others have Q values as low as about 60. At several receivers 

in this medium, the amplitudes are greater than those in the 

constant velocity case. This indicates that multipathing is oc- 

curring. Obviously, fitting a linear decay to these amplitudes 

characterizes the scattering attenuation in only a gross sense 

for this medium. Finite difference runs with larger grid sizes 

are necessary to better separate the effects of multipathing and 

scattering attenuation for media with ka >> 1, where relatively 

few scatterers are contained in the grid. The large variance in 

plots such as Figure 15 illustrates the difficulties of quantifying 

the attenuation in scattering media, difficulties frequently en- 

countered in amplitude measurements of actual short-period 

seismograms. 

We investigate the variation of scattering Q as a function of 

the normalized frequency ka, by examining attenuation for 

30-Hz P waves propagating through random media with 

various correlation distances. Since ka is proportional to fre- 

quency times the correlation distance, such a procedure essen- 

tially determines the frequency dependence of apparent at- 

tenuation in a particular random medium. For 30-Hz P 
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Fig. 16. Attenuation (Q-•) measured from the synthetics plotted 
as a function of ka for Gaussian random media with standard devi- 

ation a c of 10%. Error bars represent one standard deviation, as 
calculated from the regression analysis. Solid circles denote the 
average of results from media with two random number sequences. 
Determinations from one medium are depicted with open symbols. 
The curves indicate the theoretical attenuation derived from Appen- 

dix C. 0mi n denotes the minimum scattering angle considered in the 
attenuation calculation. 

waves, the waves propagate at least 17 cycles within the 

random medium (for the 210 by 200 point grid). It is necessary 

to observe the amplitude decay over this number of cycles to 

obtain accurate estimates of Q. An alternative method of esti- 

mating the frequency dependence of Q would be to measure 

attenuation as a function of frequency for one medium. This is 

not practical because the attenuation of the low-frequency 

components cannot be reliably estimated due to the small 

number of wavelengths they travel through the grid. In many 

cases, Q values were determined at a given ka from synthetics 

produced in two random media, each characterized by the 

same power spectrum but different random number sequences 

(or seeds). The grid size for the runs with ka < 1.16 was 210 by 

200 grid points. For runs with ka = 2.32 and 5.6 (Gaussian 

and exponential media), the grid size used was increased to 

300 by 300 points. 

Figure 16 shows the attenuation (Q-•) values derived from 
the finite difference synthetics as a function of ka for random 

media with Gaussian correlation functions. The apparent at- 

tenuation peaks at ka between 1 and 2. This essentially means 

that the scattering attenuation is greatest when the seismic 

wavelength is comparable to the size of the scatterers. This 
observation was also noted in the acoustic finite difference 

simulations reported by Frankel and Clayton [1984]. There is 

a rapid increase of attenuation with ka for ka < 1 and a grad- 

ual decline of attenuation at high frequencies (ka > 2). 

It is useful to compare the results from the numerical simu- 

lations with predictions from the weak scattering theory de- 

scribed in Appendix C. Theoretical curves for scattering at- 
tenuation in a two-dimensional Gaussian random medium are 

depicted in Figure 16. These curves were derived from equa- 
tion (Cll), for three values of the minimum scattering angle 

0mi n. With the weak scattering theory, the appropriate value of 
the minimum scattering angle is unclear, since waves scattered 
in the forward direction reach the receiver at about the same 

time as the direct wave and should not be counted as lost 

energy [Sato, 1977; Wu, 1982; Malin and Phinney, 1985]. One 

of the motivations for using the finite difference synthetics to 

determine attenuation is to provide some constraint on the 

proper value for 0min. 

The predicted attenuation is peaked at ka between 1 and 2, 

in agreement with the results from the numerical simulations. 

The theoretical attenuation at ka < 1 is proportional to (ka) 2, 
in correspondence with the results from the synthetics. We 

should note that the theoretical frequency dependence of at- 

tenuation for ka << 1 (the Rayleigh scattering limit) differs be- 

tween two- and three-dimensional random media [see Menke, 

1984]. Attenuation is proportional to (ka) 3 for ka << 1 in three- 
dimensional media. The theory predicts that the amount of 

attenuation and the precise value of ka at the peak attenu- 

ation are dependent on 0mi n. The high-frequency behavior of 
the attenuation (ka >> 1) is identical between the two- and 
three-dimensional theories. 

The measured attenuation for Gaussian media cannot be 

matched by any single curve derived from the weak scattering 

theory for the range of ka between 0.3 and 5.6. For ka > 1 the 

observed decline of attenuation with increasing ka is much 

more gradual than predicted by the theory. The significance of 

this difference is, at present, unclear. Because of multipathing, 
it is difficult to measure the attenuation for media with ka > 1, 

so that the attenuation observations for these media may be 

unrepresentative. Alternatively, the discrepancy may be caused 

by the presence of multiple scattering and wave conversions 

neglected by the Chernov [1960] theory. Simulations involving 

larger grids will be needed to resolve this question. 

Figure 17 shows the observed scattering attenuation for 

random media with exponential correlation functions, along 
with the theoretical attenuation curves. The observed attenu- 

ation increases as ka increases from 0.3 to 1.2. For ka between 

1.2 and 5.6 the attenuation remains about constant, in con- 
trast to the Gaussian media. The observed attenuation for the 

exponential media roughly follows the theoretical curve for 

0mi n = 30 ø. 
The observed and theoretical attenuation values for the self- 

similar random media are depicted in Figure 18. For these 

media we have measured the attenuation only for ka >_ 1. The 
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Fig. 17. Measured attenuation and theoretical curves for ex- 
ponential random media, a c of 10%. 
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attenuation observed in the numerical simulations is essen- 

tially constant with frequency. The theoretical attenuation 

curves for a 0mi, of 30 ø match the numerical results for these 
media. 

Although the finite difference simulations allow us to deter- 

mine the overall frequency dependence of the scattering at- 

tenuation, more work is needed to quantify the absolute 

values of attenuation. Simulations involving several random 

media with different random number sequences (but identical 

power spectra) are required to achieve better constraints on 

the range of attenuation at any given ka. We have found that 

varying the random number seed can produce differences in 

the absolute Q determinations up to a factor of 1.5. 

The key parameter which distinguishes the theoretical at- 
tenuation behavior of the exponential and self-similar media is 

the frequency dependence of Q at high frequencies (ka >> 1). 

The independence of Q with frequency for the self-similar 
medium is a direct consequence of the velocity fluctuations 

having equal amplitudes (or variance) over a broad range of 
length scales (see equation (8)). The apparent attenuation of 
the exponential medium decreases with frequency because the 
fluctuation amplitude of this medium decreases as the length 
scale gets smaller. The theoretical relationship between the 
frequency dependence of Q and the fluctuation spectrum of 
the medium has been noted for Gaussian and exponential 

media by Dainty [1984] and Menke [1984]. 

Up until this point, we have discussed only P waves. Some 
initial simulations have been done involving the propagation 

of $V waves through random media. Figure 19 depicts $V 

wave synthetics for the constant velocity case and for an ex- 
ponential random medium. We consider $V wave pulses with 
dominant frequencies about half that used for the P waves, so 

that the wavelength to grid spacing ratio (and hence accuracy) 

is comparable for the two wave types. The $V waves in the 
random medium show significant energy on the radial compo- 

nents of displacement and coda after the initial pulse. As with 
the P waves, the amplitude of the $V wave (transverse compo- 

nent) in the random medium generally decreases with distance 
relative to the reference case, a result of scattering attenuation. 

Some energy is observed to arrive before the SV pulse on both 
the radial and transverse components of the synthetics. This 

energy is produced by $V to P conversions in the random 
medium. The initial arrival time of this precursory energy on 

SELF-SIMILAR MEDIUM 
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Fig. 18. Measured attenuation and theoretical curves for self-similar 

random media, are f of 10%. 
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Fig. 19. (Left) Synthetic seismograms for an SV wave in a con- 
stant velocity medium (see geometry in Figure 2). (Right) Synthetic 
seismograms for an SV wave in an exponential random medium with 
10% standard deviation and a = 80 m. Arrows indicate the arrival 

times calculated for an SV to P conversion occurring in the portion of 
the random medium nearest the source. 

the radial components corresponds approximately to the ex- 

pected time for such conversions (see Figure 19). 
The values of attenuation measured for $V waves in ex- 

ponential random media are shown in Figure 20. These values 

were determined in the same manner as the P waves, except 

that the waves were band-pass filtered from 12.5 to 17.5 Hz. 

The frequency dependence of the $V attenuation is similar to 
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Measured attenuation and theoretical curves for S V waves 

in exponential random media (ac = 10%). 
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Fig. 21. Root mean square (rms) amplitude of the filtered back- 
scattered coda plotted as a function of ka for Gaussian (top), ex- 
ponential (bottom), and self-similar (bottom) media. Each point repre- 
sents the average of 5-10 waveforms, with the error bars signifying 
one standard deviation. Amplitudes are normalized to the peak am- 
plitude of the direct wave. 

that observed for P waves in the same media: increase of 

attenuation with ka for ka < 1 and a constant level of attenu- 

ation for ka between 1 and 6. These initial results suggest that 
for 0.5 _< ka _< 6, the amount of attenuation for SV waves is 

comparable to that of P waves, when waves of equal wave- 
lengths are considered. Variations in Poisson's ratio, which 

was kept fixed in this study, could of course change this result. 

BACKSCATTERED CODA 

Frequency Dependence of Coda Amplitude 

In this section we evaluate the amplitude of the back- 
scattered synthetic coda as a function of ka. The backscattered 

coda was determined from P wave synthetics at receivers lo- 

cated nearest to the source (see Figure 2). The coda waves 

observed for these receivers consist mainly of energy back- 
scattered from the random medium. The synthetics at each 

receiver were band-pass filtered (25-35 Hz) and the root mean 

square amplitude of the filtered coda was calculated over a 

fixed time window (0.2-0.6 s after the P wave arrival time). 

The results are shown in Figure 21 for Gaussian, exponential, 

and self-similar random media. Each data point represents the 

coda amplitude (normalized to the peak amplitude of the 

direct wave) averaged over 5-10 receivers equidistant from the 
source. In most cases, the results from two random media 

(with different seeds) were averaged for each data point. 

Figure 21 demonstrates that the dependence of back- 

scattered coda amplitude on ka is generally similar to that of 

the apparent attenuation, although there is large variance in 

the coda measurements. For Gaussian media the coda ampli- 

tude is greatest at ka • 1. The coda amplitude for exponential 

media decreases for ka > 1 but not as sharply as the Gaussian 

media. The coda amplitude is approximately constant with 

respect to ka for the self-similar media. For ka > 1 the coda 

amplitudes for the self-similar media are greater than those of 

the exponential media. The difference in the coda amplitude 

between the Gaussian, exponential, and self-similar media for 

ka > 1 is a result of the difference in the fluctuation amplitude 

of these media at small wavelengths. 

In Figure 22 we plot the observed coda amplitude with 

respect to the backscattered coda amplitude (0 - 180 ø) predic- 

ted by the acoustic theory (see Appendix C). Although the 

functional relationship between the coda amplitude and ka 

can be derived from the theory, the absolute value of the 

amplitude depends on how the coda waves are attenuated and 

multiply scattered. The effects of these processes are poorly 

known at present, so we simply compare the observed coda 

with relative values from the theory. Dividing equation (C7) 

by k and setting 0 = 180 ø, we obtain the backscattered coda 

energy generated per wavelength travel distance as 

Ac 2 oc k2a2p(2k) (13) 

Figure 22 confirms that the observed coda amplitude is gener- 

ally proportional to the value predicted by equation (13) for 

the three types of random media studied. 
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Fig. 22. Observed backscattered coda amplitude plotted against 
the theoretical amplitude from equation (13). Data and error bars as 
in Figure 21. The units for the theoretical amplitudes are arbitrary. 
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Time Decay of Coda 

The time decay of the seismic coda is an important property 
of observed high-frequency seismograms that has been studied 

in detail by numerous investigators. Aki and Chouet [1975] 

presented a single-scattering model of backscattered coda to 

explain the coda decay of waveforms from local microearth- 

quakes. This model predicts that the decay rate of the coda is 
related to the transmission attenuation of the medium. In this 

portion of the paper we evaluate the time decay of the back- 

scattered coda for the finite difference synthetics and compare 

the results with the single-scattering theory. For this study we 
considered acoustic P waves, applying the finite difference 

scheme to solve the acoustic heterogeneous wave equation 

(equation (1)). Because of the reduced memory requirements 

for the acoustic finite difference code relative to the elastic one, 

larger grid sizes could be utilized. This allows the coda decay 

rate to be examined over a longer time window without being 

affected by the original wave front encountering the edges of 
the grid. 

-2 

0.5 sec 

predicte• 
Op: 82 

Oc: -741 

i i 

o T I ME ( SEC ) 2 

b) 8kin 

Fig. 23. Configurations of simulations used to study the time 
decay of the backscattered coda. The source is indicated by the star 
and the receivers are shown by triangles. All edges have absorbing 
boundary conditions. 

Fig. 24. (Top) Typical synthetic seismogram, filtered between 25 
and 35 Hz, derived from the geometry depicted in Figure 23a. The bar 
indicates the portion of the coda envelope analyzed for the time 
decay. The medium had a correlation distance of 10 m (ka = 0.3 at 30 
Hz) and a standard deviation of 20%. (Bottom) Average of the log of 
the coda amplitudes for eight receivers plotted against time, starting 
0.45 s after the direct wave. Amplitudes are normalized to the peak 
amplitude of the direct pulse. The smooth solid curve is the coda 
decay predicted by the single-scattering model, derived from the 

transmission Qp measured for the medium. The dashed curve repre- 
sents the best fit of the observed coda decay to equation (14). The 
resulting estimate of the coda Qc is shown to the right. 

Two different configurations were used to study the time 

decay of the backscattered coda and are depicted in Figure 23. 

For the first simulation (Figure 23a) the source was situated in 

the center of a 600 by 600 point grid (12 km by 12 km), with a 

set of receivers surrounding it at a distance of 30 grid points 

(600 m). Absorbing boundary conditions were invoked at all 

edges. The random medium had a correlation distance of 10 m 

(ka = 0.3 at 30 Hz), an exponential correlation function, and a 

standard deviation in velocity of 20%. The synthetic seismo- 

grams at each receiver were band-pass filtered (25-35 Hz) and 

enveloped (see Figure 24). The log of the envelope amplitude, 

beginning 0.45 s after the arrival time of the direct pulse, was 

averaged over the eight receivers and is shown in Figure 24. 
The single-scattering model can be used to predict the coda 

decay if the transmission Q•, of the medium is known. For 
each random medium described here, the transmission Qp was 
determined from the amplitude decay of the direct wave with 

distance. The single-scattering model [Aki and Chouet, 1975] 

gives the coda amplitude A(co, t) at radial frequency co and 
time t for two-dimensional media as 

(3) 1/2 -- tot A(co, t) oc exp (-•c) (14) 
where Qc is the "coda Q" of the medium. The single-scattering 
theory equates the coda Q with the transmission Q of the 
medium, that is, the Q observed for a propagating seismic 
wave. We compare the observed and predicted coda decay up 

to the time (tease)corresponding to the travel time from the 
source to the edge of the grid and back to the receivers. Com- 

parison between the theory and the simulations is inappro- 
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Fig. 25. (Left) Observed and predicted (single-scattering model) coda decays for media with a = 10 m (ka = 0.3) and 
standard deviations in velocity of 10, 14, and 20%. The coda envelopes have been smoothed with a Gaussian filter (see 
text). Geometry is shown in Figure 23b. Coda Qc values derived from the dashed curves and the observed transmission Q•, 
are listed to the right of each panel. (Right) Coda decays for media with a -- 40 m (ka -- 1.16) and standard deviations of 7 and 10%. 

priate for times greater than tedg e because the initial wave front 
has been absorbed along the edges of the grid. 

Figure 24 clearly shows the discrepancy between the coda 
decay observed in the simulation and that predicted by the 
single-scattering model. This random medium (a = 10 m, 
a = 20%) has strong scattering attenuation, with a measured 
Qv of 82. While the single-scattering theory predicts a steep 
decay of coda amplitude with time, the observed decay is quite 
gradual. In fact, fitting equation (14) to the observed coda 
decay yields a negative value for Qc (see Figure 24). This indi- 
cates that the observed coda decay is actually less steep than 
the geometrical spreading term t -1/2 in equation (14). The 
negative value of Qc is a consequence of the inapplicability of 
the single-scattering theory and equation (14) for this random 
medium and does not imply a growth of energy with time. 

We investigated the coda decay rate for a variety of random 
media using the geometry shown in Figure 23b. This configu- 
ration was chosen so that the quarter-circular wave front trav- 
els the maximum distance possible in the medium before it 
encounters the edge of the grid. Absorbing boundary con- 

ditions are applied at all edges. Since we are only considering 
one quadrant of the medium, the absolute amplitude of the 
backscattered coda is about one fourth that for the whole 
space. We would expect the decay rate of the coda to be 
similar for the quarter and whole space configurations since 
the geometrical spreading of the wave front and the increase 
in the number of scatterers encountered by the wave front 
with time are identical in both cases. For these simulations we 
considered random media with the same correlation distance 
but differing standard deviations in velocity. The transmission 
attenuation (Qv-x) measured for these media was found to be 
approximately proportional to the variance of the velocity 
[Frankel and Clayton, 1984]. For each medium the log of the 
coda envelope at each receiver was smoothed in the time 
domain using a Gaussian filter with a width of about 0.2 s at 
half amplitude. The smoothed coda envelopes were then 
averaged over the five receivers and plotted up to time tedg e for 
this configuration. 

The observed coda decays for three exponential random 
media with ka = 0.3 but differing standard deviations in veloc- 
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ity (!0, 14, and 20%) are depicted on the left side of Figure 25. 
For the medium with a standard deviation of 10%, the predic- 

ted coda decay appears to agree with the observations from 

the synthetics. In this case, the transmission Qv is relatively 
high, 340, and the scattering is therefore weak. The predicted 
coda decay does not match the synthetic results, however, 

when the scattering attenuation is moderate. The observed 

coda decay is more gradual than the theoretical one for the 

medium with a 14% standard deviation in velocity and a Qv 
of 150. The difference between the observed and predicted 

decay is most striking for the medium with 20% standard 

deviation and a Qv of 82. As in Figure 24, the theory predicts 
a sharp rate of coda decay, whereas the observed coda decay 

is quite gradual, similar to the decay rates of the more weakly 

scattering media. 

Simulations using media with a larger correlation distance 

confirm that the amount of the scattering attenuation is the 
critical factor that causes the difference between the observed 

coda decay and that predicted by the single-scattering theory. 

On the right side of Figure 25, we show that observed coda 
decay for two exponential media with a = 40 m (ka = 1.16 at 

30 Hz) and standard deviations of 7 and 10%. The values of 

Qv determined for these media were 150 (a = 7%) and 96 
(a = 10%). Again the observed coda decay rates are more 

gradual than predicted by the single-scattering theory, with 

the difference increasing as the transmission attenuation in- 
creases. 

The simulations indicate that estimates of coda Q derived 

from the coda decay using the single-scattering model will 

significantly overestimate the transmission Qv of the medium, 
when Qv < 200. In Figure 25 we fit the observed coda decays 
to equation (14) and obtained values of the coda Q. The ratio 

between Q½ and Qp is about three for Qp < 150. The calculated 
coda Q decreases somewhat as Qv decreases, signifying that 
the coda decay rate steepens slightly. This dependence of the 

coda decay on the transmission attenuation is opposite to that 
observed for forward scattered coda in randomly layered 

media by Menke and Chen [1984]. They reported that the 

decay rate of the forward scattered coda decreases as the vari- 

ance of the medium (and hence its transmission attenuation) 
increases. 

The discrepancy between the observed and predicted coda 

decay appears to be caused by multiple scattering. As the 

scattering attenuation gets stronger, multiple scattering be- 
comes more important, and the coda decay becomes more 

gradual than predicted by the single-scattering theory. In nu- 
merical studies of one-dimensional random media, Richards 

and Menke [1983] also found that multiple scattering pro- 

duced more gradual decays of the backscattered coda relative 

to the single-scattering model. The results obtained here indi- 

cate that multiply scattered waves form a significant portion 

of the backscattered coda when the scattering attenuation is 

greater than a certain threshold (Qv < 200). 
Gao et al. [1983] extended the Aki and Chouet [1975] 

theory to include multiple scattering, while still neglecting 

losses in transmission (Born approximation). This theory pre- 

dicts a coda decay rate more gradual than found from the 

single-scattering model for large lapse times. Gao et al. [1983] 

conclude that multiple scattering would cause estimates of 

coda Q derived from the single-scattering model to be 1.4 
times that of the transmission Q of the medium. However, the 

simulations demonstrate that multiple scattering can alter the 

coda decay in a much stronger manner, such that the calcu- 

lated coda Q can actually be negative when the scattering 
attenuation is large (Figure 24). 

DISCUSSION 

The results of the numerical simulations indicate that a 

crust with self-similar variations in seismic velocity over length 

scales of less than about 50 km (a > 10 km) can explain a wide 

variety of observations from actual short-period seismograms. 

This self-similar model of the crust is consistent with general 

observations concerning rocks and surface geology. The seis- 

mic velocity within a rock can vary markedly over length 

scales of millimeters, as crystals of differing minerals are sam- 

pled. Comparable variations in seismic velocity exist in the 

crust over length scales of up to tens of kilometers (at least) 

and are manifested by differences in the average velocities of 

distinct lithologic units. 

The self-similar model contrasts with that proposed by Aki 

[1980a, b], who concluded that the crust was characterized by 
a correlation distance of about 1 km. Such a model could 

account for a peak of shear wave attenuation at 1 Hz inferred 

by Aki [1980a], based on long-period surface wave measure- 
ments and studies of S and coda waves from microearth- 

quakes. To explain the apparent frequency dependence of Q 
above 1 H7., Aki [1980b] suggested that the spectrum of crust- 

al velocity variations was intermediate between that of ex- 
ponential and self-similar media for scale lengths less than a 
few kilometers. Studies of coda Q generally report a strong 

increase of Qc with frequency between 1 and 25 Hz [Aki and 
Chouet, 1975; Rautian and Khalturin, 1978; Roecker et al., 

1982]. However, the results of the numerical study described 
in this paper clearly show that the single-scattering model 
used for these Q estimates is not appropriate when the scatter- 

ing Q is moderate. Thus the coda Q results may sometimes 
overestimate the body wave Q. 

Hermann [1980] reported a regional correspondence be- 

tween Qc and transmission Q for 1-Hz Lg waves. He found a 
Qc of about 140 using records from Berkeley, California, 
which agreed roughly with measurements of transmission Q in 
the area made by other investigators. If this attenuation was 

caused by scattering, it would imply fairly strong scattering 
and the presence of multiply scattered waves in the coda. 
Given the results of the numerical simulations, we would not 

expect a correspondence between coda Q and transmission Q 
in media with such strong scattering. This agreement would be 
expected, however, if intrinsic loss mechanisms dominated the 

attenuation for 1-Hz Lg waves in central California. When the 
observed transmission attenuation is large, the similarity be- 

tween the coda Q and the transmission Q may imply that 

intrinsic absorption is the cause of the attenuation. Converse- 

ly, the presence of a relatively gradual rate of coda decay in a 
medium with strong transmission attenuation may indicate 
that the attenuation is produced by scattering rather than 

intrinsic dissipation. 

The characterization of the frequency dependence of crustal 

attenuation at frequencies greater than about 1 Hz would 
discriminate between the self-similar and exponential models 

of crustal heterogeneity if attenuation is indeed caused by 
scattering in this frequency range. For these frequencies the 
scattering Q of the self-similar medium proposed here (a > 10 

km) would be constant with frequency and that of an ex- 
ponential medium (a = 1 km) would linearly increase with 
frequency. Aki [1980a] estimated the frequency dependence of 
Qs in this frequency range from the amplitudes of earthquakes 
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at varying distances from a single station, recorded through 
real-time band-pass filters. The amplitudes were corrected for 
the source strength by dividing by the amplitude of the seismic 
coda observed at some fixed time after the origin time. This 
"single-station" method documented that Q ocf ø'6-ø's be- 
tween 1.5 and 24 Hz in Japan. Although we feel that the 

assumptions invoked in this method are reasonable, Q 
measurements derived from changes in body wave spectra as a 
function of source-receiver distance would be useful as a com- 

parison. 

Improved determinations of transmission attenuation using 
direct spectral methods are needed to resolve the frequency 
dependence of attenuation from 1 to 30 Hz. If Q is proportion- 
al to frequency, the spectral shape will not change as the wave 
propagates, only the overall amplitude will decrease. Anderson 

and Hough [1984] noted that the shape of the high-frequency 
spectral falloff for strong motion records was consistent with a 

frequency independent Q. There is some evidence of a con- 

stant Q with frequency from 1 to 16 Hz in the amplitudes of 
filtered strong motion records from the San Fernando earth- 

quake [Berrill, 1975; Hanks, 1982]. Singh et al. [1982], how- 
ever, reported an increase of Q with frequency using spectra 
from some Imperial Valley aftershocks. 

While this paper attempts to explain the features of short- 
period seismograms with an isotropic random medium model, 

the earth's crust is undoubtedly even more complex. The pres- 
ence of fine scale horizontal layering can produce seismic coda 

(see, e.g., Bouchon [1982]) and apparent attenuation [Richards 

and Menke, 1983]. Levander and Hill [1985] have used finite 

difference simulations to demonstrate that random topogra- 
phy on buried interfaces can also generate coda waves. The 

heterogeneity spectrum of the crust may also change with 
depth, particularly in the near surface where open joints and 
fractures are present. Studies of high-frequency spectra (> 10 
Hz) indicate that severe attenuation often occurs at shallow 

depths (less than a few kilometers) in the earth's crust, attenu- 

ation much greater than that observed for ray paths that pri- 
marily sample depths larger than 5 km [Frankel, 1982b; 

Hanks, 1982; Malin and Waller, 1985; Cranswick et al., 1985]. 
If this "site response" is caused by scattering from near-surface 
heterogeneities, it would imply that the small-scale velocity 
fluctuations (< 100 m across) would be larger in amplitude 
near the surface than at deeper depths in the crust. 

It is clear that the complete quantification of the various 

scattering effects discussed in this paper will require substan- 
tial future effort, in both the use of numerical simulations and 

the analysis of actual short-period seismograms. As more 
powerful computers become available, particularly those that 

use concurrent processing architecture (Appendix A), finite dif- 
ference simulations in large-scale, three-dimensional random 

media will become feasible. We feel that the major conclusions 
of this paper are not affected by the two dimensionality of the 
simulations. The peak values of scattering attenuation differ 
little between the two- and three-dimensional theories. We 

would expect that the coda amplitude would also be similar 

for the two cases, with the three-dimensional medium having 
more scatterers per travel distance but a stronger rate of geo- 
metrical spreading. In any case, even factor of 2 variations in 

coda amplitudes would not alter the principal findings of the 
paper. 

CONCLUSIONS 

1. The earth's crust must have a correlation distance of at 

least 10 km to account for the standard deviation and spatial 

correlation of travel time variations observed for large-scale 
seismic arrays. 

2. Exponential and Gaussian random media with corre- 

lation distances of 10 km and larger (< 10% standard devi- 
ation in velocity) cannot account for the presence of seismic 
coda at frequencies of 30 Hz, commonly observed for mi- 
croearthquakes. 

3. A random medium with self-similar velocity fluctu- 
ations (a > 10 km and standard deviation of about 5%) can 
explain the observations of both travel time variations and 

high-frequency coda amplitudes. 

4. The scattering attenuation (Q-•) observed in the simu- 
lations increases with ka for ka < 1 for Gaussian and ex- 

ponential media. The scattering attenuation is peaked at 
ka • 1 for Gaussian media. The apparent attenuation in ex- 
ponential and self-similar media appears to be constant for 
1 <ka<5.6. 

5. The single-scattering model of coda formation is not 

valid when the scattering attenuation is moderate or large 
(scattering Q < 200). Because of multiple scattering the coda 
decay rates observed in the numerical simulations are rela- 

tively gradual when the scattering attenuation is large. 

APPENDIX A: ACCURACY TESTS OF FINITE 

DIFFERENCE METHOD 

The complexity of the random media and the resulting syn- 
thetic seismograms naturally raises questions about the accu- 
racy of the finite difference method. We have performed a 
series of tests to evaluate the accuracy of the fourth-order 

schemes used in this paper. Frankel and Clayton [1984] com- 
puted the finite difference synthetics for a plane wave propa- 
gating at normal incidence through a stack of plane layers 
with randomly varying velocities. Comparison of the finite 
difference synthetics with those derived from the Haskell 

[ 1960] matrix method showed excellent agreement. 
A second accuracy test involved the evaluation of the radi- 

ation pattern from a point scatterer from an incident plane 
wave. Figure A1 illustrates the radiation pattern observed 
with the finite difference synthetics for SV waves scattered 

from a small scatterer for an incident plane SV wave. The 
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Fig. A1. Radiation pattern observed in the finite difference simu- 
lations for $V waves scattered from a small scatterer, for an incident 

plane $V wave. The theoretical curve is derived from the analytical 
results of Wu and Aki [1985], adapted to the two-dimensional geome- 
try of the simulations. 
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scatterer was 2 grid points on a side and was characterized by 

an impedance contrast of 1% relative to the surrounding 
medium but with the same P and S wave velocities. The wave- 

length of the incident wave was 10 grid points. The radiation 

pattern was measured from the amplitude of the curl of the 

scattered wave field. The radiation pattern derived from the 

synthetics shows good correlation (Figure A1) with that pre- 
dicted by the analytical theory of Wu and Aki [1985], modi- 

fied to the two-dimensional geometry of the simulations. The 
features that differ between the two- and three-dimensional 

cases are the Green's functions and the substitution of scat- 

terer area for volume (see Appendix C). In the two- 

dimensional geometry the scatterer is essentially a line scat- 

terer extending perpendicular to the plane of the grid. The 

largest discrepancy in the absolute amplitude of the synthetics 

and the theory occurs for the backscattered energy (0 = 180ø), 
where the amplitude of the synthetics is about two thirds of 

the predicted value. This difference is not surprising, given the 

finite extent of the scatterer and the fact that sharp contrasts 

in material parameters are represented as gradients in the 
finite difference scheme. 

Radial 

Transverse 

O.E •ec 

R 

Fig. A2. Comparison of synthetic seismograms made in the simu- 
lations using two different grid spacings. Seismograms with solid lines 
were generated with a grid spacing of 20 m, and those with dashed 
lines were produced with a grid spacing of 10 m, in the same random 
medium. Source-receiver distances are shown to the left. 

Our third accuracy test consisted of running simulations for 
the same random medium at two different grid spacings. Syn- 

thetic seismograms were derived for a random medium with a 

grid spacing of 20 m. The random medium was then interpo- 
lated to yield a grid spacing of 10 m, with twice the number of 

grid points in each direction (x and z). The resulting synthetics 

were then compared with the original run. Any numerical 

errors will cause discrepancies between the synthetics derived 

from the two cases. Figure A2 depicts some of the seismo- 

grams used in this comparison. Although minor differences are 

apparent in some of the transverse components, the overall 

good agreement between the waveforms indicates that numeri- 
cal errors are not significantly affecting the results. In this 

paper we analyze synthetic P waves with wavelengths at least 

10 times the grid spacing. 
Some of the finite difference simulations described in this 

paper (coda time decay) were run on one of the concurrent 

processors developed and built by the Jet Propulsion Labora- 

tory and the California Institute of Technology. This con- 
current processor consists of 32 individual processors (nodes) 

which perform their operations simultaneously and can com- 

municate with their adjacent processors. For the two- 
dimensional finite difference scheme considered here, the finite 

difference grid is divided into 32 equal-sized subgrids. Each 

separate processor solves the finite difference algorithm in a 

particular subgrid. The processors only communicate with 

each other for the exchange of updated values along the 

common edges of the subgrids. This communication occurs 

only once per time step and takes relatively little time com- 

pared to the computations for the interior of the subgrids. 

Thus problems on large grids can be solved in virtually the 
time it takes each processor to solve its small subgrid. The 

concurrent processing technique will make the solution of 

large-scale, two- and three-dimensional problems in wave 

propagation possible at substantial savings of cost and com- 

puting time, relative to sequential computers. 

APPENDIX B' NORMALIZATION OF DISCRETE 

RANDOM MEDIA 

The finite grid spacing introduces, in some cases, certain 
differences in the normalization of the random medium, com- 

pared to the case of a continuous medium. For a continuous 

medium, the variance (ac 2) is given by 

O. c 2 = P(kr)k r dk r (a 1) 

The variance for the same medium sampled on a discrete grid 

(ad 2) is, however, 

kNyq •r• 2 = P(k•)k• dk• (B2) 
do 

where kNy q is the Nyquist wave number (n/h, where h is the 
grid spacing). Thus the standard deviation of the discretely 

sampled medium may be less than that of the original, con- 

tinuous medium. In the spatial domain this is equivalent to 

truncating the correlation function at zero offset. In cases 

where the power spectrum has significant amplitude at the 
Nyquist wave number, the standard deviation will be a func- 

tion of the grid spacing. We have normalized the discrete 

random media to correspond to continuous media with a 

given 
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TABLE B1. Standard Deviations a d of Discrete Random Media 
Used in Simulations (for a½ = 10%) 

Medium ka a, m %, % 

Gaussian 0.29 10 6.8 
Gaussian 0.58 20 9.6 
Exponential 0.29 10 6.8 
Exponential 0.58 20 8.4 
Exponential 1.16 40 9.2 
Exponential 2.32 80 9.6 
Self-similar 1.16 40 7.3 
Self-similar 2.32 80 8.6 

Gaussian and Exponential Media 

In the section on apparent attenuation, we measured the 
attenuation as a function of ka by studying media with differ- 
ent correlation distances. For a Gaussian correlation function, 
the two-dimensional fluctuation power spectrum for each of 
these media is specified by (see Table 1) 

= rrc 2a2 e_k,2a2/4 P(k,) --• (B3) 

where ac 2 is the variance of the continuous medium. From 
Table 1 and equation (B2) the variance of the discrete Gaus- 
sian media used in the simulations can be calculated as 

kNyq O. c 2a2 O'd 2 = • do 2 e-k':a:/4k, dk, (B4) 
rra 2 = rrc2( 1 -- e -kNy":a:/4) (BS) 

For exponential media the spectral power and discrete vari- 
ance are 

P(k,) = ac2a2(1 + kr2a2) - 3/2 (B6) 

aa 2 = ac2[1 -- (1 + kNyq2a2) -'/2] (B7) 

Using equations (B5) and (B7), it was found that the standard 

deviation of the discrete media differed significantly from that 
of the continuous medium when a < 2h. The values of the 
standard deviations of these discrete media used in the simula- 
tions are listed in Table B 1. 

Self-Similar Media 

The discrete, self-similar media used in this paper cannot be 
normalized with respect to the standard deviation of the con- 
tinuous medium because that standard deviation is undefined. 

That is, the correlation function Ko(r/a ) is infinite at r- 0. 
Our approach is to use the standard deviation for a particular, 
discrete, self-similar medium as the reference by which the 
other self-similar media are normalized. Fortunately, the vari- 
ance of the discrete self-similar medium is a logarithmic func- 
tion of the grid spacing, so that large differences in the sam- 
pling interval do not strongly alter the determinations of the 
standard deviation of the medium. This can be seen from the 

variance O'ref 2 for a reference medium with a = are f 

Nyq O'ref 2 -- C aref2( 1 + kr2aref2)-lkr dk r (B8) 

C 

O'ref 2 "- '•' In (1 + kNyq2aref 2) (B9) 

C ( •2aref2 • aref2=•-ln 1+ h2 // (BlO) 

C is a constant that specifies the absolute amplitude of the 
power spectrum for a given rrref 2 and can be found from equa- 
tion (B9): 

C -- 20'ref 2 
In (1 + kNyq2aref 2) -- 0'29rrref2 (Bll) 

Here, a self-similar medium with a = 200 m and h = 20 m was 
chosen as the reference medium. Thus the two-dimensional 
fluctuation power spectrum for the self-similar media used in 

our investigation of apparent attenuation is given by 

P(k,) = 0.29rrref2a2(1 + k, 2a2) - 1 

The dependence of apparent attenuation on ka in self-similar 

media was quantified with the finite difference simulations by 
considering media with differing a but whose spectra are de- 
scribed by equation (B 12). The variance rra 2 of each medium is 

•0 kNyq o'a 2 = 0.29ar,f2a2(! + kr2a2) - lk,. dk,. (B13) 

and 

O'a 2 = 0.145arcf 2 In (1 + kNyq2a 2) (B14) 

Thus the standard deviations of such self-similar media vary 
somewhat as a function of the correlation distance. Table B1 
lists the standard deviations used to normalize the self-similar 
media for the cases that differed significantly from the 10% 
standard deviation for the reference medium with a = 200 m. 

These standard deviations were calculated from equation 
(B14). 

The correlation distance a of a self-similar medium does not 
correspond to the spatial lag where the amplitude of the corre- 
lation function equals I/e, as with the Gaussian and ex- 
ponential media. Instead, the correlation distance of the self- 

similar medium (and the other types of media) describes the 
shape of its fluctuation spectrum, specifically its corner wave 
number. 

Discrete Random Media With Correlation Distances 
Larger Than the Grid Dimension 

In the section of this paper entitled "coda amplitude at high 
frequencies," several random media were investigated that had 
correlation distances larger than the total grid size. It was 
necessary to normalize these media by their spectral ampli- 
tude because the standard deviation will be dependent on the 
total grid size. Therefore the media were constructed differ- 
ently from those used to quantify the apparent attenuation 
and travel time. The random media were generated in the 
wave number domain by assigning the spectral power at each 
(k,,, kz) to that of the desired correlation function. The phase at 
each (k,,, k0 was chosen randomly. The resulting wave number 
spectrum was inversely transformed to the spatial domain to 
produce the random medium. 

Normalization of these media was a two-step process, in- 
volving grids with two different mesh spacings. First, a grid 
spacing of 500 m and a total grid length of 100 km was used 
to make media with correlation distances of greater than 5 
km. These media were normalized by their standard deviation, 
and the spectral amplitude at a particular wave number (knorm) 
was calculated. Then a random medium was constructed with 
a grid size of 20 m and total length of 4 km. This grid was 
used for the simulations of high-frequency (> 10 Hz) wave 
propagation. The spectral amplitude at k .... was adjusted to 
match that obtained from the larger grid. 
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The standard deviation increases with total grid size for 

exponential media where the correlation distance is greater 
than the grid size. Thus all standard deviations for this section 

of the paper refer to the standard deviations derived from the 

grid with h = 500 m. The standard deviation observed on the 

smaller grid (h = 20 m) is about 0.3 times that of the larger 
grid for a = 10 km. For self-similar media, however, the vari- 

ances calculated on the two grids are approximately equal. 

APPENDIX C' THEORETICAL FORMULAS FOR APPARENT 

ATTENUATION IN Two-DIMENSIONAL 

RANDOM MEDIA 

Here we adapt the theory presented by Chernov [1960] and 

Wu [1982] for the scattering of scalar waves through three- 
dimensional random media to the two-dimensional geometry 
of the finite difference simulations. The derivation of the for- 

mula relating the scattering attenuation of a random medium 

to its fluctuation spectrum consists of two steps. First, the 

intensity of energy scattered at a particular angle is found for 
an incident plane wave. Next, the scattered energy is integrat- 

ed over a range of scattering angles to determine the total 

apparent attenuation of the random medium. Several assump- 

tions are made in this treatment, including (1) single scatter- 

ing, (2) weak velocity perturbations, (3) no scattering from 
gradients in velocity, and (4) receiver located in far-field from 

scattering region. 

We determine the amplitude of waves scattered through 
angle 0 for an incident plane wave in a two-dimensional 

random medium, following closely the proceduye of Aki and 
Richards [1980, chapter 13] for the three-dimensional case. 

Figure C1 shows the geometry of the problem. For a receiver 

located at x, the amplitude of a wave (wave number k, radial 

frequency co) scattered by a unit area of the random medium is 

O(x, t) = Oo(2co2 rS-•)I•-5•2 Ho{2•(kr)le•'ø•e-• (C1) 
Here (I) o is the amplitude of the incident plane wave traveling 

a distance of • from the center of the heterogeneous region to 

the unit scatterer. (5c/c is the velocity perturbation, r is the 

distance between the scattering element and the receiver, and 

Ho(2)(kr) is a Hankel function. The first term in parentheses in 
the right-hand side of equation (C1) describes the scattering 

potential and the term in brackets represents the Green's func- 

tion for a line scatterer or source (perpendicular to the plane) 

in a two-dimensional medium [see Kraut, 1967]. The far-field 

approximation allows us to replace r with Ixl-n, where n is 

the unit vector pointing along x. Integrating over the area A 
of the heterogeneous region and replacing the Hankel function 

by its asymptotic limit, we obtain 

k3/2 (7••X]) 1/2 (I) = (I) o -•- exp [i(cot + r•/4 - klxl)-I 

ß f•ia(•) exp [-ik(• - n. •)] dA (C2) 
where a(•) = (5c/c. The spectral power of the scattered wave is 

determined from the product of the right hand side of egua- 
tion (C2) evaluated at • and its complex conjugate at location 
•', so that 

- 2•lxl <•(•')•(•)> 
ß exp [ik(• - •'- n. (• - •')] dA (•) dA (•') (C3) 

RECEIVER 

INC I DENT 

PLANE WAVE 

HETEROGENEOUS 

AREA 

Fig. C1. Geometry used in derivation of formulas for apparent 
attenuation in random media (modified from Aki dnd Richards 
[•980]). 

(a(5,')a(•)) represents an ensemble average of the velocity fluc- 
tuations of the medium. We define K = e• - n, where e• is the 

unit vector in the • direction. It can be shown [Aki and 
Richards, 1980] that IKI = 2 sin (0/2), where 0 is the angle 
between the incident and scattered wave. After replacing 

(a(•')a(•)) by rr2m(• -- •'), e•uation (C3) becomes 

ß exp [ikK. (• - g')] dA (•) dA (•') (C4) 

Adopting center of mass coordinates •' = (g + •')/2 and •4 = 
•- •', and chan•ng (•a, •2 a) to circular coordinates (r', 0% 
the following relationships are found' 

•d•aCd•2 c = A 

K. •a = IKIr' cos 0'= 2 sin (O/2)r' cos O' 

dA (•a)= r' dr' dO' 

Substitution of these terms into equation (C4) yields 

.... = N(r') 
2•lxl ,=0 =-• 

ß exp (i2kr' sin (0/2) cos O')r' dr' dO' (C5) 

Here we have extended the •imit of the integral in r' to r' = •, 
assuming that the correlation function is small for offsets 
larger than the size of the heterogeneous zone. Since 

S e i•ø•ø dO = 2nJo(x) 
[Hildebrand, 1962], we find 

• 2 k3a2A N(r')r'Jo[2kr' sin (0/2)] dr' 
Ixl 

(C6) 
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The integral in equation (C6) is the two-dimensional Fourier 

transform P(kr) of N(r) (see equation (6) in text), so that 

(•)2k3a2Ap[2ksin(O/2)] (C7) - Ix--T- 

This formula states that for a seismic wave at wave number k, 

the energy scattered at angle 0 is proportional to the fluctu- 
ation power spectrum of the medium at radial wave number 

2k sin (0/2). This is similar to the result of Malin and Phinney 

[1985] for three-dimensional media. 
The scattering energy is now integrated over the scattering 

angle 0 to determine the scattering attenuation (Q-•). Here we 
follow the procedure of Wu [1982] altered to the two- 

dimensional case. For a plane wave propagating through a 

series of thin rectangles with thickness a (in the propagation 

direction) and height l (see Wu [1982] for geometry), the frac- 

tional energy lost by scattering in each rectangle is 

AE (½8) 

where $ is the arc length through which the scattered energy 
passes and b describes the range of scattering angles. Since 

Q-• equals the energy loss per unit travel distance divided by 
k, we find 

1 AE 

Q- - (c9) 
alk E 

Now dS = rdO • lxl dO and A = al, so that substitution from 

equations (C7) and (C8) produces 

Q-•(k) = 2k2a 2 P[2k sin (0/2)] dO (C10) 
min 

Here 0mi , and • represent the range of scattering angles con- 
sidered. 

The frequency dependence of apparent attenuation in 
various random media can be evaluated from equation (C10), 

using the Fourier transforms listed in Table 1. For Gaussian 
media this yields 

Q- •(k) = k2a2a 2 e -•2a2/g dO (Cll) 
min 

and for exponential media 

Q-•(k) = 2k2a2a 2 (1 + km2a2) -3/2 dO (C12) 
min 

where km = 2k sin (0/2). In the case of a self-similar medium, 

inserting the right-hand side of equation (B12) into equation 

(C I0) produces 

Q- •(k) = 0.58k2a•f2a 2 (1 + k•2a2) - • dO (C13) 
min 

where are f is the standard deviation of the reference discrete 
medium (are f = 2• m and h = 20 m). The theoretical curves 
for apparent attenuation shown in Figures 1•18 and 20 were 
derived by numerically integrating equations (C11MC13). 
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