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Abstract
This contribution focuses on the development of Model Order Reduction (MOR) for one-way coupled steady state linear
thermo-mechanical problems in a finite element setting. We apply Proper Orthogonal Decomposition (POD) for the
computation of reduced basis space. On the other hand, for the evaluation of the modal coefficients, we use two different
methodologies: the one based on the Galerkin projection (G) and the other one based on Artificial Neural Network
(ANN). We aim to compare POD-G and POD-ANN in terms of relevant features including errors and computational
efficiency. In this context, both physical and geometrical parametrization are considered. We also carry out a validation
of the Full Order Model (FOM) based on customized benchmarks in order to provide a complete computational pipeline.
The framework proposed is applied to a relevant industrial problem related to the investigation of thermo-mechanical
phenomena arising in blast furnace hearth walls.

Keywords: Thermo-mechanical problems, Finite element method, Geometric and physical parametrization, Proper
orthogonal decomposition, Galerkin projection, Artificial neural network, Blast furnace.

1. Introduction

Due to technological developments occurred in recent years, the high-fidelity numerical computations, based on
the so-called Full Order Models (FOM) (e.g., finite element or finite volume methods), are required to be performed
for many configurations. This puts the computational resources under considerable stress. In this context, Model
Order Reduction (MOR) has been introduced as an efficient tool to accelerate the computations with “affordable” and
“controllable” loss of accuracy. The faster computations obtained by MOR helped in many query contexts, e.g. quick
transfer of computational results to industrial problems.

The basic idea on which MOR is based is related to the fact that often the parametric dependence of the problem at
hand has an intrinsic dimension much lower than the number of degrees of freedom associated to the governing FOM.
The development of a MOR consists in two main steps. The first one is the so-called offline stage when a database
of several high-fidelity solutions is collected by solving the FOM for different values of physical and/or geometrical
parameters. Then all the solutions are combined and compressed to extract a set of basis functions that approximate the
low-dimensional manifold on which the solution lies. The second step is the online stage when the information obtained
in the offline stage is used to efficiently compute the solutions for new parameters instances. For a comprehensive
review on MOR, the reader is referred to, e.g., [3, 8, 10, 11, 24, 28, 43, 50].

In this work, we address the development of a MOR framework in a Finite Element (FE) environment for one-way
coupled steady state linear thermo-mechanical problems. In the literature different MOR techniques have been proposed
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in the context of thermo-mechanical problems. Guérin et al. [23] developed Rational Craig-Hale methodology for the
investigation of thermo-mechanical coupling effects in turbomachinery. Benner et al. [9] compared the performance of
Proper Orthogonal Decomposition (POD), Balanced Truncation, Padé approach and iterative rational Krylov algorithm
for the approximation of the transient thermal field concerning an optimal sensor placement problem for a thermo-elastic
solid body model. Zhang et al. [60] introduced reduced order variational multiscale enrichment method and tested
their approach on proper benchmark tests related to the thermo-mechanical loading applied to a 2D composite beam
and a functionally graded composite beam. More recently, Hernández-Beccero et al. [26] used Krylov Modal Subspace
method for thermo-mechanical models as applicable to machine tools. We highlight that all these works are focused
on MOR for the efficient reconstruction of the time evolution of the thermo-mechanical field. Regarding steady state
problems, such as those dealt with in this work, Hoang et al. [31] used a two-field reduced basis algorithm based on
the greedy algorithm in a physical parametrization setting. However, here we consider not only physical parameters but
also geometrical ones. Concerning the methodology adopted, we use POD for the construction of reduced basis space.
On the other hand, for the computation of the reduced coefficients, we consider two different approaches: a standard
Galerkin projection (G) and Artificial Neural Network (ANN). POD-G aims to generate a MOR by a projection of
the governing equations onto the POD space. So, the reduced coefficients associated to the POD bases are obtained
by solving a set of algebraic equations. On the other hand, POD-ANN belongs to the category of machine learning
methods based on systems that learn from data. In this framework, the reduced coefficients are computed by the
employment of a properly trained neural network. There is a broad range of strategies for the development of new deep
learning architectures for non-intrusive MOR approaches, i.e. without the need to access to FOM implementation: see,
e.g., [27, 49, 56, 16, 41, 18, 58, 2, 17, 38]. We compare POD-G and POD-ANN in terms of relevant computational
features including errors and speed up. From this viewpoint, the present contribution draws inspiration by [27] in which
it has been shown that POD-ANN performs better than POD-G both in terms of efficiency and accuracy for steady
state problems in heat transfer and fluid dynamics. We underline that whilst in [27] nonlinear problems are addressed,
here we deal with a linear modeling framework by obtaining significantly different results. Our approach is applied
within an industrial framework related to the investigation of thermo-mechanical phenomena arising in blast furnace
hearth walls. Neural networks can in theory represent any functional relationship between inputs and output. However,
many applications are still unexplored, and we retain that the use of POD-ANN method in the context of thermo-
mechanical problems of industrial interest could open the door towards the application of deep learning techniques to
new multiphysics scenarios.

The workflow of this paper is organized as follows. In Sec. 2 the physical problem related to the blast furnace
hearth walls is introduced. The full order model in strong formulation is described in Sec. 3. The corresponding weak
formulation is then derived in Sec. 4 and the finite element analysis is introduced in Sec. 5. Subsequently, in Sec.
6, the MOR approach is described, and results obtained are shown and discussed. Conclusions and perspectives are
drawn in Sec. 7. Finally, we dedicate a wide Appendix to the FOM validation in order to show the functionality of the
developed finite element code.

2. Physical problem

Steelmaking is a very old process that has contributed to the development of technological societies since ancient
times. The previous stage is the ironmaking process, which is performed inside a blast furnace, whose general layout is
shown in Figure 1. It is a metallurgical reactor used to produce hot metal from iron ore. For further details the reader
is referred, e.g., to [15, 20].

The blast furnace operates at a high temperature (up to 1500 °C). The associated thermal stresses significantly limit
the overall blast furnace campaign period. In this context, thermo-mechanical modeling has been used extensively
either to support experimental campaign or to design various components. Vázquez-Fernández et al. [57] simulated the
stationary heat transfer in a trough of a blast furnace to ensure durability based on the location of critical isotherm. In
Barral et al [5, 6], the transient behaviour of the temperature during a tapping and a full campaign cycle was analyzed.
Numerical modeling of heat flows in the blast furnace hearth lining was used by Swartling M. et al. [55] for improving
experimental assessment. Thermo-mechanical modeling of blast furnace hearth was also developed by Brulin et al.
[14]: they used micro-macro approach with homogenization method for replacing bricks and mortars by an equivalent
material.

The blast furnace operates under different conditions, each of which is governed by a different mathematical model.
Considering the objectives of the present work, the following simplifications are considered:
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Figure 1: Blast furnace [Courtesy: ArcelorMittal, Spain].

• Taphole operation is not part of this study. The perforation action of the taphole and the important pressures in
the draining of the hot metal and slag produce important mechanical stresses located in the area that requires a
deeper analysis and that is out of the scope of this work.

• Since the objective is to be able to calculate in real time the effects of wall design on blast furnace operation, we
focus on the steady state operations.

• We assume that the hearth is made up of a single homogeneous, elastic, and isotropic material with temperature-
independent material properties.

• Heat transfer only by conduction within hearth walls will be considered. The temperature of the molten metal
inside the hearth is assumed constant and known. Therefore, the fluid region will not be part of the problem.

3. Full order model

In this section, we discuss the mathematical formulation corresponding to the physical problem described in Sec.
2. We present the thermo-mechanical model in cylindrical coordinates endowed with suitable boundary conditions in
Sec. 3.1. Then, we introduce the axisymmetric hypothesis and derive the axisymmetric thermo-mechanical model in
Sec. 3.2.

(a) Section of hearth geometry [Courtesy : ArcelorMittal].

Γ𝑠 𝑓

Γ+

Γ𝑜𝑢𝑡

Γ−

(b) Simplified domain Ω and its boundaries.

Figure 2: Hearth geometry: three dimensional domains, the real one (a) and its simplification as well as its boundaries (b).
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Figure 3: Vertical section of the hearth geometry 𝜔 and its boundaries.

3.1. Thermo-mechanical model in cylindrical coordinates
We consider the three dimensional domain Ω as in Figure 2 (b), corresponding to the simplified hearth geometry.

We represent the displacement vector field as −→𝑢 and the temperature scalar field as𝑇 . Based on the simplifications listed
in Sec. 2, the energy and momentum conservation equations [12, 21, 22] can be written in a cylindrical coordinates
system, (𝑟, 𝑦, \), with (𝑟, 𝑦) ∈ 𝜔, the vertical cross section of Ω in 𝑟 − 𝑦 plane, (see Figure 3), and \ ∈ [0, 2𝜋), as,

− 1
𝑟

𝜕

𝜕𝑟

(
𝑟𝑘
𝜕𝑇

𝜕𝑟

)
− 𝜕

𝜕𝑦

(
𝑘
𝜕𝑇

𝜕𝑦

)
− 1
𝑟

𝜕

𝜕\

(
𝑘

𝑟

𝜕𝑇

𝜕\

)
= 𝑄 , in Ω , (1)

𝜕𝜎𝑟𝑟

𝜕𝑟
+
𝜕𝜎𝑟 𝑦

𝜕𝑦
+ 1
𝑟

𝜕𝜎𝑟 \

𝜕\
+ 𝜎𝑟𝑟 − 𝜎\ \

𝑟
+ 𝑓0,𝑟 = 0 , in Ω ,

𝜕𝜎𝑟 \

𝜕𝑟
+
𝜕𝜎\𝑦

𝜕𝑦
+ 1
𝑟

𝜕𝜎\ \

𝜕\
+ 2

𝜎𝑟 \

𝑟
+ 𝑓0, \ = 0 , in Ω ,

𝜕𝜎𝑟 𝑦

𝜕𝑟
+ 1
𝑟

𝜕𝜎\𝑦

𝜕\
+
𝜕𝜎𝑦𝑦

𝜕𝑦
+
𝜎𝑟 𝑦

𝑟
+ 𝑓0,𝑦 = 0 , in Ω .

(2)

Here
−→
𝑓 0 is the body force density term, 𝑄 is the heat source term and 𝑘 > 0 is the thermal conductivity tensor. The

thermo-mechanical stress tensor 𝝈 is related to the strain tensor 𝜺 through the Hooke’s law:

𝝈(−→𝑢 ) [𝑇] = _ Tr(𝜺(−→𝑢 ))𝑰 + 2`𝜺(−→𝑢 ) − (2` + 3_)𝛼(𝑇 − 𝑇0)𝑰 , (3)

where 𝑇0 is the reference temperature, 𝜺 is defined as,

𝜺(−→𝑢 ) = 1
2
(∇−→𝑢 + ∇−→𝑢 𝑇 ) , (4)

𝛼 is the thermal expansion coefficient, and _ and ` are the Lamé parameters of the material. These latter can be
expressed in terms of Young modulus, 𝐸 , and Poisson ratio, a, as:

` =
𝐸

2(1 + a) , _ =
𝐸a

(1 − 2a) (1 + a) . (5)

If 𝑨 denotes the matrix,

𝑨 =
𝐸

(1 − 2a) (1 + a)



1 − a a a 0 0 0
a 1 − a a 0 0 0
a a 1 − a 0 0 0
0 0 0 1−2a

2 0 0
0 0 0 0 1−2a

2 0
0 0 0 0 0 1−2a

2


, (6)
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the stress-strain relationship (3) can be expressed in vector formulation as,

{𝝈(−→𝑢 ) [𝑇]} = 𝑨{𝜺(−→𝑢 )} − (2` + 3_)𝛼(𝑇 − 𝑇0){𝑰} , (7)

where the following column vectors have been considered:

{𝝈} = {𝜎𝑟𝑟 𝜎𝑦𝑦 𝜎\ \ 𝜎𝑦\ 𝜎𝑟 \ 𝜎𝑟 𝑦}𝑇 ,
{𝜺} = {Y𝑟𝑟 Y𝑦𝑦 Y\ \ 2Y𝑦\ 2Y𝑟 \ 2Y𝑟 𝑦}𝑇 ,
{𝑰} = {1 1 1 0 0 0}𝑇 .

(8)

We introduce the notations for the boundaries of the domain Ω (Figure 2), and its vertical cross section in 𝑟 − 𝑦
plane, 𝜔 (Figure 3):

Γ𝑜𝑢𝑡 = 𝜕Ω ∩ (𝑟 ≡ 𝑟𝑚𝑎𝑥) = 𝛾𝑜𝑢𝑡 × [0, 2𝜋) ,
Γ+ = 𝜕Ω ∩ (𝑦 ≡ 𝑦𝑚𝑎𝑥) = 𝛾+ × [0, 2𝜋) ,

Γ− = 𝜕Ω ∩ (𝑦 ≡ 0) = 𝛾− × [0, 2𝜋) ,
Γ𝑠 𝑓 = 𝜕Ω\(Γ𝑜𝑢𝑡 ∪ Γ+ ∪ Γ−) = 𝛾𝑠 𝑓 × [0, 2𝜋) ,

𝛾𝑠 = 𝜕𝜔 ∩ (𝑟 ≡ 0) ,

(9)

where 𝑟𝑚𝑎𝑥 ∈ R+ and 𝑦𝑚𝑎𝑥 ∈ R+.
Moreover, on the boundary, we define normal force 𝜎𝑛 and tangential force −→𝜎𝑡 as follows:

𝜎𝑛 = (𝝈−→𝑛 ) · −→𝑛 , −→𝜎𝑡 = 𝝈−→𝑛 − 𝜎𝑛−→𝑛 , (10)

where −→𝑛 is the unit normal vector that is directed outwards from Ω.

• On the upper boundary, Γ+, the applied force, −→𝑔 +, and the density of heat flux, 𝑞+, are known. Therefore, the
following boundary conditions are considered:

(−𝑘∇𝑇) · −→𝑛 = 𝑞+ , 𝝈
−→𝑛 =

−→𝑔 + . (11)

• On the bottom boundary, Γ−, the convection heat transfer occurs with the heat exchanger at temperature 𝑇− and
heat transfer coefficient ℎ𝑐,−. The normal displacement is null, and we denote with−→𝑔 − the shear force. Therefore,
it is verified:

(−𝑘∇𝑇) · −→𝑛 = ℎ𝑐,− (𝑇 − 𝑇−) , −→𝑢 · −→𝑛 = 0 , −→𝜎𝑡 = −→𝑔 − . (12)

• On the inner boundary, Γ𝑠 𝑓 , convection heat transfer with the fluid phase occurs and hydrostatic pressure 𝑔𝑠 𝑓 is
acting. So, the following boundary conditions are considered:

(−𝑘∇𝑇) · −→𝑛 = ℎ𝑐, 𝑓 (𝑇 − 𝑇 𝑓 ) , 𝝈−→𝑛 =
−→𝑔 𝑠 𝑓 , (13)

where𝑇 𝑓 is the fluid temperature, assumed to be known and constant at the steady state, and ℎ𝑐, 𝑓 is the convective
heat transfer coefficient. In addition, −→𝑔 𝑠 𝑓 = −𝑔𝑠 𝑓 −→𝑛 .

• On the outer boundary, Γ𝑜𝑢𝑡 , a convective heat flux and known applied force −→𝑔 𝑜𝑢𝑡 are assumed:

(−𝑘∇𝑇) · −→𝑛 = ℎ𝑐,𝑜𝑢𝑡 (𝑇 − 𝑇𝑜𝑢𝑡 ) , 𝝈−→𝑛 =
−→𝑔 𝑜𝑢𝑡 , (14)

ℎ𝑐,𝑜𝑢𝑡 being the convective heat transfer coefficient and 𝑇𝑜𝑢𝑡 the ambient temperature.
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3.2. Axisymmetric thermo-mechanical model

In the context of blast furnace application, the body force density term
−→
𝑓0, as well as surface forces, −→𝑔 +, −→𝑔 −, −→𝑔 𝑠 𝑓 ,

−→𝑔 𝑜𝑢𝑡 , have zero component in −→𝑒\ direction and they do not depend on \. Besides, the heat source term, 𝑄, the heat
flux density, 𝑞+, the heat transfer coefficients, ℎ𝑐,−, ℎ𝑐, 𝑓 , ℎ𝑐,𝑜𝑢𝑡 , and temperatures 𝑇−, 𝑇 𝑓 , 𝑇𝑜𝑢𝑡 are assumed to be only
dependent on (𝑟, 𝑦) coordinates. Therefore, a symmetry hypothesis is applicable that leads to significant computational
savings.

The associated axisymmetric model is reduced to consider conservation equations (1), (2) defined in 𝜔 and the
boundary conditions (11) - (14), where the Γ boundaries are replaced by 𝛾 such that Γ = (𝛾\𝛾𝑠) × [0, 2𝜋) (see Figures
2 and 3, and definitions (9)). Moreover, the usual symmetry conditions on 𝛾𝑠 are added:

(−𝑘∇𝑇) · −→𝑛 = 0 , −→𝑢 · −→𝑛 = 0 , −→𝜎𝑡 =
−→
0 . (15)

Therefore, the axisymmetric thermo-mechanical model can be summarized as:

• Thermal model:
− 1
𝑟

𝜕

𝜕𝑟

(
𝑟𝑘
𝜕𝑇

𝜕𝑟

)
− 𝜕

𝜕𝑦

(
𝑘
𝜕𝑇

𝜕𝑦

)
= 𝑄 , in 𝜔 , (16)

with boundary conditions:

on 𝛾+ : −𝑘 𝜕𝑇
𝜕𝑦

= 𝑞+ ,

on 𝛾− : 𝑘
𝜕𝑇

𝜕𝑦
= ℎ𝑐,− (𝑇 − 𝑇−) ,

on 𝛾𝑠 𝑓 : −𝑘 𝜕𝑇
𝜕𝑟
𝑛𝑟 − 𝑘

𝜕𝑇

𝜕𝑦
𝑛𝑦 = ℎ𝑐, 𝑓 (𝑇 − 𝑇 𝑓 ) ,

on 𝛾𝑜𝑢𝑡 : −𝑘 𝜕𝑇
𝜕𝑟

= ℎ𝑐,𝑜𝑢𝑡 (𝑇 − 𝑇𝑜𝑢𝑡 ) ,

on 𝛾𝑠 :
𝜕𝑇

𝜕𝑟
= 0 .

(17)

• Mechanical model:

𝜕𝜎𝑟𝑟

𝜕𝑟
+
𝜕𝜎𝑟 𝑦

𝜕𝑦
+ 𝜎𝑟𝑟 − 𝜎\ \

𝑟
+ 𝑓0,𝑟 = 0 , in 𝜔 ,

𝜕𝜎𝑟 𝑦

𝜕𝑟
+
𝜕𝜎𝑦𝑦

𝜕𝑦
+
𝜎𝑟 𝑦

𝑟
+ 𝑓0,𝑦 = 0 , in 𝜔 ,

(18)

In vector notation, axisymmetric stress-strain relationship can be expressed as,

{𝝈(−→𝑢 ) [𝑇]} = 𝑨{𝜺(−→𝑢 )} − (2` + 3_)𝛼(𝑇 − 𝑇0){𝑰} ,

𝑨 =
𝐸

(1 − 2a) (1 + a)


1 − a a a 0
a 1 − a a 0
a a 1 − a 0
0 0 0 1−2a

2

 ,
{𝝈} = {𝜎𝑟𝑟 𝜎𝑦𝑦 𝜎\ \ 𝜎𝑟 𝑦}𝑇 ,
{𝜺} = {Y𝑟𝑟 Y𝑦𝑦 Y\ \ 2Y𝑟 𝑦}𝑇 ,
{𝑰} = {1 1 1 0}𝑇 ,

(19)

with the boundary conditions :
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on 𝛾+ : 𝜎𝑟 𝑦 = 𝑔+,𝑟 , 𝜎𝑦𝑦 = 𝑔+,𝑦 ,
on 𝛾− : 𝑢𝑦 = 0, 𝜎𝑟 𝑦 = −𝑔−,𝑟 ,

on 𝛾𝑠 𝑓 : 𝜎𝑟𝑟𝑛𝑟 + 𝜎𝑟 𝑦𝑛𝑦 = 𝑔𝑠 𝑓 ,𝑟 ,
𝜎𝑟 𝑦𝑛𝑟 + 𝜎𝑦𝑦𝑛𝑦 = 𝑔𝑠 𝑓 ,𝑦 ,

on 𝛾𝑜𝑢𝑡 : 𝜎𝑟𝑟 = 𝑔𝑜𝑢𝑡,𝑟 , 𝜎𝑟 𝑦 = 𝑔𝑜𝑢𝑡,𝑦 ,
on 𝛾𝑠 : 𝑢𝑟 = 0 , 𝜎𝑟 𝑦 = 0 .

(20)

4. Weak formulation of axisymmetric thermo-mechanical model

In this section, we derive the weak formulation related to the axisymmetric thermo-mechanical model (16)-(20).
First, in Sec. 4.1, we introduce the relevant function spaces for temperature and displacement fields as well as for the
model data, including boundary conditions, physical properties, and source terms, such that the problem is well defined.
Next, the weak formulations for the thermal and mechanical problems are reported in Sec. 4.2 and 4.3, respectively.

4.1. Functional spaces
For data of both thermal and mechanical problem, we introduce the weighted Sobolev spaces, 𝐿2

𝑟 (𝜔), with norm
| | · | |𝐿2

𝑟 (𝜔) as,

𝐿2
𝑟 (𝜔) =

{
𝑓 : 𝜔 ↦→ R ,

∫
𝜔

𝑓 2𝑟𝑑𝑟𝑑𝑦 < ∞
}
,

| | 𝑓 | |2
𝐿2
𝑟 (𝜔) =

∫
𝜔

𝑓 2𝑟𝑑𝑟𝑑𝑦 .

(21)

Analogously, given 𝛾 a subset of 𝜕𝜔, the boundary of 𝜔,

𝐿2
𝑟 (𝛾) =

{
𝑔 : 𝛾 ↦→ R,

∫
𝛾

𝑔2𝑟𝑑𝛾 < ∞
}
. (22)

Let 𝐿∞ (𝜔) be the space

𝐿∞ (𝜔) = { 𝑓 : 𝜔 ↦→ R , sup
𝜔

| 𝑓 | ≤ 𝐶 , 𝐶 ≥ 0 } ,

| | 𝑓 | |𝐿∞ (𝜔) = sup
𝜔

| 𝑓 | .
(23)

Analogously, 𝐿∞ (𝛾) is defined.
For the temperature, we introduce the weighted Sobolev space, 𝐻1

𝑟 (𝜔), with norm | | · | |𝐻 1
𝑟 (𝜔) as,

𝐻1
𝑟 (𝜔) =

{
𝜓 : 𝜔 ↦→ R ,

∫
𝜔

(
𝜓2 +

(
𝜕𝜓

𝜕𝑟

)2
+

(
𝜕𝜓

𝜕𝑦

)2
)
𝑟𝑑𝑟𝑑𝑦 < ∞

}
,

| |𝜓 | |2
𝐻 1

𝑟 (𝜔) =

∫
𝜔

(
𝜓2 +

(
𝜕𝜓

𝜕𝑟

)2
+

(
𝜕𝜓

𝜕𝑦

)2
)
𝑟𝑑𝑟𝑑𝑦 .

(24)

On the other hand, the following space V for the displacement is considered:

V = (𝐻1
𝑟 (𝜔) ∩ 𝐿2

1/𝑟 (𝜔)) × 𝐻
1
𝑟 (𝜔) . (25)

It will be equipped with the inner product,

< −→𝑢 ,−→𝜙 >V=

∫
𝜔

(
𝜙𝑟𝑢𝑟 + 𝜙𝑦𝑢𝑦 +

𝜕𝑢𝑟

𝜕𝑟

𝜕𝜙𝑟

𝜕𝑟
+ 𝜕𝑢𝑟
𝜕𝑦

𝜕𝜙𝑟

𝜕𝑦
+ 𝑢𝑟
𝑟

𝜙𝑟

𝑟
+
𝜕𝑢𝑦

𝜕𝑟

𝜕𝜙𝑦

𝜕𝑟
+
𝜕𝑢𝑦

𝜕𝑦

𝜕𝜙𝑦

𝜕𝑦
+ 𝜕𝑢𝑟

𝜕𝑦

𝜕𝜙𝑦

𝜕𝑟
+
𝜕𝑢𝑦

𝜕𝑟

𝜕𝜙𝑟

𝜕𝑦

)
𝑟𝑑𝑟𝑑𝑦 ,

(26)
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and with the norm,

| |−→𝜙 | |2V =<
−→
𝜙 ,

−→
𝜙 >V . (27)

Its closed and convex subspace U,

U = {−→𝜙 =
(
𝜙𝑟 𝜙𝑦

)
∈ V , 𝜙𝑦 = 0 on 𝛾− , 𝜙𝑟 = 0 on 𝛾𝑠 } , (28)

will be the set of admissible displacements. The subspace U is equipped with the same norm as spave V i.e.
| |−→𝜙 | |U = | |−→𝜙 | |V,∀

−→
𝜙 ∈ U.

Finally, the function space for stress tensor is defined as,

S = {𝝈 = [𝜎𝑖 𝑗 ] ∈ [𝐿2
𝑟 (𝜔)]3×3, 𝜎𝑖 𝑗 = 𝜎𝑗𝑖 , 𝜎𝛼3 = 0, 𝛼 = 1, 2} . (29)

For more details the reader is referred, e.g., to [29, 30, 35].

4.2. Weak formulation for thermal model
We assume the following hypotheses on the data:

(TH1) The heat source term, 𝑄, is such that
𝑄 ∈ 𝐿2

𝑟 (𝜔) .

(TH2) The convection temperatures, 𝑇𝑠 𝑓 , 𝑇− and 𝑇𝑜𝑢𝑡 , as well as the boundary heat flux 𝑞+ are such that

𝑇𝑠 𝑓 ∈ 𝐿2
𝑟 (𝛾𝑠 𝑓 ) , 𝑇− ∈ 𝐿2

𝑟 (𝛾−) , 𝑇𝑜𝑢𝑡 ∈ 𝐿2
𝑟 (𝛾𝑜𝑢𝑡 ) , 𝑞+ ∈ 𝐿2

𝑟 (𝛾+) .

(TH3) The thermal conductivity 𝑘 (𝑟, 𝑦) and the convective heat transfer coefficients, ℎ𝑐, 𝑓 (𝑟, 𝑦), ℎ𝑐,𝑜𝑢𝑡 (𝑟, 𝑦) and
ℎ𝑐,− (𝑟, 𝑦) are such that

𝑘 (𝑟, 𝑦) ∈ 𝐿∞ (𝜔) , 𝑘 (𝑟, 𝑦) > 𝑘0 > 0 ,
ℎ𝑐, 𝑓 (𝑟, 𝑦) ∈ 𝐿∞ (𝛾𝑠 𝑓 ) , ℎ𝑐, 𝑓 (𝑟, 𝑦) > ℎ𝑐, 𝑓 ,0 > 0 ,

ℎ𝑐,𝑜𝑢𝑡 (𝑟, 𝑦) ∈ 𝐿∞ (𝛾𝑜𝑢𝑡 ) , ℎ𝑐,𝑜𝑢𝑡 (𝑟, 𝑦) > ℎ𝑐,𝑜𝑢𝑡,0 > 0 ,
ℎ𝑐,− (𝑟, 𝑦) ∈ 𝐿∞ (𝛾−) , ℎ𝑐,− (𝑟, 𝑦) > ℎ𝑐,−,0 > 0 ,

where 𝑘0, ℎ𝑐, 𝑓 ,0, ℎ𝑐,𝑜𝑢𝑡,0 and ℎ𝑐,−,0 are suitable constants.

In order to propose a weak formulation for the thermal model (16) - (17), in the following we assume sufficient
regularity to perform the calculations. We multiply the energy equation (16) by 𝑟𝜓(𝑟, 𝑦), integrate over the domain 𝜔
with respect to (𝑟, 𝑦) variables, apply Gauss divergence theorem and use boundary conditions (17) to obtain:∫

𝜔

𝑟𝑘

(
𝜕𝑇

𝜕𝑦

𝜕𝜓

𝜕𝑦
+ 𝜕𝑇
𝜕𝑟

𝜕𝜓

𝜕𝑟

)
𝑑𝑟𝑑𝑦 +

∫
𝛾𝑠 𝑓

𝜓ℎ𝑐, 𝑓 𝑇𝑟𝑑𝛾 +
∫
𝛾𝑜𝑢𝑡

𝜓ℎ𝑐,𝑜𝑢𝑡𝑇𝑟𝑑𝛾+∫
𝛾−

𝜓ℎ𝑐,−𝑇𝑟𝑑𝛾 =

∫
𝜔

𝜓𝑄𝑟𝑑𝑟𝑑𝑦 +
∫
𝛾𝑠 𝑓

𝜓ℎ𝑐, 𝑓 𝑇 𝑓 𝑟𝑑𝛾+∫
𝛾𝑜𝑢𝑡

𝜓ℎ𝑐,𝑜𝑢𝑡𝑇𝑜𝑢𝑡𝑟𝑑𝛾 +
∫
𝛾−

𝜓ℎ𝑐,−𝑇− 𝑟𝑑𝛾 −
∫
𝛾+

𝜓𝑞+𝑟𝑑𝛾 .

(30)

It is to be noted that under assumptions (TH1)-(TH3) all integrals of the proposed weak formulation are well defined
for all 𝑇, 𝜓 ∈ 𝐻1

𝑟 (𝜔). The left hand side of equation (30) is bilinear and symmetric. So, we define in 𝐻1
𝑟 (𝜔) × 𝐻1

𝑟 (𝜔)
the operator:

𝑎𝑇 (𝑇, 𝜓) =
∫
𝜔

𝑟𝑘

(
𝜕𝑇

𝜕𝑦

𝜕𝜓

𝜕𝑦
+ 𝜕𝑇
𝜕𝑟

𝜕𝜓

𝜕𝑟

)
𝑑𝑟𝑑𝑦 +

∫
𝛾𝑠 𝑓

𝜓ℎ𝑐, 𝑓 𝑇𝑟𝑑𝛾 +
∫
𝛾𝑜𝑢𝑡

𝜓ℎ𝑐,𝑜𝑢𝑡𝑇𝑟𝑑𝛾+∫
𝛾−

𝜓ℎ𝑐,−𝑇𝑟𝑑𝛾 .

(31)
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The right hand side of equation (30) is linear and the following operator defined on 𝐻1
𝑟 (𝜔) is introduced:

𝑙𝑇 (𝜓) =
∫
𝜔

𝜓𝑄𝑟𝑑𝑟𝑑𝑦 +
∫
𝛾𝑠 𝑓

𝜓ℎ𝑐, 𝑓 𝑇 𝑓 𝑟𝑑𝛾 +
∫
𝛾𝑜𝑢𝑡

𝜓ℎ𝑐,𝑜𝑢𝑡𝑇𝑜𝑢𝑡𝑟𝑑𝛾+∫
𝛾−

𝜓ℎ𝑐,−𝑇− 𝑟𝑑𝛾 −
∫
𝛾+

𝜓𝑞+𝑟𝑑𝛾 .

(32)

Then, we can define the following problem:

• Weak thermal model (WT) : Under the assumptions (TH1)-(TH3), find 𝑇 ∈ 𝐻1
𝑟 (𝜔) such that,

𝑎𝑇 (𝑇, 𝜓) = 𝑙𝑇 (𝜓) , ∀ 𝜓 ∈ 𝐻1
𝑟 (𝜔) . (33)

By using Cauchy-Schwarz inequality, the trace operator properties, and Friedrich’s inequality [13, 39], it can be
shown that, under the assumptions (TH1)-(TH3), 𝑎𝑇 (𝑇, 𝜓) and 𝑙𝑇 (𝜓) are continuous on 𝐻1

𝑟 (𝜔) × 𝐻1
𝑟 (𝜔) and 𝐻1

𝑟 (𝜔),
respectively, and 𝑎𝑇 (𝜓, 𝜓) is coercive on 𝐻1

𝑟 (𝜔) × 𝐻1
𝑟 (𝜔). Hence the conditions of the Lax-Milgram theorem [13] are

satisfied and accordingly the weak thermal model (𝑊𝑇) has a unique solution.

4.3. Weak formulation of the mechanical model
We assume the following hypotheses on the data:

(MH1) The body force density,
−→
𝑓0, is such that

−→
𝑓0 ∈ [𝐿2

𝑟 (𝜔)]2 .

(MH2) The boundary forces −→𝑔 +, −→𝑔 𝑠 𝑓 , −→𝑔 𝑜𝑢𝑡 and −→𝑔 − are such that

−→𝑔 + ∈ [𝐿2
𝑟 (𝛾+)]2, −→𝑔 𝑠 𝑓 ∈ [𝐿2

𝑟 (𝛾𝑠 𝑓 )]2, −→𝑔 𝑜𝑢𝑡 ∈ [𝐿2
𝑟 (𝛾𝑜𝑢𝑡 )]2, −→𝑔 − ∈ [𝐿2

𝑟 (𝛾−)]2.

(MH3) The Young’s modulus 𝐸 (𝑟, 𝑦), the coefficient of thermal expansion 𝛼(𝑟, 𝑦), and the Poisson’s ratio a(𝑟, 𝑦) are
such that

𝐸 (𝑟, 𝑦) ∈ 𝐿∞ (𝜔) , 𝐸 > 𝐸0 > 0 ,
𝛼(𝑟, 𝑦) ∈ 𝐿∞ (𝜔) , 𝛼 > 𝛼0 > 0 ,

a(𝑟, 𝑦) ∈ 𝐿∞ (𝜔) , a0 < a < a1 , a0 > 0 ,

where 𝐸0, 𝛼0, a0 and a1 are suitable constants.

Analogously to what has been done for the thermal model, to propose a weak formulation of the mechanical model
(18) - (20), in the following we assume sufficient regularity to perform the calculations. Given a function −→

𝜙 = (𝜙𝑟 , 𝜙𝑦),
we multiply the first equation of (18) by 𝑟𝜙𝑟 (𝑟, 𝑦), the second one by 𝑟𝜙𝑦 (𝑟, 𝑦), we sum both, integrate over 𝜔, apply
Green formula and use equation (3) and (20) to obtain∫

𝜔

𝑨{𝜺(−→𝑢 )} · {𝜺(−→𝜙 )}𝑟𝑑𝑟𝑑𝑦 =
∫
𝜔

(2` + 3_)𝛼(𝑇 − 𝑇0){𝑰} · {𝜺(
−→
𝜙 )}𝑟𝑑𝑟𝑑𝑦+∫

𝜔

(
𝜙𝑟 𝑓0,𝑟 + 𝜙𝑦 𝑓0,𝑦

)
𝑟𝑑𝑟𝑑𝑦 +

∫
𝛾𝑠 𝑓

−→
𝜙 · −→𝑔 𝑠 𝑓 𝑟𝑑𝛾 +

∫
𝛾𝑜𝑢𝑡

−→
𝜙 · −→𝑔 𝑜𝑢𝑡𝑟𝑑𝛾+∫

𝛾−

−→
𝜙 · −→𝑔 −𝑟𝑑𝛾 +

∫
𝛾+

−→
𝜙 · −→𝑔 +𝑟𝑑𝛾 , ∀−→𝑢 ,

−→
𝜙 ∈ U ,

(34)

where 𝑇 is assumed to be the solution of the weak thermal model (𝑊𝑇).
Notice that under assumptions (MH1)-(MH3), and since 𝑇 ∈ 𝐻1

𝑟 (𝜔), all integrals in (34) are well defined for all
−→𝑢 ,−→𝜙 ∈ U.

The left hand side of equation (34),

𝑎𝑀 (−→𝑢 ,−→𝜙 ) =
∫
𝜔

𝑨{𝜺(−→𝑢 )} · {𝜺(−→𝜙 )}𝑟𝑑𝑟𝑑𝑦 , (35)
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is bilinear in V × V, while the right hand side,

𝑙𝑀 [𝑇] (−→𝜙 ) =
∫
𝜔

(2` + 3_)𝛼(𝑇 − 𝑇0){𝑰} · {𝜺(
−→
𝜙 )}𝑟𝑑𝑟𝑑𝑦 +

∫
𝜔

(
𝜙𝑟 𝑓0,𝑟 + 𝜙𝑦 𝑓0,𝑦

)
𝑟𝑑𝑟𝑑𝑦+∫

𝛾𝑠 𝑓

−→
𝜙 · −→𝑔 𝑠 𝑓 𝑟𝑑𝛾 +

∫
𝛾𝑜𝑢𝑡

−→
𝜙 · −→𝑔 𝑜𝑢𝑡𝑟𝑑𝛾 +

∫
𝛾−

−→
𝜙 · −→𝑔 −𝑟𝑑𝛾 +

∫
𝛾+

−→
𝜙 · −→𝑔 +𝑟𝑑𝛾 ,

(36)

is linear in V. By using these two operators, the weak formulation of the mechanical problem can be expressed as
follows:

• Weak mechanical problem (WM) : Let 𝑇 ∈ 𝐻1
𝑟 (𝜔) be the solution of the weak thermal model (𝑊𝑇). Under

the assumptions (MH1)-(MH3), find −→𝑢 ∈ U such that,

𝑎𝑀 (−→𝑢 ,−→𝜙 ) = 𝑙𝑀 [𝑇] (−→𝜙 ) , ∀ −→
𝜙 ∈ U . (37)

By using Lemmas 2.2 and 2.3 of [30], under the assumption (𝑀𝐻3), one can show that 𝑎𝑀 (−→𝑢 ,−→𝜙 ) and 𝑙𝑀 [𝑇] (−→𝜙 )
are continuous in V×V and V, respectively, and 𝑎𝑀 is U-coercive. Hence the conditions of the Lax-Milgram theorem
are satisfied and accordingly the weak mechanical formulation (𝑊𝑀) has a unique solution.

Notice that here we could use the principle of superposition: the net displacement at any point in the domain −→𝑢
is the sum of the displacement due to purely mechanical effects −→𝑢 𝑀 ∈ U and the displacement due to purely thermal
effects −→𝑢 𝑇 ∈ U:

−→𝑢 =
−→𝑢 𝑀 + −→𝑢 𝑇 . (38)

Therefore, the problem (WM) could be split in two sub-problems:

• Weak mechanical problem (WM1) : Under the assumptions (MH1)-(MH3), find −→𝑢 𝑀 ∈ U such that,

𝑎𝑀 (−→𝑢 𝑀 ,
−→
𝜙 ) = 𝑙𝑀 [𝑇0] (

−→
𝜙 ) , ∀−→𝜙 ∈ U , (39)

• Weak mechanical problem (WM2) : Let 𝑇 ∈ 𝐻1
𝑟 (𝜔) be the solution of the weak thermal model (𝑊𝑇). Under

the assumptions (MH1)-(MH3), find −→𝑢 𝑇 ∈ U such that,

𝑎𝑀 (−→𝑢 𝑇 ,
−→
𝜙 ) = 𝑙𝑀 [𝑇] (−→𝜙 ) − 𝑙𝑀 [𝑇0] (

−→
𝜙 ) , ∀−→𝜙 ∈ U , (40)

5. Finite element discretization of the thermo-mechanical model

In this section, we are going to briefly describe the Lagrange finite element method used to approximate the problems
(𝑊𝑇), and (𝑊𝑀), (𝑊𝑀1) and (𝑊𝑀2).

We introduce the 𝑛ℎ− dimensional space 𝐻1
𝑟 ,ℎ

(𝜔) ⊂ 𝐻1
𝑟 (𝜔) and 𝑚ℎ− dimensional space Uℎ ⊂ U,

𝐻1
𝑟 ,ℎ (𝜔) = span{𝜓1,ℎ , 𝜓2,ℎ , . . . , 𝜓𝑛ℎ ,ℎ} , (41)

Uℎ = span{−→𝜙 1,ℎ ,
−→
𝜙 2,ℎ , . . . ,

−→
𝜙𝑚ℎ ,ℎ} . (42)

Based on the Galerkin method of weighted residuals [61], we can express the approximated solutions 𝑇ℎ and −→𝑢 ℎ as
follows:

𝑇ℎ =

𝑛ℎ∑︁
𝑖=1
𝑇 𝑖ℎ𝜓𝑖,ℎ , (43)

−→𝑢 ℎ =

𝑚ℎ∑︁
𝑖=1

𝑢𝑖ℎ
−→
𝜙 𝑖,ℎ , (44)

where 𝑇 𝑖
ℎ

and 𝑢𝑖
ℎ

are the nodal temperature and nodal displacement, respectively, and the basis functions 𝜓𝑖,ℎ and −→
𝜙 𝑖,ℎ

are piecewise polynomial of degree 𝑝 ≥ 1 in (𝑟, 𝑦) space.
Therefore, the approximation of the problem (𝑊𝑇) in the finite dimensional space 𝐻1

𝑟 ,ℎ
can be stated as,
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• Problem (𝑊𝑇)ℎ : Under the assumptions (𝑇𝐻1) − (𝑇𝐻3), find 𝑇ℎ ∈ 𝐻1
𝑟 ,ℎ

(𝜔) such that,

𝑎𝑇 (𝑇ℎ , 𝜓ℎ) = 𝑙𝑇 (𝜓ℎ) , ∀𝜓ℎ ∈ 𝐻1
𝑟 ,ℎ (𝜔) . (45)

Similarly, the approximation of the problems (𝑊𝑀), (𝑊𝑀1) and (𝑊𝑀2) in the finite dimensional space Uℎ can
be stated as:

• Problem (𝑊𝑀)ℎ: Let 𝑇ℎ ∈ 𝐻1
𝑟 ,ℎ

(𝜔), be the solution of the discretized thermal model (𝑊𝑇)ℎ . Under the
assumptions (𝑀𝐻1) − (𝑀𝐻3), find −→𝑢 ℎ ∈ Uℎ such that,

𝑎𝑀 (−→𝑢 ℎ ,
−→
𝜙 ℎ) = 𝑙𝑀 [𝑇ℎ] (

−→
𝜙 ℎ) , ∀

−→
𝜙 ℎ ∈ Uℎ . (46)

• Problem (𝑊𝑀1)ℎ: Under the assumptions (𝑀𝐻1) − (𝑀𝐻3), find −→𝑢 𝑀,ℎ ∈ Uℎ such that,

𝑎𝑀 (−→𝑢 𝑀,ℎ ,
−→
𝜙 ℎ) = 𝑙𝑀 [𝑇0] (

−→
𝜙 ℎ) , ∀

−→
𝜙 ℎ ∈ Uℎ . (47)

• Problem (𝑊𝑀2)ℎ: Let 𝑇ℎ ∈ 𝐻1
𝑟 ,ℎ

(𝜔), be the solution of the discretized thermal model (𝑊𝑇)ℎ . Under the
assumptions (𝑀𝐻1) − (𝑀𝐻3), find −→𝑢 𝑇 ,ℎ ∈ Uℎ such that,

𝑎𝑀 (−→𝑢 𝑇 ,ℎ ,
−→
𝜙 ℎ) = 𝑙𝑀 [𝑇ℎ] (

−→
𝜙 ℎ) − 𝑙𝑀 [𝑇0] (

−→
𝜙 ℎ) , ∀

−→
𝜙 ℎ ∈ Uℎ . (48)

6. Model order reduction

In this section, we present our MOR framework. Firstly, we introduce the parameter space related to the problem
under investigation (Sec. 6.1). Then, in Sec. 6.2, we describe the POD algorithm that is used for the construction
of reduced basis space as well as the two methods adopted for the computation of the reduced degrees of freedom,
Galerkin projection (G) and Artificial Neural Network (ANN). Finally, in Sec. 6.3, we show some numerical tests with
the aim to validate our approach. The MOR computations have been carried out using RBniCS [28, 46], an in-house
open source python library employing several reduced order techniques based on FEniCS [1, 19], and PyTorch [40, 42],
a python machine learning library.

6.1. Parameter space
Let P ⊂ R𝑑 be the parameter space having dimensionality 𝑑 with Ξ ∈ P a tuple of parameters. For the problem

of the hearth blast furnace, the relevant parameters are related both to the physical properties and the geometry
of the domain 𝜔. The physical parameters are the thermal conductivity of the material, 𝑘 , the thermal expansion
coefficient, 𝛼, the Young modulus, 𝐸 , and the Poisson’s ratio, a. On the other hand, the geometric parameters are the
diameter of each section of the hearth 𝐷0, 𝐷1, 𝐷2, 𝐷3, 𝐷4, and the thickness of each section of the hearth 𝑡0, 𝑡1, 𝑡2, 𝑡3, 𝑡4
(see Figure 4). So for the problem under consideration, in the most general case (i.e., when all the parameters
are considered), we have Ξ = {Ξ𝑝 ,Ξ𝑔} where Ξ𝑝 = {𝑘, 𝛼, 𝐸, a} ∈ P𝑝 ⊂ R4 is the physical parameters tuple and
Ξ𝑔 = {𝐷0, 𝐷1, 𝐷2, 𝐷3, 𝐷4, 𝑡0, 𝑡1, 𝑡2, 𝑡3, 𝑡4} ∈ P𝑔 ⊂ R10 is the geometric parameters tuple, and 𝑑 = 14.

Let us consider a geometrical parameters tuple Ξ̄𝑔 and the corresponding domain �̂� = 𝜔(Ξ̄𝑔). We refer to �̂� as the
reference domain. The domain �̂� is divided into 𝑛𝑠𝑢 non-overlapping triangular subdomains (see, e.g., [32, 48]), i.e.

�̂� =

𝑛𝑠𝑢⋃
𝑖=1
�̂�𝑖 , �̂�𝑖 ∩ �̂� 𝑗 = ∅ for 𝑖 ≠ 𝑗 , 1 ≤ 𝑖, 𝑗 ≤ 𝑛𝑠𝑢 . (49)

For each of the subdomains �̂�𝑖 , one can consider an invertible mapping 𝑭𝑖 ,

𝑭𝑖 : �̂�𝑖 × P𝑔 → 𝜔𝑖 , (50)

of the form
−→𝑥 = 𝑭𝑖 (

−→̂
𝑥 ,Ξ𝑔) = 𝑮𝐹,𝑖 (Ξ𝑔)

−→̂
𝑥 + −→𝑐 𝐹,𝑖 (Ξ𝑔); , ∀

−→̂
𝑥 ∈ �̂�𝑖 ,∀−→𝑥 ∈ 𝜔𝑖 (Ξ𝑔) , (51)

where

𝑮𝐹,𝑖 =

[
𝐺𝐹,𝑖,11 𝐺𝐹,𝑖,12
𝐺𝐹,𝑖,21 𝐺𝐹,𝑖,22

]
, −→𝑥 = {𝑟 𝑦}𝑇 , −→̂𝑥 = {𝑟 �̂�}𝑇 ,−→𝑐 𝐹,𝑖 = {𝑐𝐹,𝑖,1 𝑐𝐹,𝑖,2}𝑇 . (52)

Equation (51) highlights that the Jacobian matrix 𝑮𝐹,𝑖 and translation vector −→𝑐 𝐹,𝑖 are dependent only on the
geometric parameters tuple Ξ𝑔 and do not vary over a given subdomain. In the following, the domains 𝜔 will be the
image by eq. (51) of the reference domain for the tuples of geometric parameters considered.
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Figure 4: Hearth geometric parameters of 𝜔: diameters 𝐷0, 𝐷1, 𝐷2, 𝐷3, 𝐷4 and thicknesses 𝑡0, 𝑡1, 𝑡2, 𝑡3, 𝑡4.

6.2. Main ingredients of MOR
The basic idea of MOR is the assumption that solutions live in a low dimensional manifold. Thus, any solution can

be approximated based on a reduced number of global basis functions.
We seek the reduced basis approximations 𝑇𝑟𝑏

ℎ
∈ 𝐻

1,𝑟𝑏
𝑟 ,ℎ

(𝜔) and −→𝑢 𝑟𝑏
ℎ

∈ U𝑟𝑏
ℎ

of 𝑇ℎ ∈ 𝐻1
𝑟 ,ℎ

(𝜔) and −→𝑢 ℎ ∈ Uℎ ,
respectively. The reduced basis spaces 𝐻1,𝑟𝑏

𝑟 ,ℎ
(𝜔) ⊂ 𝐻1

𝑟 ,ℎ
(𝜔) and U𝑟𝑏

ℎ
⊂ Uℎ are given by,

𝐻
1,𝑟𝑏
𝑟 ,ℎ

(𝜔) = span{𝜓1
ℎ , . . . , 𝜓

𝑁𝑇

ℎ
} ,

U𝑟𝑏ℎ = span{−→𝜙 1
ℎ , . . . ,

−→
𝜙
𝑁𝑀

ℎ
} ,

where 𝑁𝑀 << 𝑚ℎ and 𝑁𝑇 << 𝑛ℎ are the number of basis functions forming the reduced basis spaces 𝐻1,𝑟𝑏
𝑟 ,ℎ

(𝜔) and
U𝑟𝑏
ℎ

, respectively. Then we can represent −→𝑢 𝑟𝑏
ℎ

and 𝑇𝑟𝑏
ℎ

by

𝑇𝑟𝑏ℎ =

𝑁𝑇∑︁
𝑖=1

Z 𝑖𝑇 𝜓
𝑖
ℎ , (53)

−→𝑢 𝑟𝑏ℎ =

𝑁𝑀∑︁
𝑖=1

Z 𝑖𝑀
−→
𝜙 𝑖ℎ , (54)

where {Z 𝑖
𝑇
}𝑁𝑇

𝑖=1 and {Z 𝑖
𝑀
}𝑁𝑀

𝑖=1 are the temperature and displacement degrees of freedom, respectively.
We also construct the reduced basis spaces for displacement fields −→𝑢 𝑇 ,ℎ and −→𝑢 𝑀,ℎ , introduced in (47) and (48), as,

U𝑟𝑏𝑇 ,ℎ = span{−→𝜙 1
𝑇 ,ℎ , . . . ,

−→
𝜙
𝑁𝑀,𝑇

𝑇 ,ℎ
} ,

U𝑟𝑏𝑀,ℎ = span{−→𝜙 1
𝑀,ℎ , . . . ,

−→
𝜙
𝑁𝑀,𝑀

𝑀,ℎ
} .

So, the reduced basis approximations −→𝑢 𝑟𝑏
𝑀,ℎ

∈ U𝑟𝑏
𝑀,ℎ

of −→𝑢 𝑀,ℎ ∈ Uℎ and −→𝑢 𝑟𝑏
𝑇 ,ℎ

∈ U𝑟𝑏
𝑇 ,ℎ

of −→𝑢 𝑇 ,ℎ ∈ Uℎ can be
represented as,

−→𝑢 𝑟𝑏𝑀,ℎ =

𝑁𝑀,𝑀∑︁
𝑖=1

Z 𝑖𝑀,𝑀
−→
𝜙 𝑖𝑀,ℎ ,

−→𝑢 𝑟𝑏𝑇 ,ℎ =

𝑁𝑀,𝑇∑︁
𝑖=1

Z 𝑖𝑀,𝑇
−→
𝜙 𝑖𝑇 ,ℎ . (55)

6.2.1. POD algorithm
In the literature, one can find several techniques to generate the reduced basis spaces, e.g. Proper Orthogonal

Decomposition (POD), the Proper Generalized Decomposition (PGD) and the Reduced Basis (RB) with a greedy
sampling strategy. See, e.g., [3, 11, 24, 28, 43]. In this work, the reduced basis spaces are constructed by POD that is
able to capture the “dominant” modes by exploiting the information contained in the full order snapshots.
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We are going to describe the procedure for the computation of the reduced basis space 𝐻1,𝑟𝑏
𝑟 ,ℎ

(𝜔). The reduced basis
spaces U𝑟𝑏

ℎ
, U𝑟𝑏

𝑇 ,ℎ
and U𝑟𝑏

𝑀,ℎ
are constructed in an analogous way. First, 𝑛𝑠 parameter tuples, {Ξ𝑘 }𝑛𝑠𝑘=1, are considered

that form the training set. We compute the snapshots 𝑇ℎ (Ξ𝑘 ) related to each parameter tuple in the training set. Then a
matrix 𝑪𝑇 ∈ R𝑛𝑠×𝑛𝑠 is constructed,

(𝑪𝑇 )𝑘𝑙 =< 𝑇ℎ (Ξ𝑘 ), 𝑇ℎ (Ξ𝑙) >𝐻 1
𝑟,ℎ

( �̂�) , 1 ≤ 𝑘, 𝑙 ≤ 𝑛𝑠 , (56)

where transformation (51) is considered. Next, 𝑁𝑇 largest eigenvalues {\𝑖
𝑇
}𝑁𝑇

𝑖=1 of the matrix 𝑪𝑇 , sorted in descending
order, \1

𝑇
≥ \2

𝑇
≥ . . . ≥ \𝑁𝑇

𝑇
, and corresponding eigenvectors {𝑽𝑖

𝑇
}𝑁𝑇

𝑖=1 ,𝑽
𝑖
𝑇
∈ R𝑛𝑠 , are computed,

𝑪𝑇𝑽
𝑖
𝑇 = \𝑖𝑇𝑽

𝑖
𝑇 . (57)

The reduced basis are then given by

𝜓𝑖ℎ =

𝑛𝑠∑
𝑘=1

(𝑽𝑖
𝑇
)𝑘𝑇ℎ (Ξ𝑘 )

| |
𝑛𝑠∑
𝑘=1

(𝑽𝑖
𝑇
)𝑘𝑇ℎ (Ξ𝑘 ) | |𝐻 1

𝑟,ℎ
( �̂�)

, 1 ≤ 𝑖 ≤ 𝑁𝑇 . (58)

In order to determine the admissibility of a given eigenvector into the POD space, we refer to the following criterion

\𝑖
𝑇

\1
𝑇

≥ 1𝑒 − 4 . (59)

In the following subsections, we describe two different approaches for the computation of the degrees of freedom:
Galerkin projection (G) and Artificial Neural Network (ANN).

6.2.2. Galerkin projection
Here we choose to consider (𝑊𝑀1)ℎ and (𝑊𝑀2)ℎ in the place of (𝑊𝑀)ℎ because the displacements due to purely

mechanical effects and those due to purely thermal effects may have different characteristic scales. So treating these
systems separately ensures that the system with bigger scale effects does not dominate the global system, avoiding a
significant impact on the accuracy of MOR: see, e.g., [31, 51, 60].

We consider an affine parametric dependence, i.e. the bilinear forms 𝑎𝑇 (·, ·;Ξ) and 𝑎𝑀 (·, ·;Ξ) are expressed as
weighted sum of 𝑛𝑎𝑇 and 𝑛𝑎𝑀 parameter independent bilinear forms. Similarly, the linear forms 𝑙𝑇 (·;Ξ) and 𝑙𝑀 [𝑇] (·;Ξ)
are expressed as weighted sum of 𝑛𝑙𝑇 and 𝑛𝑙𝑀 parameter independent linear forms. We have:

𝑎𝑇 (𝑇, 𝜓;Ξ) =
𝑛𝑎𝑇∑︁
𝑖=1

\𝑎𝑇 ,𝑖
(Ξ)𝑎𝑇 ,𝑖 (𝑇, 𝜓; Ξ̄) ,

𝑙𝑇 (𝜓;Ξ) =
𝑛𝑙𝑇∑︁
𝑖=1

\𝑙𝑇 ,𝑖
(Ξ)𝑙𝑇 ,𝑖 (𝜓; Ξ̄) ,

(60)

and

𝑎𝑀 (−→𝑢 ,−→𝜙 ;Ξ) =
𝑛𝑎𝑀∑︁
𝑖=1

\𝑎𝑀,𝑖
(Ξ)𝑎𝑀,𝑖 (−→𝑢 ,

−→
𝜙 ; Ξ̄) ,

𝑙𝑀 [𝑇] (−→𝜙 ;Ξ) =
𝑛𝑙𝑀∑︁
𝑖=1

\𝑙𝑀,𝑖
(Ξ)𝑙𝑀,𝑖 [𝑇] (

−→
𝜙 ; Ξ̄) .

(61)

The affine expansion of operators is essentially a change of variables and has been widely addressed in the literature:
see, e.g., [11, 24, 28]. The affinity assumption is particularly important as it leads to considerable efficiency. This is
mainly due to the fact that the evaluation of bilinear forms, 𝑎𝑀,𝑖 (−→𝑢 ,

−→
𝜙 ) and 𝑎𝑇 ,𝑖 (𝑇, 𝜓), and linear forms, 𝑙𝑇 ,𝑖 (𝜓) and

𝑙𝑀,𝑖 [𝑇] (
−→
𝜙 ) are not required for each new tuple of parameters.
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Figure 5: Sketch of a feed-forward ANN with 2 hidden layers.

So for what concerns the model (𝑊𝑇)ℎ , the bilinear form 𝑎𝑇 ,ℎ : 𝐻1
𝑟 ,ℎ

(𝜔)×𝐻1
𝑟 ,ℎ

(𝜔) → R is restricted to the reduced
basis space as 𝑎𝑟𝑏

𝑇 ,ℎ
: 𝐻1,𝑟𝑏

𝑟 ,ℎ
(𝜔) × 𝐻1,𝑟𝑏

𝑟 ,ℎ
(𝜔) → R. In the same way, the linear form 𝑙𝑇 ,ℎ : 𝐻1

𝑟 ,ℎ
(𝜔) → R is restricted to

the reduced basis space as 𝑙𝑟𝑏
𝑇 ,ℎ

: 𝐻1,𝑟𝑏
𝑟 ,ℎ

(𝜔) → R. So the reduced basis approximation 𝑇𝑟𝑏
ℎ

at a given parameter tuple
Ξ∗ is obtained by solving

𝑎𝑟𝑏𝑇 ,ℎ (𝑇
𝑟𝑏
ℎ , 𝜓𝑟𝑏ℎ ;Ξ∗) = 𝑙𝑟𝑏𝑇 ,ℎ (𝜓

𝑟𝑏
ℎ ;Ξ∗) , ∀𝜓𝑟𝑏ℎ ∈ 𝐻1,𝑟𝑏

𝑟 ,ℎ
(𝜔) . (62)

On the other hand, for what concerns the model (𝑊𝑀1)ℎ , the bilinear form 𝑎𝑀,ℎ : Uℎ × Uℎ → R is restricted to
the reduced basis space as 𝑎𝑟𝑏

𝑀,ℎ
: U𝑟𝑏

𝑀,ℎ
× U𝑟𝑏

𝑀,ℎ
→ R. The linear form 𝑙𝑀,ℎ : Uℎ → R is restricted to the reduced

basis space as 𝑙𝑟𝑏
𝑀,ℎ

: U𝑟𝑏
𝑀,ℎ

→ R. So the reduced basis approximation −→𝑢 𝑟𝑏
𝑀,ℎ

at a given parameter tuple Ξ∗ is obtained
by solving,

𝑎𝑟𝑏𝑀,ℎ (
−→𝑢 𝑟𝑏𝑀,ℎ ,

−→
𝜙 𝑟𝑏𝑀,ℎ;Ξ

∗) = 𝑙𝑟𝑏𝑀,ℎ [𝑇0] (
−→
𝜙 𝑟𝑏𝑀,ℎ;Ξ

∗) , ∀−→𝜙 𝑟𝑏𝑀,ℎ ∈ U𝑟𝑏𝑀,ℎ . (63)

Similarly, for the model (𝑊𝑀2)ℎ the bilinear form 𝑎𝑀,ℎ : Uℎ ×Uℎ → R is restricted to the reduced basis space as
𝑎𝑟𝑏
𝑀,ℎ

: U𝑟𝑏
𝑇 ,ℎ

×U𝑟𝑏
𝑇 ,ℎ

→ R. The linear form 𝑙𝑀,ℎ : Uℎ → R is restricted to the reduced basis space as 𝑙𝑟𝑏
𝑀,ℎ

: U𝑟𝑏
𝑇 ,ℎ

→ R.
So, the reduced basis approximation −→𝑢 𝑟𝑏

𝑇 ,ℎ
at a given parameter Ξ∗ is obtained by solving,

𝑎𝑟𝑏𝑀,ℎ (
−→𝑢 𝑟𝑏𝑇 ,ℎ ,

−→
𝜙 𝑟𝑏𝑇 ,ℎ;Ξ∗) = 𝑙𝑟𝑏𝑀,ℎ [𝑇

𝑟𝑏
ℎ ] (−→𝜙 𝑟𝑏𝑇 ,ℎ;Ξ∗) − 𝑙𝑟𝑏𝑀,ℎ [𝑇0] (

−→
𝜙 𝑟𝑏𝑇 ,ℎ;Ξ∗) , ∀−→𝜙 𝑟𝑏𝑇 ,ℎ ∈ U𝑟𝑏𝑇 ,ℎ . (64)

6.2.3. Artificial Neural Network
Artificial Neural Network (ANN) is a computational model that takes inspiration from the human brain consisting

of an interconnected network of simple processing units that can learn from experience by modifying their connections
(see, e.g., [25, 47]).

Recently, the application of deep learning methods to partial differential equations has shown promising capabilities:
see, e.g., [36, 37, 44, 16, 45, 54, 4]. Concerning the application of the ANN approach in a MOR context, the reader is
referred, e.g., to [27, 49, 56, 16, 41, 58, 17, 38]. We highlight that, unlike the Galerkin projection, ANN is a data-driven
approach, i.e. based only on data and does not require the knowledge of the original equations describing the system.
It is also non-intrusive, in the sense that no modification of the simulation software is required.

In this work, we use a feed-forward ANN consisting of input layer, two hidden layers whose depth 𝐻 (i.e., the
number of neurons constituting the hidden layer) is determined by trial and error [27], and output layer. See Figure 5
for an illustrative representation of a feed-forward ANN. The weights as well as the biasing parameters of the network
are iteratively adjusted by the backpropagation process using an optimization algorithm [34]. Concerning the activation
function, we consider for hidden layers the Sigmoid function [59] whilst for the initial and final layer we use the identity
function.

Unlike what done for the Galerkin projection approach, concerning the mechanical problem, we consider the model
(𝑊𝑀)ℎ . This choice is due to the fact that ANN suffers from high offline cost because of the training phase, so it is
beneficial to train one only model instead of training two models.

14



We consider 𝑁𝑇𝑡 parameter tuples {Ξ𝑘 }
𝑁𝑇

𝑡

𝑘=1 and compute the temperature field 𝑇ℎ (Ξ𝑘 ) by solving problem (𝑊𝑇1)ℎ
at each parameter tuple Ξ𝑘 . Next, the temperature field 𝑇ℎ (Ξ𝑘 ) is projected on the reduced basis space so to obtain the
projected solution 𝑇 𝜋

ℎ
(Ξ𝑘 ) and corresponding degrees of freedom 𝜻𝑇 ,𝜋 (Ξ𝑘 ):

𝑇 𝜋ℎ (Ξ𝑘 ) = arg min
𝜓𝑟𝑏
ℎ

∈𝐻 1,𝑟𝑏
𝑟,ℎ

(𝜔)
| |𝑇ℎ (Ξ𝑘 ) − 𝜓𝑟𝑏ℎ | |𝐻 1

𝑟,ℎ
(𝜔) =

𝑁𝑇∑︁
𝑖=1

Z 𝑖𝑇 , 𝜋 (Ξ𝑘 )𝜓𝑖ℎ . (65)

Similarly, we consider 𝑁𝑀𝑡 parameter tuples {Ξ𝑘 }
𝑁𝑀

𝑡

𝑘=1 and compute the displacement fields −→𝑢 ℎ (Ξ𝑘 ) by solving
problem (𝑊𝑀)ℎ at each parameter tuple Ξ𝑘 . Next, the displacement field −→𝑢 ℎ (Ξ𝑘 ) ∈ Uℎ is projected on the reduced
basis space so to obtain the projected solution −→𝑢 𝜋

ℎ
(Ξ𝑘 ) and corresponding degrees of freedom 𝜻𝑀,𝜋 (Ξ𝑘 ):

−→𝑢 𝜋ℎ (Ξ𝑘 ) = arg min
−→
𝜙𝑟𝑏
ℎ

∈U𝑟𝑏
ℎ

| |−→𝑢 ℎ (Ξ𝑘 ) −
−→
𝜙 𝑟𝑏ℎ | |Uℎ

=

𝑁𝑀∑︁
𝑖=1

Z 𝑖𝑀,𝜋 (Ξ𝑘 )
−→
𝜙 𝑖ℎ . (66)

So we consider two collections of (known) training input-desidered output pairs, {Ξ𝑘 , Z𝑇 ,𝜋 (Ξ𝑘 )}
𝑁𝑇

𝑡

𝑘=1 and {Ξ𝑘 , Z𝑀,𝜋 (Ξ𝑘 )}
𝑁𝑀

𝑡

𝑘=1 .
The goal is to approximate the functions 𝑓𝑇 and 𝑓𝑀 that map these training input-desidered output pairs. After training
the two ANNs, we consider them as black boxes that can then be used to compute the POD coefficients related to a new
parameter instance Ξ∗.

We split the full order data into two parts: one to be used for training and one to be used for validation. While the
training data are used to adjust weights and biasing parameters of the ANN, the validation data are used to measure its
accuracy. A common issue is that ANN may perform better on training data but may not perform well on data other
than training data. To avoid this overfitting phenomenon, we use the early stopping criteria [25]: the training is stopped
when the the mean squared error

𝜖𝑇 =

𝑁𝑇∑
𝑖=1

(
Z 𝑖
𝑇 , 𝜋

(Ξ𝑘 ) − Z 𝑖𝑇 (Ξ𝑘 )
)2

𝑁𝑇
,

𝜖𝑀 =

𝑁𝑀∑
𝑖=1

(
Z 𝑖
𝑀,𝜋

(Ξ𝑘 ) − Z 𝑖𝑀 (Ξ𝑘 )
)2

𝑁𝑀
,

(67)

as measured on validation data starts to increase.

6.3. MOR results
The coordinates of the 12 vertices constituting the reference domain are reported in Table 1.

𝑟 0 7.05 7.05 5.30 5.30 4.95 4.95 4.6 4.6 4.25 4.25 0
𝑦 0 0 7.265 7.265 4.065 4.065 3.565 3.565 2.965 2.965 2.365 2.365

Table 1: coordinates (in m) of the vertices of domain �̂� (see Figure 6).

We set 𝑛𝑠𝑢 = 30 (see Figure 6a). The considered mesh is compliant with the triangular subdomains and contains
8887 triangular elements and 4608 vertices (see Figure 6b). A proper domain decomposition ensures that a suitable
mesh can be used for the discretization on each of the subdomains and also throughout one subdomain and the other. As
shown in Figure 7, an improper domain decomposition could generate regions with poor mesh quality. Another issue
that might arise from an improper domain decomposition is that, under the variation of the geometrical parameters,
poor mesh quality might occur in some regions: an example is showed in Figure 8.

The minimum and maximum mesh size, that is measured as distance between vertices of an element of the mesh,
are 0.047m and 0.16m respectively. The quality of each mesh element, 𝑞𝑒, could be estimated by using the following
formula [57]:

𝑞𝑒 =
4
√

3𝐴
𝑙21 + 𝑙

2
2 + 𝑙

2
3
, (68)
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(a) Subdomains decomposition. (b) Close up of the mesh.

Figure 6: Discretization of the domain �̂�.

(a) Subdomains decomposition. (b) Close up of the mesh at bottom right.

Figure 7: Improper domain decomposition: poor mesh quality at bottom right.

(a) Subdomains decomposition. (b) Close up of the region affected by poor mesh quality.

Figure 8: Improper domain decomposition: poor mesh quality under variation of the diameter 𝐷4.
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where 𝐴 is the area of the element, and 𝑙1, 𝑙2 and 𝑙3 are the lengths of its three edges. The minimum value of 𝑞𝑒 was
0.25, that is sufficiently far from zero.

Notice that we use a coarser mesh with respect to the one used for the FOM benchmark tests in Appendix A. Such a
choice is justified by the fact that the FOM solution is required to be solved at many parameters values, so using a fine
mesh can be very costly and make prohibitive the collection of the high-fidelity database.

The ranges of physical and geometrical parameters for training and testing are reported in Table 2. The sampling
is carried out by using a Latin Hypercube Sampling (LHS) approach [33] which is a statistical method for generating
near-random samples of parameter values from a multidimensional distribution. LHS divides the parameter space into
equal partitions and samples parameters from each partition. In this manner, it is ensured that the patterns from entire
parameter space are represented. The process has been repeated multiple times in order to ensure that random nature
of samplings do not affect the final result. ANN has been trained by using the 70% of the total data provided by the full
order model whilst the remaining 30% is used for the validation.

Parameter Minimum value Maximum value
𝑡0 2.3 2.4
𝑡1 0.5 0.7
𝑡2 0.5 0.7
𝑡3 0.4 0.6
𝑡4 3.05 3.35
𝐷0 13.5 14.5
𝐷1 8.3 8.7
𝐷2 8.8 9.2
𝐷3 9.8 10.2
𝐷4 10.4 10.8
𝑘 9.8 10.2
` 1.9e9 2.5e9
_ 1.2e9 1.8e9
𝛼 0.8e-6 1.2e-6

Table 2: Parameters ranges used for MOR training and testing.

The accuracy of our MOR approach is quantified by the relative error defined as follows

𝜖𝑟𝑒𝑙,𝑋ℎ
=

| |𝑋ℎ − 𝑋𝑟𝑏ℎ | |
| |𝑋ℎ | |

, (69)

where 𝑋ℎ and 𝑋𝑟𝑏
ℎ

are the finite element solution and the corresponding reduced basis solution, respectively. We
consider the projection error between the finite element solution 𝑋ℎ and its projection on the reduced basis space 𝑋 𝜋

ℎ
,

𝜖𝑝𝑟𝑜 𝑗,𝑋ℎ
=

| |𝑋ℎ − 𝑋 𝜋ℎ | |
| |𝑋ℎ | |

, (70)

as benchmark for the relative error. | | · | | is the relevant norm (| | · | |𝐻 1
𝑟,ℎ

(𝜔) and | | · | |Uℎ
).

6.3.1. Thermal model
We consider four numerical experiments that differ in terms of kind (physical and/or geometrical) and number of

the parameters considered:

• Numerical experiment (i): 1 physical parameter: Ξ = {𝑘}.

• Numerical experiment (ii): 1 physical parameter and 3 geometric parameters: Ξ = {𝑘, 𝑡0, 𝐷2, 𝐷4}.

• Numerical experiment (iii): 1 physical parameter and 6 geometric parameters: Ξ = {𝑘, 𝑡0, 𝑡2, 𝑡4, 𝐷0, 𝐷2, 𝐷4}.

• Numerical experiment (iv): 1 physical parameter and all (10) geometric parameters: Ξ = {𝑘, 𝑡0, 𝑡1, 𝑡2, 𝑡3, 𝑡4, 𝐷0, 𝐷1, 𝐷2, 𝐷3, 𝐷4}.
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Table 3 shows the number of samples provided by the full order model, 𝑛𝑡𝑟 , as well as the number of samples used
for training and testing of ANN. Regarding the computation of POD space, for numerical experiment (i), 50 FOM
snapshots were considered while for the other ones 1000. The eigenvalues decay is shown in Figure 9. We see that the
decay related to the numerical experiment (iv) is the slowest. This is due to the fact that in the numerical experiment
(iv) we consider a larger number of parameters, so the system exhibits a greater complexity, and the modal content is
more wide.

Figure 10 shows the relative error (69) both for POD-ANN, related to different values 𝑛𝑡𝑟 and depth of hidden
layers 𝐻, and POD-G. We also report the projection error (70). We observe that the performance of the POD-ANN
method crucially depends on the values of 𝑛𝑡𝑟 and 𝐻. As expected, if we expand the training set and increase the
depth of hidden layers, we obtain more accurate predictions when the number of parameters considered starts to get
significative (numerical experiments (iii) and (iv)). Unlike [27], we observe that the POD-G method results to be
in general more accurate than the POD-ANN method. This could be justified by considering that in the nonlinear
framework, investigated in [27], the affine expansion could not be enforced and an Empirical Interpolation Method
(EIM) [7] is used within the POD-G approach. Its implementation introduces interpolation error during the assembling
of the reduced equations system by significantly affecting the accuracy of the POD-G method.

Illustrative representations of the computed FOM and MOR are displayed in Figure 11 related to the numerical
experiment (iv) for the parameters tuple

Ξ = {2.365, 0.6, 0.6, 0.5, 3.2, 14.10, 8.50, 9.2, 9.9, 10.6, 10} .

We use 4 POD basis. The POD-ANN solution was computed with 𝑛𝑡𝑟 = 4500 and 𝐻 = 70. As we can see from Figure
11, both MOR approaches are able to provide a good reconstruction of the temperature field.

We conclude by proving some information about the efficiency of our MOR approach. We report in Table 4 some
estimations related to the offline time for all the numerical experiments carried out. We observe that the time taken
by POD for numerical experiments (ii)-(iv) is much larger than the numerical experiment (i). This is fully justified by
the fact that for the numerical experiments (ii)-(iv) we consider a larger number of snapshots (1000 instead of 50 as
discussed above) for the computation of the reduced space. On the other hand, it should also be noted that the ANN
training is faster for the numerical experiment (i) where only physical parameters are involved. This could be attributed
to the fact that the introduction of geometric parameters increases the complexity of the input-output map that ANN
is expected to learn. If on one hand the offline cost of the POD-G method is most composed of time taken by the
computation of the snapshots from which the reduced space is extracted and the time taken by the computation of the
POD modes, on the other hand the one related to the POD-ANN method is mainly associated to the computation of
training data. So, when the parameter space is large (as for the numerical experiments (ii)-(iv)), the total offline cost of
the POD-ANN method could be importantly greater than the one related to the POD-G method. We report in Table 5
the online time related to the POD-G and POD-ANN methods for all the numerical experiments carried out. As can be
seen, the online time of POD-G method increases significantly in presence of geometric parameters by moving from
7𝑒−4 s (numerical experiment (i)) to 1.3/1.5𝑒−2 s (numerical experiments (ii)-(iv)). On the other hand, the time taken
by POD-ANN online stage remains relatively constant for all the numerical experiments under investigation, around
5𝑒 − 4. So the computational efficiency of POD-ANN is much higher, of almost two order of magnitude, than POD-G
when geometrical parametrization is considered.

𝑛𝑡𝑟 Training Testing
Numerical experiment (i) 100 70 30

Numerical experiment (ii) 500 350 150
1500 1050 450

Numerical experiment (iii) 2000 1400 600
2500 1750 750

Numerical experiment (iv) 3500 2450 1050
4500 3150 1350

Table 3: Thermal model: number of total samples 𝑛𝑡𝑟 by FOM and number of samples used for training and testing of ANN.
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Figure 9: Thermal model: plot of the eigenvalues {\ 𝑖
𝑇
}50
𝑖=1 sorted in descending order for all the numerical experiments considered.

(a) Numerical experiment (i). (b) Numerical experiment (ii).

(c) Numerical experiment (iii). (d) Numerical experiment (iv).

Figure 10: Thermal model: error analysis for POD-G and POD-ANN for all the numerical experiments carried out.

𝑡𝑃𝑂𝐷−𝐺
𝑜 𝑓 𝑓

𝑡𝑃𝑂𝐷−𝐴𝑁 𝑁
𝑜 𝑓 𝑓

𝑡𝑃𝑂𝐷 𝑡𝑡𝑟 𝑡𝐹𝑂𝑀 𝑡𝑝𝑟𝑜 𝑗

Numerical experiment (i) ≈ 5 ≈ 1.2e1 8.4e-1 2.6e-1

8e-2

6.0e-4
Numerical experiment (ii) ≈ 9e1 ≈ 1.3e2 1.2e1 5.9e-1 7.5e-4
Numerical experiment (iii) ≈ 9e1 ≈ 3.7e2 1.2e1 7.4e1 7.1e-4
Numerical experiment (iv) ≈ 9e1 ≈ 5.0e2 1.2e1 4.5e1 7.3e-4

Table 4: Thermal model: time (in s) taken by (i) the entire offline stage (𝑡𝑜 𝑓 𝑓 ), (ii) the computation of the POD modes (𝑡𝑃𝑂𝐷), (iii) the training
of ANN (𝑡𝑡𝑟 ), (iv) the computation of a FOM solution (𝑡𝐹𝑂𝑀 ) and (v) the projection of a FOM solution on the POD space (𝑡𝑝𝑟𝑜 𝑗 ). Concerning
POD-ANN, we use 𝑛𝑡𝑟 = 100, 𝐻 = 65 for the numerical experiment (i), 𝑛𝑡𝑟 = 500, 𝐻 = 70 for the numerical experiment ii), 𝑛𝑡𝑟 = 2500, 𝐻 = 80
for the numerical experiment (iii) and 𝑛𝑡𝑟 = 4500, 𝐻 = 70 for the numerical experiment (iv).
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Basis size POD-G POD-ANN
Numerical experiment (i) 1 7.0e-4 4.9e-4
Numerical experiment (ii) 3 1.3e-2 4.8e-4
Numerical experiment (iii) 3 1.5e-2 4.9e-4
Numerical experiment (iv) 4 1.3e-2 5.1e-4

Table 5: Thermal model: online time (in s) for all the numerical experiments under investigation. Concerning POD-ANN, we use 𝑛𝑡𝑟 = 100, 𝐻 = 65
for the numerical experiment (i), 𝑛𝑡𝑟 = 500, 𝐻 = 70 for the numerical experiment ii), 𝑛𝑡𝑟 = 2500, 𝐻 = 80 for the numerical experiment (iii) and
𝑛𝑡𝑟 = 4500, 𝐻 = 70 for the numerical experiment (iv).

(a) FOM solution (b) POD-G solution (c) POD-ANN solution

Figure 11: Thermal model: comparison between the temperature field (in K) computed by the FOM and by the POD-G and POD-ANN methods
related to the numerical experiment (iv) for Ξ = {2.365, 0.6, 0.6, 0.5, 3.2, 14.10, 8.50, 9.2, 9.9, 10.6, 10}. We consider 4 POD modes. For
POD-ANN, we set 𝑛𝑡𝑟 = 4500 and 𝐻 = 70.

6.3.2. Mechanical model
We remark that for POD-ANN we refer to the (𝑊𝑀)ℎ model, whilst we consider (𝑊𝑀1)ℎ and (𝑊𝑀2)ℎ models

for POD-G. As done for the thermal model, we consider four different numerical experiments having different kinds
and numbers of parameters:

• Numerical experiment (i): 4 physical parameters: Ξ = {𝑘, `, _, 𝛼}.

• Numerical experiment (ii): 4 physical parameters and all 3 geometric parameters: Ξ = {𝑘, `, _, 𝛼, 𝑡0, 𝐷2, 𝐷4}.

• Numerical experiment (iii): 4 physical parameters and 6 geometric parameters: Ξ = {𝑘, `, _, 𝛼, 𝑡0, 𝑡2, 𝑡4, 𝐷0, 𝐷2, 𝐷4}.

• Numerical experiment (iv): 4 physical parameters and all (10) geometric parameters:
Ξ = {𝑘, `, _, 𝛼, 𝑡0, 𝑡1, 𝑡2, 𝑡3, 𝑡4, 𝐷0, 𝐷1, 𝐷2, 𝐷3, 𝐷4}.

Table 6 shows the total number of samples provided by the full order model, the number of samples used for training
and the one used for testing of ANN. For all the numerical experiments, the POD space was computed by considering
1000 snapshots. The eigenvalue plot is shown in Figure 12. Like the thermal model, we observe that the numerical
experiment (iv), characterized by the larger number of parameters, shows the lowest decay. On the other hand, as
expected, among the different mechanical models we consider, the model (𝑊𝑀)ℎ exhibits the slowest eigenvalues
decay including it both thermal and mechanical effects.
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(a) Numerical experiment (i). (b) Numerical experiment (ii).

(c) Numerical experiment (iii). (d) Numerical experiment (iv).

Figure 12: Mechanical model: plot of the eigenvalues {\ 𝑖
𝑀

}50
𝑖=1 sorted in descending order for all the numerical experiments considered.

Figure 13 shows the relative error (69) both for POD-ANN and POD-G. The projection error (70) is also depicted.
As observed for the thermal model, POD-G is able to provide more accurate results with respect to POD-ANN.

Figure 14 shows the qualitative comparison between the computed FOM and MOR related to the numerical
experiment (iv) for the parameters tuple

Ξ = {2.365, 0.6, 0.6, 0.5, 3.2, 14.10, 8.50, 9.2, 9.9, 10.6, 10, 2.08𝑒9, 1.39𝑒9, 1𝑒 − 6} .

We use 7 POD basis. The POD-ANN solution was computed with 𝑛𝑡𝑟 = 2500 and 𝐻 = 130. We could observe that
both MOR approaches are able to provide a good reconstruction of the displacement field. In order to justify our choice
to consider separately (𝑊𝑀1)ℎ and (𝑊𝑀2)ℎ in the Galerkin projection framework, we also highlight that, as shown
in Figure 14, the scale difference between their displacements (derived from mechanical loads for the first and from
the thermal ones for the second) is of one order of magnitude. Thus, the use of the model (𝑊𝑀)ℎ could lead to a less
accurate reconstruction of the displacement field.

Finally, we briefly discuss the efficiency of our MOR approach. We report in Table 7 some estimations related to
the offline time for all the numerical experiments carried out. We observe that, unlike the thermal model, the time taken
by POD is comparable for all the numerical experiments. This is not surprising because in this case we consider the
same number of snapshots for the computation of the reduced space for all the numerical experiments. Like the thermal
model, the ANN training is faster for the numerical experiment (i), probably because of the minor complexity with
respect to the other numerical experiments. Unlike the thermal model, the total offline cost of the POD-ANN method is
comparable with the one related the POD-G method. This is because we train two models for the POD-G method that
take a similar amount of time as training one model for the POD-ANN method. We report in Table 8 the online time
related to the POD-G and POD-ANN methods for all the numerical experiments carried out. Like the thermal model,
the online time of POD-G method increases significantly in presence of geometric parameters by moving from 8𝑒 − 4 s
(numerical experiment (i)) to 2.6/6.9𝑒−2 s (numerical experiments (ii)-(iv)) for the model (𝑊𝑀1)ℎ and from 4.5𝑒−2 s
(numerical experiment (i)) to 1.9/2.6𝑒−1 s (numerical experiments (ii)-(iv)) for the model (𝑊𝑀2)ℎ . We could observe
that the online time taken by the model (𝑊𝑀2)ℎ is significantly greater than that taken by the model (𝑊𝑀1)ℎ . This is
expected because for the model (𝑊𝑀2)ℎ a reduced basis approximation of temperature needs to be computed due to
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the thermo-mechanical coupling. On the other hand, the POD-ANN, that does not need reduced basis approximation
of temperature thanks to its non intrusive nature, is able to provide a higher computational efficiency. Moreover, like
the thermal model, the POD-ANN online time remains relatively constant for all the numerical experiments under
investigations, around 5𝑒 − 4, by showing a low sensitivity at varying of the kind and number of parameters considered.

(a) Numerical experiment (i). For POD-ANN 𝑛𝑡𝑟 = 500 and
𝐻 = 60.

(b) Numerical experiment (ii). For POD-ANN 𝑛𝑡𝑟 = 500 and
𝐻 = 80.

(c) Numerical experiment (iii). For POD-ANN 𝑛𝑡𝑟 = 1000 and
𝐻 = 170.

(d) Numerical experiment (iv). For POD-ANN 𝑛𝑡𝑟 = 2500 and
𝐻 = 130.

Figure 13: Mechanical model: error analysis for POD-G and POD-ANN for all the numerical experiments considered.

𝑛𝑡𝑟 Training Testing
Numerical experiment (i) 500 350 150
Numerical experiment (ii) 500 350 150
Numerical experiment (iii) 1000 700 300
Numerical experiment (iv) 2500 1750 750

Table 6: Mechanical model: number of total samples 𝑛𝑡𝑟 by FOM and number of samples used for training and testing of ANN.

Basis size POD-G (𝑊𝑀1)ℎ POD-G (𝑊𝑀2)ℎ POD-ANN (𝑊𝑀)ℎ
Numerical experiment (i) 1 8e-4 4.5e-2 6.7e-4
Numerical experiment (ii) 3 2.6e-2 1.9e-1 5.3e-4
Numerical experiment (iii) 4 5.4e-2 2.1e-1 5.2e-4
Numerical experiment (iv) 7 6.9e-2 2.6e-1 4.9e-4

Table 8: Mechanical model: online time (in s) for all the numerical experiments under investigation. Concerning POD-ANN, we use 𝑛𝑡𝑟 = 500, 𝐻 =

60 for the numerical experiment (i), 𝑛𝑡𝑟 = 500, 𝐻 = 80 for the numerical experiment (ii), 𝑛𝑡𝑟 = 1000, 𝐻 = 170 for the numerical experiment (iii)
and 𝑛𝑡𝑟 = 2500, 𝐻 = 130 for the numerical experiment (iv).
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𝑡𝑃𝑂𝐷−𝐺
𝑜 𝑓 𝑓

𝑡𝑃𝑂𝐷 𝑡𝐹𝑂𝑀

(𝑊𝑀1)ℎ (𝑊𝑀2)ℎ (𝑊𝑀1)ℎ (𝑊𝑀2)ℎ (𝑊𝑀1)ℎ (𝑊𝑀2)ℎ
Numerical experiment (i) ≈ 4.2𝑒2 ≈ 6.2𝑒2 1.6e1 1.8e1

4e-1 6e-1Numerical experiment (ii) ≈ 4.2𝑒2 ≈ 6.2𝑒2 1.6e1 1.7e1
Numerical experiment (iii) ≈ 4.2𝑒2 ≈ 6.2𝑒2 1.8e1 1.7e1
Numerical experiment (iv) ≈ 4.2𝑒2 ≈ 6.2𝑒2 1.7e1 1.7e1

(a) Problem (𝑊𝑀1)ℎ and Problem (𝑊𝑀2)ℎ
𝑡𝑃𝑂𝐷−𝐴𝑁 𝑁
𝑜 𝑓 𝑓

𝑡𝑃𝑂𝐷 𝑡𝑡𝑟 𝑡𝐹𝑂𝑀 𝑡𝑝𝑟𝑜 𝑗

(𝑊𝑀)ℎ (𝑊𝑀)ℎ (𝑊𝑀)ℎ (𝑊𝑀)ℎ (𝑊𝑀)ℎ
Numerical experiment (i) ≈ 1.1𝑒3 1.8e1 3.4

7e-1

8.1e-4
Numerical experiment (ii) ≈ 1.1𝑒3 1.8e1 3.7 9.2e-4
Numerical experiment (iii) ≈ 1.5𝑒3 1.6e1 2.9e1 1.0e-3
Numerical experiment (iv) ≈ 2.5𝑒3 1.8e1 7.6e1 9.1e-4

(b) Problem (𝑊𝑀 )ℎ

Table 7: Mechanical model: time (in s) taken by (i) the entire offline stage (𝑡𝑜 𝑓 𝑓 ), (ii) the computation of the POD modes (𝑡𝑃𝑂𝐷), (iii) the training
of ANN (𝑡𝑡𝑟 ), (iv) the computation of a FOM solution (𝑡𝐹𝑂𝑀 ) and (v) the projection of a FOM solution on the POD space (𝑡𝑝𝑟𝑜 𝑗 ). Concerning
POD-ANN, we use 𝑛𝑡𝑟 = 500, 𝐻 = 60 for the numerical experiment (i), 𝑛𝑡𝑟 = 500, 𝐻 = 80 for the numerical experiment ii), 𝑛𝑡𝑟 = 1000, 𝐻 = 170
for the numerical experiment (iii) and 𝑛𝑡𝑟 = 2500, 𝐻 = 130 for the numerical experiment (iv).

(a) FOM solution related to the problem
(𝑊𝑀1)ℎ

(b) FOM solution related to the problem
(𝑊𝑀2)ℎ

(c) FOM solution related to the problem
(𝑊𝑀)ℎ

(d) POD-G solution related to the problem
(𝑊𝑀1)ℎ

(e) POD-G solution related to the problem
(𝑊𝑀2)ℎ

(f) POD-ANN solution related to the prob-
lem (𝑊𝑀)ℎ

Figure 14: Mechanical model: comparison between the displacement (in m) computed by FOM and by the POD-G and POD-ANN methods related
to the numerical experiment (iv) for Ξ = {2.365, 0.6, 0.6, 0.5, 3.2, 14.10, 8.50, 9.2, 9.9, 10.6, 10, 2.08𝑒9, 1.39𝑒9, 1𝑒 − 6}. We consider 7 POD
modes. For POD-ANN, we set 𝑛𝑡𝑟 = 2500 and 𝐻 = 130.
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7. Some concluding remarks

In this work we propose a computational pipeline to obtain fast and reliable numerical simulations for one-way
coupled steady state linear thermo-mechanical problems in a finite element environment. The test case is referred
to a relevant industrial problem related to the investigation of the thermo-mechanical phenomena occurring in blast
furnace heart walls. After introducing the main theoretical features of FOM, we detect customized benchmarks for the
validation of its numerical implementation. Then we present our MOR framework: we apply POD for the computation
of reduced basis space whilst for the evaluation of the modal coefficients we use two different methodologies, the one
based on a classic Galerkin projection (POD-G) and the other one based on artificial neural networks (POD-ANN). We
found that POD-G is generally more accurate than POD-ANN although POD-ANN exhibits a very higher efficiency,
especially when geometric parameters are considered. The higher efficiency of POD-ANN in the case of mechanical
model can also be attributed to the fact that the computation of reduced basis approximation of temperature field is not
required to compute the reduced basis approximation of the displacement field.

We believe that insights given in this work could help to develop advanced numerical tools in order to deal with
complex industrial problems. As a follow-up of this work, we are going to enhance training capacity of the deep learning
methods, i.e. to reduce the offline cost, as well as to move towards more complex thermo-mechanical problems involving
heterogeneity, orthotropy and non-linearity. Some preliminary efforts, in the latter direction, have been already carried
out both at full order [53] and reduced order level [52]. Concerning the POD-Galerkin method, it is expected that the
computational efficiency furthermore decreases due to absence of affine expansion for assembling system of equations.
Regarding the accuracy of the method, the interpolation of operators could introduce an additional source of error. On
the other hand, the POD-ANN method can be properly set to take care of non-linearities by increasing the number of
hidden layers and/or their depth. However, the accuracy and the computational efficiency are not likely to change to the
significant extent [27, 41].
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Appendix A. Validation of the full order model

In this section we verify the numerical implementation of the FOM introduced in Secs. 4 and 5. All the FOM
computations have been performed by using the python finite element library FEniCS [1].

We use a mesh of 𝜔 containing 121137 triangular elements and 61147 vertices. The minimum mesh size is 0.011
m and the maximum one is 0.045 m. Its minimum quality is 𝑞𝑒 = 0.25 (eq. 68).

The pipeline that we follow for the design of reliable benchmark tests to be used for the FOM validation consists of
three steps:

• We set analytical expressions for temperature and displacement.

• We calculate corresponding model data, including boundary conditions and source terms, in order to identify the
FOM for which the analytical relationships are solutions.

• Finally, we numerically solve the problem and compare the computational solutions with the analytical ones.
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We consider the physical properties reported in Table A.9 for all numerical simulations shown in this section.

Property Value
Thermal conductivity 𝑘 10 𝑊

𝑚𝐾

Convection coefficient ℎ𝑐,− 2000 𝑊

𝑚2𝐾

Convection coefficient ℎ𝑐, 𝑓 200 𝑊

𝑚2𝐾

Convection coefficient ℎ𝑐,𝑜𝑢𝑡 2000 𝑊

𝑚2𝐾

Young’s modulus 𝐸 5𝑒9𝑃𝑎
Poisson’s ratio a 0.2
Thermal expansion coefficient 𝛼 10−6/𝐾
Reference temperature 𝑇0 298𝐾
Gravitational acceleration 𝑔 9.81𝑚

𝑠2

Table A.9: Physical properties values used for the FOM benchmark tests.

Appendix A.1. Thermal model
We consider the following analytical expression for the temperature,

𝑇𝑎 (𝑟, 𝑦) = 𝐶 ′𝑟2𝑦, with 𝐶 ′ = 1𝐾/𝑚3 . (A.1)

Then:

• The corresponding source term 𝑄 is obtained by using eq. (16),

𝑄(𝑟, 𝑦) = −𝑘 𝜕
2𝑇𝑎

𝜕𝑟2 − 𝑘 𝜕
2𝑇𝑎

𝜕𝑦2 − 𝑘

𝑟

𝜕𝑇𝑎

𝜕𝑟
= −4𝐶 ′𝑘𝑦 , (A.2)

• The heat flux 𝑞+, as well as the temperatures 𝑇 𝑓 , 𝑇𝑜𝑢𝑡 and 𝑇−, are derived from eq. (17),

on 𝛾+ : 𝑞+ (𝑟, 𝑦) = −𝑘 𝜕𝑇𝑎
𝜕𝑦

= −𝐶 ′𝑘𝑟2 , (A.3a)

on 𝛾𝑠 𝑓 : 𝑇 𝑓 = 𝑇𝑎 +
𝑘

ℎ𝑐, 𝑓

(
𝜕𝑇𝑎

𝜕𝑟
𝑛𝑟 +

𝜕𝑇𝑎

𝜕𝑦
𝑛𝑦

)
= 𝐶 ′𝑟2𝑦 + 𝐶 ′ 𝑘

ℎ𝑐, 𝑓
(2𝑟𝑦𝑛𝑟 + 𝑟2𝑛𝑦) , (A.3b)

on 𝛾𝑜𝑢𝑡 : 𝑇𝑜𝑢𝑡 = 𝑇𝑎 +
𝑘

ℎ𝑐,𝑜𝑢𝑡

𝜕𝑇𝑎

𝜕𝑟
= 𝐶 ′𝑟2𝑦 + 𝐶 ′ 2𝑟𝑦𝑘

ℎ𝑐,𝑜𝑢𝑡
, (A.3c)

on 𝛾− : 𝑇− = 𝑇𝑎 −
𝑘

ℎ𝑐,−

𝜕𝑇𝑎

𝜕𝑦
= 𝐶 ′𝑟2𝑦 − 𝐶 ′ 𝑟

2𝑘

ℎ𝑐,−
, (A.3d)

and it is verified that

on 𝛾𝑠 :
𝜕𝑇𝑎

𝜕𝑟
= 0. (A.4a)

We solve the (𝑊𝑇)ℎ problem for the data 𝑄, 𝑞+, 𝑇 𝑓 , 𝑇𝑜𝑢𝑡 , 𝑇− given by equations (A.2)-(A.4a). We choose a
discretized space of polynomial of degree 3. Analytical and numerical solutions are reported in Figure A.15 (left and
center). As we can see, a very good agreement is obtained. For a more quantitative comparison, we also display the
absolute error in Figure A.15 (right), and compute the relative error,

| |𝑇𝑎 − 𝑇ℎ | |𝐻 1
𝑟 (𝜔)

| |𝑇𝑎 | |𝐻 1
𝑟 (𝜔)

= 7𝑒 − 13.
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Figure A.15: Benchmark for the thermal model (𝑊𝑇 )ℎ : analytical temperature 𝑇𝑎 (left), numerical temperature 𝑇ℎ (center), and corresponding
absolute error |𝑇𝑎 −𝑇ℎ | (right) in K.

Appendix A.2. Mechanical model
Firstly, we consider that the body is at reference temperature 𝑇 = 𝑇0, i.e. thermal stresses (2` + 3_)𝛼(𝑇 − 𝑇0) are

not present. Therefore, we refer to the problem (𝑊𝑀1)ℎ .
We consider a known displacement function

−→𝑢 𝑎 = 𝐶 (𝑟𝑦2, 𝑟2𝑦), with 𝐶 = 1𝑒 − 4/𝑚2. (A.5)

Then:

• The components of the stress tensor 𝝈 are given by eq. (7) as,

𝜎𝑟𝑟 =
𝐸

(1 − 2a) (1 + a) (𝐶𝑦
2 + a𝐶𝑟2) , (A.6a)

𝜎𝑦𝑦 =
𝐸

(1 − 2a) (1 + a) (2a𝐶𝑦
2 + (1 − a)𝐶𝑟2) , (A.6b)

𝜎\ \ =
𝐸

(1 − 2a) (1 + a) (𝐶𝑦
2 + a𝐶𝑟2) , (A.6c)

𝜎𝑟 𝑦 =
2𝐸𝐶𝑟𝑦
(1 + a) . (A.6d)

• The source term
−→
𝑓 0 = [ 𝑓0,𝑟 𝑓0,𝑦] is obtained from eqs. (18) and (A.6) as,

𝑓0,𝑟 = −
(
𝜕𝜎𝑟𝑟

𝜕𝑟
+
𝜕𝜎𝑟 𝑦

𝜕𝑦
+ 𝜎𝑟𝑟 − 𝜎\ \

𝑟

)
= −

(
2𝐸a𝐶𝑟

(1 − 2a) (1 + a) +
2𝐸𝐶𝑟
(1 + a)

)
, (A.7a)

𝑓0,𝑦 = −
(
𝜕𝜎𝑟 𝑦

𝜕𝑟
+
𝜕𝜎𝑦𝑦

𝜕𝑦
+
𝜎𝑟 𝑦

𝑟

)
= −

(
4𝐸𝐶𝑦
(1 + a) +

4𝐸a𝐶𝑦
(1 − 2a) (1 + a)

)
. (A.7b)
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• The boundary tractions are derived from eqs. (20) and (A.6) as,

on 𝛾+ : 𝑔+,𝑟 =
2𝐸𝐶𝑟𝑦
(1 + a) , (A.8a)

𝑔+,𝑦 =
𝐸

(1 − 2a) (1 + a)

(
2a𝐶𝑦2 + (1 − a)𝐶𝑟2

)
, (A.8b)

on 𝛾− : 𝑔−,𝑟 = −2𝐸𝐶𝑟𝑦
(1 + a) , (A.8c)

on 𝛾𝑠 𝑓 : 𝑔𝑠 𝑓 ,𝑟 =
𝐸

(1 − 2a) (1 + a)

(
𝐶𝑦2 + a𝐶𝑟2

)
𝑛𝑟 +

2𝐸𝐶𝑟𝑦
(1 + a) 𝑛𝑦 , (A.8d)

𝑔𝑠 𝑓 ,𝑦 =
2𝐸𝐶𝑟𝑦
(1 + a) 𝑛𝑟 +

𝐸

(1 − 2a) (1 + a)

(
2a𝐶𝑦2 + (1 − a)𝐶𝑟2

)
𝑛𝑦 , (A.8e)

on 𝛾𝑜𝑢𝑡 : 𝑔𝑜𝑢𝑡,𝑟 =
𝐸

(1 − 2a) (1 + a)

(
𝐶𝑦2 + a𝐶𝑟2

)
, (A.8f)

𝑔𝑜𝑢𝑡,𝑦 =
2𝐸𝐶𝑟𝑦
(1 + a) , (A.8g)

and it is verified that

on 𝛾− ∪ 𝛾𝑠 : −→𝑢 𝑎 · −→𝑛 = 0 . (A.9a)

We solve the (𝑊𝑀1)ℎ problem for the data given by equations (A.7a) - (A.9a) by using a discretized space of
polynomial of degree 3. The magnitude of the analytical and numerical displacement, as well as the associated absolute
error, are represented in Figure A.16. Moreover, we compute the relative error

| |−→𝑢 𝑎 − −→𝑢 ℎ | |U
| |−→𝑢 𝑎 | |U

= 1.81𝑒 − 12.

Like the thermal model, even in this case we could observe that the two solutions show a very good agreement.
For further comparison, we also computed the Von Mises stress:

𝜎𝑣𝑚 =

√︂
3
2
𝝈𝑑 : 𝝈𝑑 , (A.10)

where 𝝈𝑑 is the deviatoric part of the stress tensor

𝝈𝑑 = 𝝈 − 1
3
𝑇𝑟 (𝝈)𝑰 . (A.11)

We display the magnitude of the analytical and numerical Von Mises stress, 𝜎𝑣𝑚𝑎 and 𝜎𝑣𝑚ℎ respectively, and the
corresponding absolute error in Figure A.17. We see that a very good matching is obtained.

Figure A.16: Benchmark for the mechanical model (𝑊𝑀1)ℎ : analytical displacement magnitude |−→𝑢 𝑎 | (left), numerical displacement magnitude
|−→𝑢 ℎ | (center), and absolute error magnitude |−→𝑢 𝑎 − −→𝑢 ℎ | (right) in m.
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Figure A.17: Benchmark for the mechanical model (𝑊𝑀1)ℎ : analytical Von Mises stress magnitude 𝜎𝑣𝑚𝑎 (left), numerical Von Mises stress
magnitude 𝜎𝑣𝑚ℎ (center), and absolute error |𝜎𝑣𝑚ℎ − 𝜎𝑣𝑚𝑎 | (right) in N/m2.

Now we address the coupling between the thermal and mechanical effects, so we refer to the problem (𝑊𝑀)ℎ . We
assume for the temperature the analytical field used for the problem (𝑊𝑇)ℎ , 𝑇𝑎 (see eq. (A.1)), and for the displacement
the analytical field used for the problem (𝑊𝑀1)ℎ , −→𝑢 𝑎 (see eq. (A.5)). Then:

• We obtain the thermal stresses from eqs. (3) and (5):

(2` + 3_)𝛼(𝑇 − 𝑇0) = (2` + 3_)𝛼(𝐶 ′𝑟2𝑦 − 𝑇0) =
𝐸

(1 − 2a)𝛼(𝐶
′𝑟2𝑦 − 𝑇0) .

• The components of the stress tensor 𝝈 are given by eqs. (19):

𝜎𝑟𝑟 =
𝐸

(1 − 2a) (1 + a) (𝐶𝑦
2 + a𝐶𝑟2) − 𝐸

(1 − 2a)𝛼(𝐶
′𝑟2𝑦 − 𝑇0) , (A.12a)

𝜎𝑦𝑦 =
𝐸

(1 − 2a) (1 + a) (2a𝐶𝑦
2 + (1 − a)𝐶𝑟2) − 𝐸

(1 − 2a)𝛼(𝐶
′𝑟2𝑦 − 𝑇0) , (A.12b)

𝜎\ \ =
𝐸

(1 − 2a) (1 + a) (𝐶𝑦
2 + a𝐶𝑟2) − 𝐸

(1 − 2a)𝛼(𝐶
′𝑟2𝑦 − 𝑇0) , (A.12c)

𝜎𝑟 𝑦 =
2𝐸𝐶𝑟𝑦
(1 + a) . (A.12d)

• The source term
−→
𝑓 0 = [ 𝑓0,𝑟 𝑓0,𝑦] is obtained from eqs. (18) and (A.6) by:

𝑓0,𝑟 = −
(
𝜕𝜎𝑟𝑟

𝜕𝑟
+
𝜕𝜎𝑟 𝑦

𝜕𝑦
+ 𝜎𝑟𝑟 − 𝜎\ \

𝑟

)
= −

(
2𝐸a𝐶𝑟

(1 − 2a) (1 + a) +
2𝐸𝐶𝑟
(1 + a) −

2𝐶 ′𝑟𝑦𝐸𝛼

(1 − 2a)

)
, (A.13a)

𝑓0,𝑦 = −
(
𝜕𝜎𝑟 𝑦

𝜕𝑟
+
𝜕𝜎𝑦𝑦

𝜕𝑦
+
𝜎𝑟 𝑦

𝑟

)
= −

(
4𝐸𝐶𝑦
(1 + a) +

4𝐸a𝐶𝑦
(1 − 2a) (1 + a) −

𝐶 ′𝑟2𝐸𝛼

(1 − 2a)

)
. (A.13b)
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• The boundary tractions are derived from eqs. (20) and (A.6) as:

on 𝛾+ : 𝑔+,𝑟 =
2𝐸𝐶𝑟𝑦
(1 + a) , (A.14a)

𝑔+,𝑦 =
𝐸

(1 − 2a) (1 + a)

(
2a𝐶𝑦2 + (1 − a)𝐶𝑟2

)
− 𝐸𝛼

(1 − 2a) (𝐶
′𝑟2𝑦 − 𝑇0) , (A.14b)

on 𝛾− : 𝑔−,𝑟 = −2𝐸𝐶𝑟𝑦
(1 + a) , (A.14c)

on 𝛾𝑠 𝑓 : 𝑔𝑠 𝑓 ,𝑟 =
𝐸

(1 − 2a) (1 + a) (𝐶𝑦
2 + a𝐶𝑟2)𝑛𝑟

− 𝐸𝛼

(1 − 2a) (𝐶
′𝑟2𝑦 − 𝑇0)𝑛𝑟 +

2𝐸𝐶𝑟𝑦
(1 + a) 𝑛𝑦 , (A.14d)

𝑔𝑠 𝑓 ,𝑦 =
𝐸

(1 − 2a) (1 + a)

(
2a𝐶𝑦2 + (1 − a)𝐶𝑟2

)
𝑛𝑦

− 𝐸𝛼

(1 − 2a) (𝐶
′𝑟2𝑦 − 𝑇0)𝑛𝑦 +

2𝐸𝐶𝑟𝑦
(1 + a) 𝑛𝑟 , (A.14e)

on 𝛾𝑜𝑢𝑡 : 𝑔𝑜𝑢𝑡,𝑟 =
𝐸

(1 − 2a) (1 + a) (𝐶𝑦
2 + a𝐶𝑟2) − 𝐸𝛼

(1 − 2a) (𝐶
′𝑟2𝑦 − 𝑇0) , (A.14f)

𝑔𝑜𝑢𝑡,𝑦 =
2𝐸𝐶𝑟𝑦
(1 + a) . (A.14g)

We display the magnitude of the analytical displacement and Von Mises stress comparing them with the corresponding
numerical values in Figures A.18 and A.19, respectively, and compute the relative error

| |−→𝑢 𝑎 − −→𝑢 ℎ | |U
| |−→𝑢 𝑎 | |U

= 2.2𝑒 − 12.

We could see that, as for mechanical model (𝑊𝑀1)ℎ , the agreement between the two solutions is very good.

Figure A.18: Benchmark for the mechanical problem (𝑊𝑀 )ℎ : analytical displacement magnitude |−→𝑢 𝑎 | (left), numerical displacement magnitude
|−→𝑢 ℎ | (center), and absolute error |−→𝑢 𝑎 − −→𝑢 ℎ |(right) in m.
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Figure A.19: Benchmark for the mechanical problem (𝑊𝑀 )ℎ : analytical Von Mises stress 𝜎𝑣𝑚𝑎 (left), numerical Von Mises stress 𝜎𝑣𝑚ℎ (center)
and absolute error |𝜎𝑣𝑚ℎ − 𝜎𝑣𝑚𝑎 | (right) in N/m2.

Figure A.20: Benchmark for the mechanical model (𝑊𝑀2)ℎ : difference between the hydrostatic stress computed with the (𝑊𝑀 )ℎ model
and the (𝑊𝑀1)ℎ model 1

3 𝑡𝑟
(
𝜎 (−→𝑢ℎ) [𝑇ℎ ] − 𝜎 (−→𝑢ℎ) [𝑇0 ]

)
(left), thermal stress (2` + 3_)𝛼(𝑇ℎ − 𝑇0) (center) and corresponding absolute error��� 1

3 𝑡𝑟
(
𝜎 (−→𝑢ℎ) [𝑇ℎ ] − 𝜎 (−→𝑢ℎ) [𝑇0 ]

)
− (2` + 3_)𝛼(𝑇ℎ −𝑇0)

��� (right) in N/m2.

Finally, we observe that the difference between the hydrostatic stress computed with the model (𝑊𝑀)ℎ and the one
computed with the model (𝑊𝑀1)ℎ , i.e. the hydrostatic stress related to the model (𝑊𝑀2)ℎ , should be equal to the
thermal stress:

1
3
𝑡𝑟

(
𝝈(−→𝑢ℎ) [𝑇ℎ] − 𝝈(−→𝑢ℎ) [𝑇0]

)
= (2` + 3_)𝛼(𝑇ℎ − 𝑇0)𝑰. (A.15)

The right and hand sides of eq. (A.15) are shown in Figure A.20. We obtain a very good agreement.
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