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Abstract High-speed machining (HSM) may produce parts
at high production rates with substantially higher fatigue
strengths and increased subsurface micro-hardness and
plastic deformation, mostly due to the ploughing of the
round cutting tool edge associated with induced stresses,
and can have far more superior surface properties than
surfaces generated by grinding and polishing. Cutting edge
roundness may induce stress and temperature fields on the
machined subsurface and influence the finished surface
properties, as well as tool life. In this paper, a finite element
method (FEM) modeling approach with arbitrary Lagrangian
Eulerian (ALE) fully coupled thermal-stress analysis is
employed. In order to realistically simulate HSM using
edge design tools, an FEM model for orthogonal cutting is
designed, and solution techniques such as adaptive meshing
and explicit dynamics are performed. A detailed friction
modeling at the tool–chip and tool–work interfaces is also
carried out. Work material flow around the round edge
cutting tool is successfully simulated without implementing
a chip separation criterion and without the use of a
remeshing scheme. The FEM modeling of the stresses and
the resultant surface properties induced by round edge
cutting tools is performed for the HSM of AISI 4340 steel.
Once FEM simulations are complete for different edge radii
and depths of cut, the tool is unloaded and the stresses are
relieved. Predicted stress fields are compared with experi-
mentally measured residual stresses obtained from the
literature. The results indicate that the round edge design
tools influence the stress and temperature fields greatly. An

optimization scheme can be developed to identify the most
desirable edge design by using the finite element analysis
(FEA) scheme presented in this work.
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1 Introduction

Predicting the physical process and temperature and stress
fields accurately play a pivotal role for predictive process
engineering for high-speed machining (HSM) processes.
Tool edge geometry is particularly important because its
influence on obtaining the most desirable tool life and
surface integrity is considered to be significant. Finite
element method (FEM) modelling based simulation of
machining processes has been providing a better under-
standing of chip formation mechanisms, heat generation in
cutting zones, and the resulting stress and temperature fields.
Advanced process simulation techniques are essential in
order to study the influence of the tool edge geometry and
cutting conditions on the surface integrity, especially on the
machining-induced stresses. In this paper, an advanced FEM
simulation technique is utilized to investigate the physical
cutting process for predicting the temperature and stress
fields on the machined surface.

As commonly known, there are two types of analysis in
which a continuous medium can be described, i.e., Eulerian
and Lagrangian, in the FEM modeling of deformation
processes. In a Lagrangian analysis, the computational grid
deforms with the material, whereas in an Eulerian analysis,
it is fixed in space. The Lagrangian calculation embeds a
computational mesh in the material domain and solves for
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the position of the mesh at discrete points in time. In those
analyses, two distinct methods, the implicit and the explicit
time integration techniques, can be utilized. The implicit
technique is more applicable to solving linear static
problems, while the explicit method is more suitable for
non-linear dynamic problems.

A majority of earlier numerical models have relied on
the Lagrangian formulation [1–6], whereas some of the
models utilized the Eulerian formulation [7]. However, it
was evident that the Lagrangian formulation required a
criterion for the separation of the undeformed chip from the
workpiece. For this purpose, several chip separation
criteria, such as the strain energy density and the effective
strain criteria, were implemented as exclusively reported in
[8]. Updated Lagrangian implicit formulation with auto-
matic remeshing without using chip separation criteria has
also been used in the simulation of continuous and
segmented chip formation in machining processes [9–16].

The arbitrary Lagrangian Eulerian (ALE) technique
combines the features of pure Lagrangian analysis and
Eulerian analysis. ALE formulation is also utilized in
simulating machining to avoid frequent remeshing for chip
separation [17–23]. Explicit dynamic ALE formulation is
very efficient for simulating highly non-linear problems
involving large localized deformations and changing
contact conditions, such as those experienced in machining.
The explicit dynamic procedure performs a large number of
small time increments efficiently. The adaptive meshing
technique does not alter the elements or connectivity of the
mesh. This technique allows free boundary conditions
whereby only a small part of the workpiece in the vicinity
of the tool tip needs to be modeled.

On the other hand, the friction in metal cutting plays an
important role in the thermo-mechanical chip flow and
integrity of the machined work surface. The most common
approach in modeling the friction at the chip–tool interface
is to use an average coefficient of friction. Late models
consist of a sticking region for which the friction force is
constant, and a sliding region for which the friction force
varies linearly according to Coulomb’s law.

FEM simulation of machining using edge design tools is
essential in order to predict realistic stress and temperature
fields occurring in HSM. Recent FEM studies reported in
the literature include the effects of edge geometries in the
orthogonal cutting process [24, 25], simulation of machin-
ing non-homogenous materials [26], and predicting stresses
on the machined surfaces of hardened steels [27–29].
Recently, Guo and Wen [30] used FEM simulations to
investigate the effects of stagnation and round edge
geometry on chip morphology and stress and temperature
fields on the machined surface. Davies et al. [31]
investigated the effects of work material models on the
predictions of the FEM simulations. Deshayes et al. [32]

simulated the serrated chip formation in orthogonal ma-
chining and presented comparisons with experimental
results.

The round edge of the cutting tool and the highly
deformed region underneath has a dominant influence on
the residual stresses of the machined surface. This also
signifies the proposed work when compared with the earlier
FEM modeling studies that relied on chip–workpiece
separation criteria. The use of a separation criterion under-
mines the effect of the cutting edge on the residual stress
formation on the machined surface.

In this paper, ALE formulation with pure Lagrangian
boundaries is applied in the simulation of machining with
round edge cutting tools and by utilizing an adaptive
meshing technique. The work material is allowed to flow
around the round edge of the cutting tool so that the
physical process can be simulated more realistically.

2 Orthogonal machining of AISI 4340 steel

In this study, the finite element analysis (FEA) of
machining-induced temperature and stress fields in the
orthogonal cutting of AISI 4340 steel with round carbide
edge cutting tools are investigated. An experimental study
conducted by Jacobus et al. [33], where the orthogonal
cutting of tubes was performed, is utilized in order to
validate the predicted machining-induced residual stresses.
In their experimental design, Jacobus et al. [33] varied the
tool edge roundness, uncut chip thickness (depth of cut),
and used a constant cutting speed of 300 m/min, as shown
in Table 1. The uncoated tungsten carbide tool with the tool
holder provided a 3° rake angle and an 8° clearance angle.
All of the cutting conditions revealed orthogonal machining
with continuous chip formation [33].

2.1 Work material constitutive modeling

In FEA, accurate flow stress models are considered to be
highly necessary to represent work material constitutive
behavior under high-strain-rate deformation conditions. The
constitutive model proposed by Johnson and Cook [34]
describes the flow stress of a material with the product of

Table 1 Cutting conditions

Test no. Uncut chip
thickness (mm)

Edge radius
(mm)

Cutting speed
(m/min)

1 0.10 0.025 300
2 0.10 0.075 300
3 0.20 0.025 300
4 0.20 0.075 300
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strain, strain rate, and temperature effects that are individ-
ually determined as given in Eq. 1:

σ ¼ Aþ B "ð Þn½ � 1þ C ln
"
�
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�
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In the Johnson-Cook (J-C) model, the constant A is, in fact,
the initial yield strength of the material at room temperature
and a strain rate of 1/s and " represents the plastic
equivalent strain. The strain rate "

�
is normalized with a

reference strain rate "0

�
Temperature term in the J-C model

reduces the flow stress to zero at the melting temperature of
the work material, leaving the constitutive model with no
temperature effect. In this study, the FEA of the machining
of AISI 4340 steel in annealed condition is investigated and
its J-C material model constants are given in Table 2.

2.2 Variable friction modeling

As commonly accepted, along the tool–chip contact area
near the cutting edge, a sticking region forms, and the
frictional shearing stress at the sticking region, τp, becomes
equal to the average shear flow stress at the tool–chip
interface on the chip, kchip, τp=kchip [13]. Over the
remainder of the tool–chip contact area, a sliding region
forms, and the frictional shearing stress can be determined
by using a coefficient of friction, μ, (see Fig. 1).

When the normal stress distribution over the rake face is
fully defined and the coefficient of friction, μ, is known, the
frictional stress can be determined. The shear stress
distribution on the tool rake face can be represented as
two distinct regions:

– (1) In the sticking region:

τ f xð Þ ¼ τp ¼ kchip and when μσn xð Þ � τp;

0 < x � lp

ð2aÞ

– (2) In the sliding region:

τ f xð Þ ¼ μσn xð Þ and when μσn xð Þ < τp;

lp < x � lc
ð2bÞ

The friction characteristics that are calculated with the
methodology explained in Özel and Zeren [36] include
parameters of the normal and frictional stress distributions
on the tool rake face. Since the length of the sticking
region, lp, and the chip–tool contact length, lc, are not
implemented in the friction model in the FEM simulations,
they are not given in Table 3. Instead, a limiting shear
friction model is implemented with the limiting shear stress
and friction coefficients that are given in Table 3.

3 Finite element modeling

The essential and desired attributes of continuum-based
FEM models for cutting are: (1) the work material model
should satisfactorily represent elastic, plastic, and thermo-
mechanical behavior of the work material deformations
observed during the machining process; (2) the FEM model
should not require chip separation criteria that highly
deteriorate the physical process simulation around the tool
cutting edge, especially in the presence of a dominant tool
edge geometry, such as a round edge and/or a chamfered
edge design; (3) interfacial friction characteristics on the
tool–chip and tool–work contacts should be modeled highly
accurately in order to account for additional heat generation
and stress developments due to friction.

Table 2 Constants of the Johnson-Cook (J-C) constitutive model for
the work materials [35]

Material A

(MPa)
B

(MPa)
n C m Tmelt

(°C)

AISI 4340 steel 792.0 510.0 0.26 0.014 1.03 1,520

Fig. 1 Normal and frictional stress distributions on the tool rake face
[13]

Table 3 Properties of the work and tool materials

Properties AISI 4340 steel Carbide tool

Expansion (μm/m°C) 1.23 4.7
Density (g/cm3) 7.85 15.0
Poisson’s ratio 0.22 0.20
Specific heat (J/kg/°C) 477 203
Conductivity (W/m°C) 44.5 46.0
Young’s modulus (GPa) 208 800
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In this paper, a commercial software code, ABAQUS/
Explicit v6.4, and an explicit dynamic ALE modeling ap-
proach is used to conduct the FEM simulation of orthogonal
cutting considering round tool edge geometry and all of the

above attributes are successfully implemented in the model.
The chip formation process is simulated via adaptive
meshing and the plastic flow of work material in the vicinity
of the round edge of the tool. Therefore, there is no need for a
chip separation criterion in the proposed FEM model.

A thermo-mechanical FEM simulation scheme is created
by including tool and workpiece thermal and mechanical
properties as summarized in Table 4. Both the workpiece
and tool models use four-node bilinear displacement and
temperature (CPE4RT) quadrilateral elements and a plane-
strain assumption for the deformations occurring during the
high-speed orthogonal cutting process.

Table 4 Friction characteristics when using an uncoated carbide-
cutting tool

AISI 4340 steel

kchip 250 Mpa when μσnðxÞτp; 0 < x � lp
μ 0.5 when μσnðxÞ < τp; lp < x � lp
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Fig. 2 Finite element simula-
tion model for ALE formulation
with: a Eulerian and Lagrangian
boundary conditions [37], and
b pure Lagrangian boundary
conditions [23]
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3.1 Arbirtrary Lagrangian Eulerian scheme with Eulerian
and Lagrangian boundaries

Initially, an ALE model has been designed in which the
workpiece is also modeled with the Eulerian boundaries
from the inflow, chip flow, and outflow ends, and with the
Lagrangian boundaries at the top and the bottom surfaces of
the workpiece, as shown in Fig. 2a, as explained by the au-
thors of [37]. The top surface of the workpiece with the free
boundaries reaches the final deformed shape at the steady-
state cutting and it is allowed to deform without restraint.

In this ALE approach, the general governing equations
are solved for both Lagrangian boundaries and Eulerian
boundaries in the same fashion. This technique exclusively
combines the features of pure Lagrangian analysis and
Eulerian analysis, in which the mesh is fixed spatially and
the material flows through the mesh, as explained earlier.
However, this FEM model requires a pre-defined chip

geometry. The chip surfaces are defined with the Lagrang-
ian boundary conditions and the chip upper surface is
defined with the Eulerian boundary conditions. Therefore,
the chip flow is bound at a vertical position. However, the
chip thickness and the chip–tool contact length gradually
settle to their final sizes with the change in the deformation
conditions as the cutting reaches its steady state.

The major drawback of this ALE approach is that the
pre-defined chip shape must be determined beforehand and
entered into the FEM model. Similar ALE models were
presented by Adibi-Sedeh and Mahdavan [21], Haglund
et al. [22], and Özel and Zeren [37].

3.2 Arbirtrary Lagrangian Eulerian scheme with pure
Lagrangian boundaries

An FEM simulation model with ALE scheme with pure
Lagrangian boundaries is designed and kinematic penalty

Tool advance at 0.05 mm Tool advance at 0.25 mm

Tool unloading Radiation to ambient
Fig. 3 FEM simulation results using the ALE scheme for machining AISI 4340 steel (test 2)
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contact conditions between the tool and the workpiece are
defined as shown in Fig. 2b. This model allows an FEM
simulation scheme to simulate the chip formation from the
incipient to steady state, as proposed by the authors of [23].
In this FEM scheme, the explicit dynamic procedure
performs a large number of small time increments effi-
ciently. The adaptive meshing technique does not alter the
elements and connectivity of the mesh. This technique
combines the features of pure Lagrangian analysis, in which
the mesh follows the material, and Eulerian analysis, when
it is needed as part of the adaptive meshing, in which the
mesh is fixed spatially and the material flows through the
mesh. The cutting process as a dynamic event causes large
deformations in several numbers of increments, resulting in
massive mesh distortion and termination of the FEM

simulation. It is highly critical to use adaptive meshing
with fine-tuned parameters in order to simulate the plastic
flow over the round edge of the tool. Therefore, the
intensity, frequency, and sweeping of the adaptive meshing
are adjusted to the most optimum setting for maintaining a
successful mesh during the simulation of the orthogonal
cutting process.

The general equations of motion in explicit dynamic
analysis are integrated by using the explicit central
difference integration rule with diagonal element mass
matrices. The system equations become uncoupled so that
each equation can be solved for explicitly. This makes the
explicit dynamic method highly efficient for non-linear
dynamic problems, such as metal cutting. During metal
cutting, the flow stress is highly dependent on the

Tool advance at 0.05 mm Tool advance at 0.25 mm

Tool unloading Radiation to ambient
Fig. 4 FEM simulation results using the ALE scheme for machining AISI 4340 steel (test 4)
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temperature fields, as discussed earlier. Therefore, fully
coupled thermal-stress analysis is required for accurate
predictions in FEM simulations.

In summary, the explicit dynamic method is used mainly
because it has the advantages of computational efficiency
for large deformation and highly non-linear problems, such
as that experienced in machining. Machining, as a coupled
thermal-mechanical process, could generate heat to cause
thermal effects that influence mechanical effects strongly.
In the mean time, work material properties change
significantly as the strain rate and temperature changes.
Thus, the fully coupled thermal-stress analysis, in which the
temperature solution and stress solution are also carried out
concurrently, is applied.

4 Simulation results and discussions

Two-dimensional FEM simulations were conducted for
tests 1–4 under orthogonal machining conditions by
utilizing the proposed ALE with pure Lagrangian bound-
aries scheme and the chip formation process from incipient
to the steady state was fully observed without implementing
a chip–work separation criterion. The workpiece dimen-
sions are 1,000 μm in width and 350 μm in height. Each
FEM simulation is conducted at three consecutive steps: (1)
cutting, (2) tool unloading, and (3) radiation to ambient.
The first step includes the chip formation stage from
incipient to steady state; unlike ALE with Lagrangian and
Eulerian boundaries, all of the boundaries are free and,

Test #1 (Max. 1329 ºC) Test #2 (Max. 1328 ºC)

Test #3 (Max. 1342 ºC) Test #4 (Max. 1385 ºC)
Fig. 5 Comparison of predicted temperature fields in four different test conditions
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therefore, a full-grown chip can be observed. The second
step involves retracting the tool from the workpiece so that
in-situ process conditions can be computed where the tool
is fully unloaded. The third and last steps are the cooling of
the workpiece by allowing radiation to the ambient. A
natural stress-relief process has been observed which brings
the machined surface to a state that is the closest possible to
predicting realistic residual stresses fields in the workpiece.
The FEM simulations have usually taken about 12 hours on
a workstation equipped with an Intel Pentium 4 processor.
It should be noted that the use of dual and faster processors
might significantly reduce the computation time. Mesh
connectivity without remeshing can be maintained for a
substantial cutting length if the mesh density is increased
accordingly.

4.1 Influence of edge roundness on temperature fields

The heat generated at the secondary deformation zone and
at the tool–chip interface is conducted to the cutting tool
and radiation to the ambient is also allowed during the
cutting step. Temperature fields that have been obtained at
the tool advances of 0.05 mm and 0.25 mm, during the tool
unloading and cooling steps, respectively, are shown in
Figs. 3 and 4, respectively. Temperature rises in the primary
and secondary deformation zones are high and reach a
steady state very rapidly. The maximum temperatures of
1,106°C, 1,315°C, 1,222°C, and 824°C are predicted,
respectively, for the process steps under the cutting con-
ditions of test 2, as given in Fig. 3. Similarly, the maximum
temperatures of 954°C, 1,385°C, 1,350°C, and 1,285°C are

predicted, respectively, for the process steps under the
cutting conditions of test 4, as given in Fig. 4. However, the
maximum temperatures are only effective on a concentrated
spot at the tool–chip interface, whereas the temperature
fields indicate a temperature distribution around the cutting
zone.

Temperature fields for the machining of AISI 4340 steel
at four different test conditions are presented in Fig. 5. The
maximum predicted temperatures were 9.8% higher for
the tool with 0.025-mm edge radius and 4.3% higher for
the tool with 0.075-mm edge radius when the depth of cut
increased from 0.1 mm to 0.2 mm. The maximum predicted
temperature was about the same at the depth of cut of
0.1 mm, but it was 3.2% higher when the tool edge radius is
increased from 0.025 mm to 0.075 mm at the 0.2-mm depth
of cut. Hence, higher temperatures are predicted for cutting
at greater depths of cut and with larger edge radius tools.

It is highly noticeable that the maximum temperatures
occur on the tool rake face in the machining of AISI 4340
steel. Temperature distributions on the subsurface of the
machined layer are also predicted as shown in Fig. 6.
Higher temperatures are observed in tests 2 and 4, where
the 0.075-mm edge radius tool is used. The lowest
temperature profile is seen at test 1 conditions, where a
lower depth of cut and smaller edge radius are provided.

4.2 Influence of edge roundness on stress fields

The fields of the predicted von Mises stress components,
σ11 and σ33, also represent the machining-induced stresses
on the subsurface of the workpiece, as given in the Fig. 7.
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From the simulation results, it was observed that there
exists a region of very high deformation rate around the
round edge of the cutting tool. As the tool edge roundness
increases, the machining-induced residual stresses also
increase. Hence, the round edge of the cutting tool and
the highly deformed region underneath has a dominant
influence on the residual stresses of the machined surface.
This also signifies the proposed work when compared to
the earlier FEM modeling studies that relied on chip–work-
piece separation criteria. The use of a separation criterion

undermines the effect of the cutting edge on the residual
stress formation on the machined surface. In this study, the
work material is allowed to flow around the round edge of
the cutting tool and, therefore, the physical process has been
simulated more realistically.

Machining-induced residual stress profiles with respect
to the depth beneath the machined surface for von Mises
stresses, stress components σ11 and σ33, are also computed
from the simulated stress fields. A path prescribed under-
neath the round edge of the tool is tracked for obtaining the
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Fig. 7 Comparison of predicted
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stress components with respect to the depth inside the
machined surface utilized in each FEM simulation. Machin-
ing-induced stresses are predicted along those paths that are
presented in Figs. 8, 9, 10, and 11, as compared with the
experimentally measured machining-induced residual
stresses presented by Jacobus et al. [33]. In these figures,
the stress components; σ11 (M) and σ33 (M), σ11 and σ33,
and σ11 (No) and σ33 (No) represent the measured,
predicted while tool is in contact, and predicted when tool
makes no contact with the workpiece, respectively. As can
be seen from the Figs. 8, 9, 10, and 11, the predicted sub-
surface stress components were highly compressive; how-
ever, as the tool unloaded and the workpiece was cooled and
stress relieved, the residual stresses become more tensile

than compressive. The larger edge radius produced larger
compressive stresses on the subsurface and the increased
depth of cut slightly reduced the compressive stresses.

The machining-induced state of stress is the highest in
tests 1 and 3. However, the von Misses stress is significantly
lower on the machined layer in the machining of AISI 4340
steel when machining with larger edge radius cutting tools,
indicating the significant influence of the edge roundness on
the machining-induced stresses.

In test 1, as shown in Fig. 8, where a radius of 0.025 mm
tool edge was used, the predicted stresses while the tool is
in contact with the workpiece were found to be closer to the
measured stresses. When the tool is unloaded and the
workpiece is cooled and the stress relieved, the stresses
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beneath the machined surface were found to be mostly
tensile near the surface, but largely compressive at depths
greater than 0.05 mm.

In test 2, as shown in Fig. 9, where a radius of 0.075 mm
tool edge was used, the predicted stresses were largely
compressive on the subsurface, but the σ11 component was
found to be tensile for the depth between 0.1 mm and
0.2 mm. This indicates that larger edge radius tools affect
the residual stress profile to a greater depth and may result
in tensile subsurface stresses. In these test conditions, when
the tool is unloaded and the workpiece is released, the
residual stress fields were found to be slightly tensile.

Similar behavior has been observed in tests 3 and 4, as
shown in Figs. 10 and 11, respectively, where a larger depth

of cut (0.2 mm) was taken. The increased depth of cut
results in slightly larger residual stresses on the machined
surface and the subsurface.

In summary, these stress field predictions can be com-
bined with the temperature field predictions and can be fed
into surface property models that are highly essential to
further predict surface integrity and thermo-mechanical
deformation related property alteration on the microstructure
of the machined surfaces. Today, most of the surface prop-
erty models are empirical and are still not sufficient for
determining the full surface morphology induced by
machining, especially finish machining, where most of
the machining is done with the edge geometry of the
cutting tool.
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5 Conclusions

In this study, we have utilized the explicit dynamic arbitrary
Lagrangian Eulerian (ALE) method with adaptive meshing
capability and developed a finite element model (FEM)
simulation model for the orthogonal cutting of AISI 4340
steel using round edge carbide cutting tools without em-
ploying a remeshing scheme and without using a chip
separation criterion. The extended Johnson-Cook work
material model and a detailed friction model are also
employed and the work material flow around the round
edge of the cutting tool is simulated in conjunction with an
adaptive meshing scheme. The development of temperature
fields during the cutting process is also captured. Very high
and localized temperatures are predicted at the tool–chip
interface due to a detailed friction model. Predictions of the
von Mises stress fields in the chip, in the tool, and on the
machined surface are effectively carried out. Process-
induced stress profiles depict that there exist both compres-
sive and tensile stress regions beneath the surface. FEM
modeling of the stresses and resultant surface properties
induced by round edge cutting tools is performed for the
high-speed machining (HMS) of AISI 4340 steel. After the
FEM simulations are complete for different edge radii and
depths of cut, the tool is unloaded and the stresses are
relieved. The predicted stress fields are compared with
experimentally measured residual stresses obtained from
the literature. The results indicate that the round edge
design tools influence the stress and temperature fields
greatly. These predictions combined with the temperature
field predictions are highly essential to further predict
surface integrity and thermo-mechanical deformation relat-
ed property alteration on the microstructure of the machined
surfaces. It has been demonstrated that the ALE simulation
approach presented in this work, without remeshing and
without using a chip separation criterion, results in better
predictions for machining-induced stresses.
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