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Abstract. We give a survey of the theory of finite quantum groupoids
(weak Hopf algebras), including foundations of the theory and applications
to finite depth subfactors, dynamical deformations of quantum groups, and
invariants of knots and 3-manifolds.
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1. Introduction

By quantum groupoids we understand weak Hopf algebras introduced in [BNSz],
[BSz1], [N]. These objects generalize Hopf algebras (in fact, many Hopf-algebraic
concepts can be extended to the quantum groupoid case) and usual finite group-
oids (see [NV1] for discussion). Every quantum groupoid has two canonical
subalgebras that play the same role as the space of units in a groupoid and
projections on these subalgebras generalizing the source and target maps in a
groupoid. We use the term “quantum groupoid” instead of “weak Hopf alge-
bra” to stress this similarity that leads to many interesting constructions and
examples.

Our initial motivation for studying quantum groupoids in [NV1], [NV2],[N1]
was their connection with depth 2 von Neumann subfactors, first mentioned in
[O2], which was also one of the main topics of [BNSz], [BSz1], [BSz2], [NSzW]. It
was shown in [NV2] that quantum groupoids naturally arise as non-commutative
symmetries of subfactors, namely if N ⊂ M ⊂ M1 ⊂ M2 ⊂ · · · is the Jones
tower constructed from a finite index depth 2 inclusion N ⊂ M of II1 factors,
then H = M ′ ∩ M2 has a canonical structure of a quantum groupoid acting
outerly on M1 such that M = MH

1 and M2 = M1>/H; moreover Ĥ = N ′ ∩M1

is a quantum groupoid dual to H.
In [NV3] we extended this result to show that quantum groupoids give a de-

scription of arbitrary finite index and finite depth II1 subfactors via a Galois
correspondence and explained how to express subfactor invariants such as bi-
module categories and principal graphs in quantum groupoid terms. Thus, in
this respect quantum groupoids play the same role as Ocneanu’s paragroups
[O1], [D].

Quantum groupoids also appear naturally in the theory of dynamical defor-
mations of quantum groups [EV], [Xu]. It was shown in [EN] that for every
simple Lie algebra g the corresponding Drinfeld–Jimbo quantum group Uq(g)
for q a primitive root of unity has a family of dynamical twists that give rise to
self-dual finite quantum groupoids. To every such a twist one can associate a
solution of the quantum dynamical Yang–Baxter equation [ES].

As in the case of Hopf algebras, the representation category Rep(H) of a quan-
tum groupoid H is a monoidal category with duality. Existence of additional
(quasitriangular, ribbon, or modular) structures on H makes Rep(H), respec-
tively, braided, ribbon, or modular [NTV]. It is well known [RT], [T], that such
categories give rise to invariants of knots and 3-manifolds.

The survey is organized as follows.
In Section 2 we give basic definitions and examples of finite quantum group-

oids, discuss their fundamental properties (following [BNSz] and [NV1]) and
relations with other versions of quantum groupoids.

The exposition of the theory of integrals in Section 3 follows [BNSz] and is
similar to the Hopf algebra case [M]. The main results here are extensions of
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the fundamental theorem for Hopf modules and the Maschke theorem. The
latter gives an equivalence between existence of normalized integrals and semi-
simplicity of a quantum groupoid.

In Section 4 we define the notions of action and smash product and extend
the well known Blattner–Montgomery duality theorem for Hopf algebra actions
to quantum groupoids (see [N2]).

In Section 5 we describe monoidal structure and duality on the representation
category of a quantum groupoid ([BSz2] and [NTV]). Then we distinguish special
cases of quantum groupoids leading to braided, ribbon, and modular categories
of representations.

We also develop the Drinfeld double construction and emphasize the role of
factorizable quantum groupoids in producing modular categories (see [NTV]).
Section 6 contains an extension of the Drinfeld twisting procedure to quantum
groupoids and construction of a quantum groupoid via a dynamical twisting of
a Hopf algebra. Important concrete examples of such twistings are dynamical
quantum groups at roots of 1 [EN].

Semisimple and C∗-quantum groupoids are analyzed in Section 7. Following
[BNSz], our discussion is concentrated around the existence of the Haar integral
in connection with a special implementation of the square of the antipode.

Sections 8 and 9 are devoted to the description of finite index an finite depth
subfactors via crossed products of II1 factors with C∗-quantum groupoids. These
results were obtained in [NV2], [NV3] and partially in [N1], [NSzW].

2. Definitions and Examples

In this section we give definitions and discuss basic properties of finite quan-
tum groupoids. Most of the material presented here can be found in [BNSz] and
[NV1].

Throughout this paper we use Sweedler’s notation for comultiplication, writ-
ing ∆(b) = b(1) ⊗ b(2). Let k be a field.

2.1. Definition of the quantum groupoid. By quantum groupoids or weak
Hopf algebras we understand the objects introduced in [BNSz], [BSz1] as a gen-
eralization of ordinary Hopf algebras.

Definition 2.1.1. A (finite) quantum groupoid over k is a finite dimensional
k-vector space H with the structures of an associative algebra (H, m, 1) with
multiplication m : H ⊗k H → H and unit 1 ∈ H and a coassociative coalgebra
(H, ∆, ε) with comultiplication ∆ : H → H ⊗k H and counit ε : H → k such
that:

(i) The comultiplication ∆ is a (not necessarily unit-preserving) homomorphism
of algebras such that

(∆⊗ id)∆(1) = (∆(1)⊗ 1)(1⊗∆(1)) = (1⊗∆(1))(∆(1)⊗ 1), (2–1)



214 DMITRI NIKSHYCH AND LEONID VAINERMAN

(ii) The counit is a k-linear map satisfying the identity:

ε(fgh) = ε(fg(1)) ε(g(2)h) = ε(fg(2)) ε(g(1)h), (2–2)

for all f, g, h ∈ H.
(iii) There is a linear map S : H → H, called an antipode, such that, for all

h ∈ H,

m(id⊗ S)∆(h) = (ε⊗ id)(∆(1)(h⊗ 1)), (2–3)

m(S ⊗ id)∆(h) = (id⊗ ε)((1⊗ h)∆(1)), (2–4)

m(m⊗ id)(S ⊗ id⊗ S)(∆⊗ id)∆(h) = S(h). (2–5)

A quantum groupoid is a Hopf algebra if and only if the comultiplication is
unit-preserving if and only if the counit is a homomorphism of algebras.

A morphism between quantum groupoids H1 and H2 is a map α : H1 → H2

which is both algebra and coalgebra homomorphism preserving unit and counit
and which intertwines the antipodes of H1 and H2, i.e., α ◦ S1 = S2 ◦ α. The
image of a morphism is clearly a quantum groupoid. The tensor product of two
quantum groupoids is defined in an obvious way.

2.2. Counital maps and subalgebras. The linear maps defined in (2–3)
and (2–4) are called target and source counital maps (see examples below for
explanation of the terminology) and denoted εt and εs respectively:

εt(h) = (ε⊗ id)(∆(1)(h⊗ 1)), εs(h) = (id⊗ ε)((1⊗ h)∆(1)). (2–6)

In the next proposition we collect several useful properties of the counital
maps.

Proposition 2.2.1. For all h, g ∈ H,

(i) counital maps are idempotents in Endk(H):

εt(εt(h)) = εt(h), εs(εs(h)) = εs(h);

(ii) the relations between εt, εs, and comultiplication are

(id⊗ εt)∆(h) = 1(1)h⊗ 1(2), (εs ⊗ id)∆(h) = 1(1) ⊗ h1(2);

(iii) the images of counital maps are characterized by

h = εt(h) if and only if ∆(h) = 1(1)h⊗ 1(2),

h = εs(h) if and only if ∆(h) = 1(1) ⊗ h1(2);

(iv) εt(H) and εs(H) commute;
(v) one also has identities dual to (ii):

hεt(g) = ε(h(1)g)h(2), εs(g)h = h(1)ε(gh(2)).
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Proof. We prove the identities containing the target counital map, the proofs
of their source counterparts are similar. Using the axioms (2–1) and (2–2) we
compute

εt(εt(h)) = ε(1(1)h)ε(1′(1)1(2))1′(2) = ε(1(1)h)ε(1(2))1(3) = εt(h),

where 1′ stands for the second copy of the unit, proving (i). For (ii) we have

h(1) ⊗ εt(h(2)) = h(1)ε(1(1)h(2))⊗ 1(2)

= 1(1)h(1)ε(1(2)h(2))⊗ 1(3) = 1(1)h⊗ 1(2).

To prove (iii) we observe that

∆(εt(h)) = ε(1(1)h)1(2) ⊗ 1(3) = ε(1(1)h)1′(1)1(2) ⊗ 1′(2) = 1′(1)εt(h)⊗ 1′(2),

on the other hand, applying (ε ⊗ id) to both sides of ∆(h) = 1(1)h ⊗ 1(2), we
get h = εt(h). (iv) is immediate in view of the identity 1(1) ⊗ 1′(1)1(2) ⊗ 1′(2) =
1(1) ⊗ 1(2)1′(1) ⊗ 1′(2). Finally, we show (v):

ε(h(1)g)h(2) = ε(h(1)g(1))h(2)εt(g(2)) = ε(h(1)g(1))h(2)g(2)S(g(3))

= hg(1)S(g(2)) = hεt(g),

where the antipode axiom (2–3) is used. ¤

The images of the counital maps

Ht = εt(H) = {h ∈ H | ∆(h) = 1(1)h⊗ 1(2)}, (2–7)

Hs = εs(H) = {h ∈ H | ∆(h) = 1(1) ⊗ h1(2)} (2–8)

play the role of bases of H. The next proposition summarizes their properties.

Proposition 2.2.2. Ht (resp. Hs) is a left (resp. right) coideal subalgebra of
H. These subalgebras commute with each other ; moreover

Ht = {(φ⊗ id)∆(1) | φ ∈ Ĥ}, Hs = {(id⊗ φ)∆(1) | φ ∈ Ĥ},
i .e., Ht (resp. Hs) is generated by the right (resp. left) tensorands of ∆(1).

Proof. Ht and Hs are coideals by Proposition 2.2.1(iii), they commute by
2.2.1(iv). We have Ht = ε(1(1)H)1(2) ⊂ {(φ ⊗ id)∆(1) | φ ∈ Ĥ}, conversely
φ(1(1))1(2) = φ(1(1))εt(1(2)) ⊂ Ht, therefore Ht = {(φ ⊗ id)∆(1) | φ ∈ Ĥ}.
To see that it is an algebra we note that 1 = εt(1) ∈ Ht and for all h, g ∈ H

compute, using Proposition 2.2.1(ii) and (v):

εt(h)εt(g) = ε(εt(h)(1)g)εt(h)(2)
= ε(1(1)εt(h)g)1(2) = εt(εt(h)g) ∈ Ht.

The statements about Hs are proven similarly. ¤

Definition 2.2.3. We call Ht (resp. Hs) a target (resp. source) counital subal-
gebra of H.
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2.3. Properties of the antipode. The properties of the antipode of a quan-
tum groupoid are similar to those of a finite-dimensional Hopf algebra.

Proposition 2.3.1 ([BNSz], 2.10). The antipode S is unique and bijective.
Also, it is both algebra and coalgebra anti-homomorphism.

Proof. Let f ∗ g = m(f ⊗ g)∆ be the convolution of f, g ∈ Endk(H). Then
S ∗ id = εs, id ∗ S = εt, and S ∗ id ∗ S = S. If S′ is another antipode of H then

S′ = S′ ∗ id ∗ S′ = S′ ∗ id ∗ S = S ∗ id ∗ S = S.

To check that S is an algebra anti-homomorphism, we compute

S(1) = S(1(1))1(2)S(1(3)) = S(1(1))εt(1(2)) = εs(1) = 1,

S(hg) = S(h(1)g(1))εt(h(2)g(2)) = S(h(1)g(1))h(2)εt(g(2))S(h(3))

= εs(h(1)g(1))S(g(2))S(h(2)) = S(g(1))εs(h(1))εt(g(2))S(h(2)) = S(g)S(h),

for all h, g ∈ H, where we used Proposition 2.2.1(iv) and easy identities εt(hg) =
εt(hεt(g)) and εs(hg) = εt(εs(h)g). Dualizing the above arguments we show that
S is also a coalgebra anti-homomorphism:

ε(S(h)) = ε(S(h(1))εt(h(2))) = ε(S(h(1))h(2)) = ε(εt(h)) = ε(h),

∆(S(h)) = ∆(S(h(1))εt(h(2)))

= ∆(S(h(1)))(εt(h(2))⊗ 1)

= ∆(S(h(1)))(h(2)S(h(4))⊗ εt(h(3)))

= ∆(εs(h(1)))(S(h(3))⊗ S(h(2)))

= S(h(3))⊗ εs(h(1))S(h(2)) = S(h(2))⊗ S(h(1)).

The proof of the bijectivity of S can be found in ([BNSz], 2.10). ¤

Next, we investigate the relations between the antipode and counital maps.

Proposition 2.3.2. We have S ◦εs = εt ◦S and εs ◦S = S ◦εt. The restriction
of S defines an algebra anti-isomorphism between counital subalgebras Ht and
Hs.

Proof. Using results of Proposition 2.3.1 we compute

S(εs(h)) = S(1(1))ε(h1(2)) = ε(1(1)S(h))1(2) = εt(S(h)),

for all h ∈ H. The second identity is proven similarly. Clearly, S maps Ht to Hs

and vice versa. Since S is bijective, and dim Ht = dim Hs by Proposition 2.2.2,
therefore S|Ht and S|Hs are anti-isomorphisms. ¤

Proposition 2.3.3 ([NV1], 2.1.12). Any nonzero morphism α : H → K of
quantum groupoids preserves counital subalgebras, i .e. Ht

∼= Kt and Hs
∼= Ks.

Thus, quantum groupoids with a given target (source) counital subalgebra form
a full subcategory of the category of all finite quantum groupoids.
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Proof. It is clear that α|Ht
: Ht → Kt is a homomorphism. If we write

∆(1H) =
n∑

i=1

wi ⊗ zi

with {wi}n
i=1 and {zi}n

i=1 linearly independent, then

∆(1K) =
n∑

i=1

α(wi)⊗ α(zi).

By Proposition 2.2.2, Kt = span{α(zi)}, i.e., α|Ht
is surjective. Since

zj = εt(zj) =
n∑

i=1

ε(wizj)zi,

then ε(wizj) = δij , therefore,

dim Ht = n =
n∑

i=1

εH(wizi) =
n∑

i=1

εH(wiS(zi))

= εH(εt(1H)) = εH(1H) = εK(1K) = dim Kt,

so α|Ht is bijective. The proof for source subalgebras is similar. ¤

Let us recall that a k-algebra A is said to be separable [P] if the multiplication
epimorphism m : A⊗kA → A has a right inverse as an A−A bimodule homomor-
phism. This is equivalent to the existence of a separability element e ∈ A ⊗k A

such that m(e) = 1 and (a⊗ 1)e = e(1⊗ a) for all a ∈ A.

Proposition 2.3.4. The counital subalgebras Ht and Hs are separable, with
separability elements et = (S ⊗ id)∆(1) and es = (id⊗ S)∆(1), respectively .

Proof. For all z ∈ Ht we compute, using Propositions 2.2.1 and 2.3.2:

1(1)S
−1(z)⊗ 1(2) = S−1(z)(1) ⊗ εt(S−1(z)(2))

= 1(1) ⊗ εt(1(2)S
−1(z)) = 1(1) ⊗ εt(1(2)z) = 1(1) ⊗ 1(2)z,

applying (S ⊗ id) to this identity we get etz = zet. Clearly, m(et) = 1, whence
et is a separability element. The second statement follows similarly. ¤

2.4. The dual quantum groupoid. The set of axioms of Definition 2.1.1
is self-dual. This allows to define a natural quantum groupoid structure on the
dual vector space Ĥ = Homk(H, k) by “reversing the arrows”:

〈h, φψ 〉 = 〈∆(h), φ⊗ ψ 〉, (2–9)

〈h⊗ g, ∆̂(φ) 〉 = 〈hg, φ 〉, (2–10)

〈h, Ŝ(φ) 〉 = 〈S(h), φ 〉, (2–11)

for all φ, ψ ∈ Ĥ, h, g ∈ H. The unit 1̂ of Ĥ is ε and counit ε̂ is φ 7→ 〈φ, 1 〉.
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In what follows we will use the Sweedler arrows, writing

h ⇀ φ = φ(1)〈h, φ(2) 〉, φ ↼ h = 〈h, φ(1) 〉φ(2), (2–12)

for all h ∈ H, φ ∈ Ĥ.
The counital subalgebras of Ĥ are canonically anti-isomorphic to those of H.

More precisely, the map Ht 3 z 7→ (z ⇀ ε) ∈ Ĥs is an algebra isomorphism with
the inverse given by χ 7→ (1 ↼ χ). Similarly, the map Hs 3 z 7→ (ε ↼ z) ∈ Ĥt

is an algebra isomorphism ([BNSz], 2.6).

Remark 2.4.1. The opposite algebra Hop is also a quantum groupoid with the
same coalgebra structure and the antipode S−1. Indeed,

S−1(h(2))h(1) = S−1(εs(h)) = S−1(1(1))ε(h1(2))

= S−1(1(1))ε(hS−1(1(2))) = ε(h1(1))1(2),

h(2)S
−1(h(1)) = S−1(εt(h)) = ε(1(1)h)S−1(1(2))

= ε(S−1(1(1))h)S−1(1(2)) = 1(1)ε(1(2)h),

S−1(h(3))h(2)S
−1(h(1)) = S−1(h(1)S(h(2))h(3)) = S−1(h).

Similarly, the co-opposite coalgebra Hcop (with the same algebra structure as H

and the antipode S−1) and (Hop/cop, S) are quantum groupoids.

2.5. Examples: groupoid algebras and their duals. As group algebras
and their duals are the easiest examples of Hopf algebras, groupoid algebras and
their duals provide examples of quantum groupoids ([NV1], 2.1.4).

Let G be a finite groupoid (a category with finitely many morphisms, such
that each morphism is invertible), then the groupoid algebra kG (generated
by morphisms g ∈ G with the product of two morphisms being equal to their
composition if the latter is defined and 0 otherwise) is a quantum groupoid via:

∆(g) = g ⊗ g, ε(g) = 1, S(g) = g−1, g ∈ G. (2–13)

The counital subalgebras of kG are equal to each other and coincide with the
abelian algebra spanned by the identity morphisms:

(kG)t = (kG)s = span{gg−1 | g ∈ G}.
The target and source counital maps are given by the operations of taking the
target (resp. source) object of a morphism:

εt(g) = gg−1 = idtarget(g) and εs(g) = g−1g = idsource(g).

The dual quantum groupoid k̂G is isomorphic to the algebra of functions on
G, i.e., it is generated by idempotents pg, g ∈ G such that pgph = δg,hpg, with
the following structure operations

∆(pg) =
∑

uv=g

pu ⊗ pv, ε(pg) = δg,gg−1 , S(pg) = pg−1 . (2–14)
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The target (resp. source) counital subalgebra is precisely the algebra of functions
constant on each set of morphisms of G having the same target (resp. source)
object. The target and source maps are

εt(pg) =
∑

vv−1=g

pv and εs(pg) =
∑

v−1v=g

pv.

2.6. Examples: quantum transformation groupoids. It is known that any
group action on a set (i.e., on a commutative algebra of functions) gives rise to a
groupoid [R]. Extending this construction, we associate a quantum groupoid with
any action of a Hopf algebra on a separable algebra (“finite quantum space”).

Namely, let H be a Hopf algebra and B be a separable (and, therefore, finite
dimensional and semisimple [P]) right H-module algebra with the action b⊗h 7→
b · h, where b ∈ B, h ∈ H. Then Bop, the algebra opposite to B, becomes a left
H-module algebra via h ⊗ a 7→ h · a = a · SH(h). One can form a double
crossed product algebra Bop>/H.<B on the vector space Bop ⊗H ⊗B with the
multiplication

(a⊗ h⊗ b)(a′ ⊗ h′ ⊗ b′) = (h(1) · a′)a⊗ h(2)h
′
(1) ⊗ (b · h′(2))b′,

for all a, a′ ∈ Bop, b, b′ ∈ B, and h, h′ ∈ H.
Assume that k is an algebraically closed field of characteristic zero and let e

be the symmetric separability element of B (note that e is an idempotent when
considered in B ⊗ Bop). Let ω ∈ B∗ be uniquely determined by (ω ⊗ id)e =
(id⊗ ω)e = 1.

One can check that ω is the trace of the left regular representation of B and
verifies the following identities:

ω((h · a)b) = ω(a(b · h)), e(1) ⊗ (h · e(2)) = (e(1) · h)⊗ e(2),

where a ∈ Bop, b ∈ B, and e = e(1) ⊗ e(2).
The structure of a quantum groupoid on Bop>/H.<B is given by

∆(a⊗ h⊗ b) = (a⊗ h(1) ⊗ e(1))⊗ ((h(2) · e(2))⊗ h(3) ⊗ b), (2–15)

ε(a⊗ h⊗ b) = ω(a(h · b)) = ω(a(b · S(h))), (2–16)

S(a⊗ h⊗ b) = b⊗ S(h)⊗ a. (2–17)

2.7. Examples: Temperley–Lieb algebras. It was shown in [NV3] (see
Section 9 for details) that any inclusion of type II1 factors with finite index and
depth ([GHJ], 4.1) gives rise to a quantum groupoid describing the symmetry of
this inclusion. In the case of Temperley–Lieb algebras ([GHJ], 2.1) we have this
way the following example.

Let k = C be the field of complex numbers, λ−1 = 4 cos2 π
n+3 (n ≥ 2), and

e1, e2, . . . be a sequence of idempotents satisfying, for all i and j, the braid-like
relations

eiei±1ei = λei, eiej = ejei if |i− j| ≥ 2.
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Let Ak,l be the algebra generated by 1, ek, ek+1, . . . el (k ≤ l), σ be the al-
gebra anti-isomorphism of H = A1,2n−1 determined by σ(ei) = e2n−i and
Pk ∈ A2n−k,2n−1 ⊗ A1,k be the image of the symmetric separability idempo-
tent of A1,k under (σ ⊗ id).

Finally, we denote by τ the non-degenerate Markov trace ([GHJ], 2.1) on H

and by w the index of the restriction of τ on An+1,2n−1 [W], i.e., the unique
central element in An+1,2n−1 such that τ(w ·) is equal to the trace of the left
regular representation of An+1,2n−1.

Then the following operations give a quantum groupoid structure on H:

∆(yz) = (z ⊗ y)Pn−1, y ∈ An+1,2n−1, z ∈ A1,n−1,

∆(en) = (1⊗ w)Pn(1⊗ w−1),

S(h) = w−1σ(h)w,

ε(h) = λ−nτ(hfw), h ∈ A,

where in the last line

f = λn(n−1)/2(enen−1 · · · e1)(en+1en · · · e2) · · · (e2n−1e2n−2 · · · en)

is the Jones projection corresponding to the n-step basic construction.
The source and target counital subalgebras of H = A1,2n−1 are

Hs = An+1,2n−1 and Ht = A1,n−1,

respectively. The example corresponding to n = 2 is a C∗-quantum groupoid of
dimension 13 with the antipode having an infinite order (it was studied in detail
in [NV2], 7.3).

See Sections 8 and 9 of this survey and the Appendix of [NV3] for the expla-
nation of how quantum groupoids can be constructed from subfactors.

2.8. Other versions of a quantum groupoid. Here we briefly discuss several
notions of quantum groupoids that appeared in the literature and relations be-
tween them. All these objects generalize both usual groupoid algebras and their
duals and Hopf algebras. We apologize for possible non-intentional omissions in
the list below.

Face algebras of Hayashi [H1] were defined as Hopf-like objects containing an
abelian subalgebra generated by “bases”. Non-trivial examples of such objects
and applications to monoidal categories and II1 subfactors were considered in
[H2] and [H3]. It was shown in ([N], 5.2) that face algebras are precisely quantum
groupoids whose counital subalgebras are abelian.

Generalized Kac algebras of Yamanouchi [Y] were used to characterize C∗-
algebras arising from finite groupoids; they are exactly C∗-quantum groupoids
with S2 = id, see ([NV1], 2.5) and ([N], 8.7).

The idea of a quantum transformation groupoid (see 2.6) has been explored
in a different form in [Mal1] (resp., [V]), where it was shown that an action of
a Hopf algebra on a commutative (resp., noncommutative) algebra gives rise to
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a specific quantum groupoid structure on the tensor product of these algebras.
This construction served as a strong motivation for [Mal2], where a quite general
approach to quantum groupoids has been developed.

The definition of quantum groupoids in [Lu] and [Xu] is more general than
the one we use. In their approach the existence of the bases is a part of the
axioms, and they do not have to be finite-dimensional. These objects give rise
to Lie bialgebroids as classical limits. It was shown in [EN] that every quantum
groupoid in our sense is a quantum groupoid in the sense of [Lu] and [Xu], but
not vice versa.

A suitable functional analytic framework for studying quantum groupoids
(not necessarily finite) in the spirit of the multiplicative unitaries of S. Baaj
and G. Skandalis [BS] was developed in [EVal], [E2] in connection with depth
2 inclusions of von Neumann algebras. A closely related notion of a Hopf bi-
module was introduced in [V1] and then studied extensively in [EVal]. In the
finite-dimensional case the equivalence of these notions to that of a C∗-quantum
groupoid was shown in [V2] and [BSz3] and, respectively, in [V2], [NV1].

3. Integrals and Semisimplicity

3.1. Integrals in quantum groupoids

Definition 3.1.1 ([BNSz], 3.1). A left (right) integral in H is an element l ∈ H

(r ∈ H) such that

hl = εt(h)l, (rh = rεs(h)) for all h ∈ H. (3–1)

These notions clearly generalize the corresponding notions for Hopf algebras
([M], 2.1.1). We denote

∫ l

H
(respectively,

∫ r

H
) the space of left (right) integrals

in H and by
∫

H
=

∫ l

H
∩ ∫ r

H
the space of two-sided integrals.

An integral in H (left or right) is called non-degenerate if it defines a non-
degenerate functional on Ĥ. A left integral l is called normalized if εt(l) = 1.
Similarly, r ∈ ∫ r

H
is normalized if εs(r) = 1.

A dual notion to that of left (right) integral is the left (right) invariant mea-
sure. Namely, a functional φ ∈ Ĥ is said to be a left (right) invariant measure
on H if

(id⊗ φ)∆ = (εt ⊗ φ)∆, (resp., (φ⊗ id)∆ = (φ⊗ εs)∆). (3–2)

A left (right) invariant measure is said to be normalized if (id ⊗ φ)∆(1) = 1
(resp., (φ⊗ id)∆(1) = 1).

Example 3.1.2. (i) Let G0 be the set of units of a finite groupoid G, then the
elements le =

∑
gg−1=e g (e ∈ G0) span

∫ l

kG
and elements re =

∑
g−1g=e g (e ∈

G0) span
∫ r

kG
.

(ii) If H = (kG)∗ then
∫ l

H
=

∫ r

H
= span{pe, e ∈ G0}.
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The next proposition gives a description of the set of left integrals.

Proposition 3.1.3 ([BNSz], 3.2). The following conditions for l ∈ H are
equivalent :

(i) l ∈ ∫ l

H
,

(ii) (1⊗ h)∆(l) = (S(h)⊗ 1)∆(l) for all h ∈ H,
(iii) (id⊗ l)∆(Ĥ) = Ĥt,
(iv) (Ker εt)l = 0,
(v) S(l) ∈ ∫ r

H
.

Proof. The proof is a straightforward application of Definitions 2.1.1, 3.1.1,
Propositions 2.2.1 and 2.3.2, and is left as an exercise for the reader. ¤

3.2. Hopf modules. Since a quantum groupoid H is both algebra and coalge-
bra, one can consider modules and comodules over H. As in the theory of Hopf
algebras, an H-Hopf module is an H-module which is also an H-comodule such
that these two structures are compatible (the action “commutes” with coaction):

Definition 3.2.1. A right H-Hopf module is such a k-vector space M that

(i) M is a right H-module via m⊗ h 7→ m · h,
(ii) M is a right H-comodule via m 7→ ρ(m) = m(0) ⊗m(1),
(iii) (m · h)(0) ⊗ (m · h)(1) = m(0) · h(1) ⊗m(1)h(2)

for all m ∈ M and h ∈ H.

Remark 3.2.2. Condition (iii) above means that ρ is a right H-module map,
where (M ⊗H)∆(1) is a right H-module via (m⊗ g)∆(1) ·h = (m ·h(1))⊗ gh(2),
for all m ∈ M and g, h ∈ H.

Example 3.2.3. H itself is an H-Hopf module via ρ = ∆.

Example 3.2.4. The dual vector space Ĥ becomes a right H-Hopf module:

φ · h = S(h) ⇀ φ φ(0)〈ψ, φ(1) 〉 = ψφ,

for all φ, ψ ∈ Ĥ, h ∈ H. Indeed, we need to check that

(φ · h)(0) ⊗ (φ · h)(1) = φ(0) · h(1) ⊗ φ(1)h(2), φ ∈ Ĥ, h ∈ H.

Evaluating both sides against ψ ∈ Ĥ in the first factor we have:

(φ(0) · h(1))〈ψ, φ(1)h(2) 〉 = (ψ(1)φ) · h(1)〈ψ(2), h(2) 〉
= ψ(1)φ(1)〈S(ψ(2)φ(2)), h(1) 〉〈ψ(3), h(2) 〉
= ψ(1)φ(1)〈S−1εs(ψ(2))φ(2), S(h) 〉
= ψφ(1)〈φ(2), S(h) 〉
= ψ(S(h) ⇀ φ) = ψ(φ · h)

= (φ · h)(0)〈ψ, (φ · h)(1) 〉.
where we used Proposition 2.3.4 and that S−1εs(ψ) ∈ Ĥt for all ψ ∈ Ĥ.
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The fundamental theorem for Hopf modules over Hopf algebras ([M], 1.9.4) gen-
eralizes to quantum groupoids as follows:

Theorem 3.2.5 ([BNSz], 3.9). Let M be a right H-Hopf module and

N = CoinvM = {m ∈ M | m(0) ⊗m(1) = m1(1) ⊗ 1(2)} (3–3)

be the set of its coinvariants. The Ht-module tensor product N ⊗Ht
H (where N

is a right Ht-submodule) is a right H-Hopf module via

(n⊗ h) · g = n⊗ hg, (n⊗ h)(0) ⊗ (n⊗ h)(1) = (n⊗ h(1))⊗ h(2), (3–4)

for all h, g ∈ H, n ∈ N and the map

α : N ⊗Ht
H → M : n⊗ h 7→ n · h (3–5)

is an isomorphism of right H-Hopf modules.

Proof. Proposition 2.2.1(iii) implies that the H-Hopf module structure on
N ⊗Ht H is well defined, and it is easy to check that α is a well defined homo-
morphism of H-Hopf modules. We will show that

β : M → N ⊗Ht H : m 7→ (m(0) · S(m(1)))⊗m(2) (3–6)

is an inverse of α. First, we observe that m(0) ·S(m(1)) ∈ N for all m ∈ M , since

ρ(m(0) · S(m(1))) = (m(0) · S(m(3)))⊗m(1)S(m(2))

= (m(0) · S(1(2)m
(1))⊗ S(1(1))

= (m(0) · S(m(1))1(1))⊗ 1(2),

so β maps to N ⊗Ht H. Next, we check that it is both module and comodule
map:

β(m · h) = m(0) · h(1)S(m(1)h(2))⊗m(2)h(3)

= m(0) · εt(h(1))S(m(1))⊗m(2)h(2)

= m(0) · S(m(1)1(1))⊗m(2)1(2)h = β(m) · h,

β(m(0))⊗m(1) = m(0) · S(m(1))⊗m(2) ⊗m(3)

= β(m)(0) ⊗ β(m)(1),

Finally, we verify that α ◦ β = id and β ◦ α = id:

α ◦ β(m) = m(0) · S(m(1))m(2) = m(0) · εs(m(1))

= m(0) · 1(1)ε(m(1)1(2)) = m(0)ε(m(1)) = m,

β ◦ α(n⊗ h) = β(n · h) = β(n) · h
= n · 1(1)S(1(2))⊗ 1(3)h = n⊗ h,

which completes the proof. ¤
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Remark 3.2.6.
∫ lbH = CoinvĤ where Ĥ is an H-Hopf module as in Exam-

ple 3.2.4. Indeed, the condition

λ(1) ⊗ λ(2) = λ · 1(1) ⊗ 1(2)

is equivalent to φλ = (S(1(1)) ⇀ λ)〈φ, 1(2) 〉 = εt(φ)λ.

Corollary 3.2.7. Ĥ ∼=
∫ lbH ⊗Ht

H as right H-Hopf modules. In particular ,
∫ lbH

is a non-zero subspace of Ĥ.

Proof. Take M = Ĥ in Theorem 3.2.5 and use Remark 3.2.6. ¤

3.3. Maschke’s Theorem. The existence of left integrals in quantum group-
oids leads to the following generalization of Maschke’s Theorem, well-known for
Hopf algebras ([M], 2.2.1).

Theorem 3.3.1 ([BNSz], 3.13). Let H be a finite quantum groupoid , then the
following conditions are equivalent :

(i) H is semisimple,
(ii) There exists a normalized left integral l in H,
(iii) H is separable.

Proof. (i) ⇒ (ii): Suppose that H is semisimple, then since Ker εt is a left ideal
in H we have Ker εt = Hp for some idempotent p. Therefore, Ker εt(1− p) = 0
and l = 1 − p is a left integral by Lemma 3.1.3(iv). It is normalized since
εt(l) = 1 − εt(p) = 1. (ii) ⇒ (iii): if l is normalized then l(1) ⊗ S(l(2)) is a
separability element of H by Lemma 3.1.3(ii). (iii) ⇒ (i): this is a standard
result [P]. ¤

Corollary 3.3.2. Let G be a finite groupoid and for every e ∈ G0, where
G0 denotes the unit space of G, let |e| = #{g ∈ G | gg−1 = e}. Then kG is
semisimple if and only if |e| 6= 0 in k for all e ∈ G0.

Proof. In the notation of Example 3.1.2(i) the element l =
∑

e∈G0
1
|e| le is a

normalized integral in kG. ¤

Given a left integral l, one can show ([BNSz], 3.18) that if there exists λ ∈ Ĥ

such that λ ⇀ l = 1, then it is unique, it is a left integral in Ĥ and l ⇀ λ = 1̂.
Such a pair (l, λ) is called a dual pair of left integrals. One defines dual pairs of
right integrals in a similar way.

4. Actions and Smash Products

4.1. Module and comodule algebras

Definition 4.1.1. An algebra A is a (left) H-module algebra if A is a left
H-module via h⊗ a → h · a and

(1) h · ab = (h(1) · a)(h(2) · b),
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(2) h · 1 = εt(h) · 1.

If A is an H-module algebra we will also say that H acts on A.

Definition 4.1.2. An algebra A is a (right) H-comodule algebra if A is a right
H-comodule via ρ : a → a(0) ⊗ a(1) and

(1) ρ(ab) = a(0)b(0) ⊗ a(1)b(1),
(2) ρ(1) = (id⊗ εt)ρ(1).

It follows immediately that A is a left H-module algebra if and only if A is a
right Ĥ-comodule algebra.

Example 4.1.3. (i) The target counital subalgebra Ht is a trivial H-module
algebra via h · z = εt(hz), h ∈ H, z ∈ Ht.

(ii) H is an Ĥ-module algebra via the dual action φ ⇀ h = h(1)〈φ, h(2) 〉,
φ ∈ Ĥ, h ∈ H.

(iii) Let A = CH(Hs) = {a ∈ H | ay = ya ∀y ∈ Hs} be the centralizer of Hs in
H, then A is an H-module algebra via the adjoint action h · a = h(1)aS(h(2)).

4.2. Smash products. Let A be an H-module algebra, then a smash product
algebra A#H is defined on a k-vector space A⊗HtH, where H is a left Ht-module
via multiplication and A is a right Ht-module via

a · z = S−1(z) · a = a(z · 1), a ∈ A, z ∈ Ht,

as follows. Let a # h be the class of a ⊗ h in A ⊗Ht H, then the multiplication
in A # H is given by the familiar formula

(a # h)(b # g) = a(h(1) # b) # h(2)g, a, b,∈ A, h, g ∈ H,

and the unit of A # H is 1 # 1.

Example 4.2.1. H is isomorphic to the trivial smash product algebra Ht # H.

4.3. Duality for actions. An analogue of the Blattner–Montgomery duality
theorem for actions of quantum groupoids was proven in [N2]. Let H be a finite
quantum groupoid and A be a left H-module algebra. Then the smash product
A # H is a left Ĥ-module algebra via

φ · (a # h) = a # (φ ⇀ h), φ ∈ Ĥ, h ∈ H, a ∈ A. (4–1)

In the case when H is a finite dimensional Hopf algebra, there is an isomorphism
(A # H) # Ĥ ∼= Mn(A), where n = dim H and Mn(A) is an algebra of n-by-n
matrices over A [BM]. This result extends to quantum groupoid action in the
form (A # H) # Ĥ ∼= End(A # H)A, where A # H is a right A-module via
multiplication (note that A # H is not necessarily a free A-module, so that we
have End(A # H)A 6∼= Mn(A) in general).



226 DMITRI NIKSHYCH AND LEONID VAINERMAN

Theorem 4.3.1 ([N2], 3.1, 3.2). The map α : (A # H) # Ĥ → End(A # H)A

defined by

α((x # h) # φ)(y # g) = (x # h)(y # (φ ⇀ g)) = x(h(1) · y) # h(2)(φ ⇀ g)

for all x, y ∈ A, h, g ∈ H, φ ∈ Ĥ is an isomorphism of algebras.

Proof. A straightforward (but rather lengthly) computation shows that α is a
well defined homomorphism, cf. ([N2], 3.1). Let {fi} be a basis of H and {ξi}
be the dual basis of Ĥ, i.e., such that 〈 fi, ξj 〉 = δij for all i, j, then the element∑

i fi ⊗ ξi ∈ H ⊗k Ĥ does not depend on the choice of {fi} and the following
map

β : End(A # H)A → (A # H) # Ĥ

: T 7→
∑

i

T (1 # fi(2))(1 # S−1(fi(1))) # ξi.

is the inverse of α. ¤

Corollary 4.3.2. H # Ĥ ∼= End(H)Ht , therefore, H # Ĥ is a semisimple
algebra.

Proof. Theorem 4.3.1 for A = Ht shows that H is a projective and finitely
generated Ht-module such that End(H)Ht

∼= H # Ĥ. Therefore, Ht and H # Ĥ

are Morita equivalent. Since Ht is semisimple (as a separable algebra), H # Ĥ

is semisimple. ¤

5. Representation Category of a Quantum Groupoid

Representation categories of quantum groupoids were studied in [BSz2] and
[NTV].

5.1. Definition of Rep(H). For a quantum groupoid H let Rep(H) be the
category of representations of H, whose objects are H-modules of finite rank and
whose morphisms are H-linear homomorphisms. We show that, as in the case
of Hopf algebras, Rep(H) has a natural structure of a monoidal category with
duality.

For objects V, W of Rep(H) set

V ⊗W = {x ∈ V ⊗k W | x = ∆(1) · x}, (5–1)

with the obvious action of H via the comultiplication ∆ (here ⊗k denotes the
usual tensor product of vector spaces).

Since ∆(1) is an idempotent, V ⊗W = ∆(1) · (V ⊗k W ). The tensor product
of morphisms is the restriction of usual tensor product of homomorphisms. The
standard associativity isomorphisms ΦU,V,W : (U ⊗ V )⊗W → U ⊗ (V ⊗W ) are
functorial and satisfy the pentagon condition, since ∆ is coassociative. We will
suppress these isomorphisms and write simply U ⊗ V ⊗W .
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The target counital subalgebra Ht ⊂ H has an H-module structure given by
h · z = εt(hz), where h ∈ H, z ∈ Ht.

Lemma 5.1.1. Ht is the unit object of Rep(H).

Proof. Define a left unit homomorphism lV : Ht ⊗ V → V by

lV (1(1) · z ⊗ 1(2) · v) = z · v, z ∈ Ht, v ∈ V.

It is an invertible H-linear map with the inverse l−1
V (v) = S(1(1)) ⊗ 1(2) · v.

Moreover, the collection {lV }V gives a natural equivalence between the functor
Ht ⊗ ( ) and the identity functor. Similarly, the right unit homomorphism rV :
V ⊗Ht → V defined by

rV (1(1) · v ⊗ 1(2) · z) = S(z) · v, z ∈ Ht, v ∈ V,

has the inverse r−1
V (v) = 1(1) · v ⊗ 1(2) and satisfies the necessary properties.

Finally, one can check the triangle axiom, i.e., that

(idV ⊗ lW ) = (rV ⊗ idW )

for all objects V,W of Rep(H) and v ∈ V, w ∈ W ([NTV], 4.1). ¤

Using the antipode S of H, we can provide Rep(H) with a duality. For any
object V of Rep(H) define the action of H on V ∗ = Homk(V, k) by (h · φ)(v) =
φ(S(h) · v), where h ∈ H, v ∈ V, φ ∈ V ∗. For any morphism f : V → W let
f∗ : W ∗ → V ∗ be the morphism dual to f (see [T], I.1.8).

For any V in Rep(H) define the duality homomorphisms

dV : V ∗ ⊗ V → Ht, bV : Ht → V ⊗ V ∗

as follows. For
∑

j φj ⊗ vj ∈ V ∗ ⊗ V set

dV (
∑

j

φj ⊗ vj) =
∑

j

φj(1(1) · vj)1(2). (5–2)

Let {gi}i and {γi}i be bases of V and V ∗ respectively, dual to each other. The
element

∑
i gi ⊗ γi does not depend on choice of these bases; moreover, for all

v ∈ V, φ ∈ V ∗ one has φ =
∑

i φ(gi)γi and v =
∑

i giγ
i(v). Set

bV (z) = z ·
∑

i

gi ⊗ γi. (5–3)

Proposition 5.1.2. The category Rep(H) is a monoidal category with duality .

Proof. We know already that Rep(H) is monoidal. One can check ([NTV],
4.2) that dV and bV are H-linear. To show that they satisfy the identities

(idV ⊗ dV )(bV ⊗ idV ) = idV , (dV ⊗ idV ∗)(idV ∗ ⊗ bV ) = idV ∗ ,
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take
∑

j φj⊗vj ∈ V ∗⊗V, z ∈ Ht. Using the isomorphisms lV and rV identifying
Ht ⊗ V , V ⊗Ht and V , for all v ∈ V and φ ∈ V ∗ we have:

(idV ⊗ dV )(bV ⊗ idV )(v) = (idV ⊗ dV )(bV (1(1) · 1)⊗ 1(2) · v)

= (idV ⊗ dV )(bV (1(2))⊗ S−1(1(1)) · v)

=
∑

i

(idV ⊗ dV )(1(2) · gi ⊗ 1(3) · γi ⊗ S−1(1(1)) · v)

=
∑

i

1(2) · gi ⊗ (1(3) · γi)(1′(1)S
−1(1(1)) · v)1′(2)

= 1(2)S(1(3))1′(1)S
−1(1(1)) · v ⊗ 1′(2) = v,

(dV ⊗ idV ∗)(idV ∗ ⊗ bV )(φ) = (dV ⊗ idV ∗)(1(1) · φ⊗ bV (1(2)))

=
∑

i

(dV ⊗ idV ∗)(1(1) · φ⊗ 1(2) · gi ⊗ 1(3) · γi)

=
∑

i

(1(1) · φ)(1′(1)1(2) · gi)1′(2) ⊗ 1(3) · γi

= 1′(2) ⊗ 1(3)1(1)S(1′(1)1(2)) · φ = φ,

which completes the proof. ¤

5.2. Quasitriangular quantum groupoids.

Definition 5.2.1. A quasitriangular quantum groupoid is a pair (H, R) where
H is a quantum groupoid and R ∈ ∆op(1)(H ⊗k H)∆(1) satisfying the following
conditions:

∆op(h)R = R∆(h), (5–4)

for all h ∈ H, where ∆op denotes the comultiplication opposite to ∆,

(id⊗∆)R = R13R12, (5–5)

(∆⊗ id)R = R13R23, (5–6)

where R12 = R ⊗ 1, R23 = 1 ⊗ R, etc. as usual, and such that there exists
R̄ ∈ ∆(1)(H ⊗k H)∆op(1) with

RR̄ = ∆op(1), R̄R = ∆(1). (5–7)

Note that R̄ is uniquely determined by R: if R̄ and R̄′ are two elements of
∆(1)(H ⊗k H)∆op(1) satisfying the previous equation, then

R̄ = R̄∆op(1) = R̄RR̄′ = ∆(1)R̄′ = R̄′.

For any two objects V and W of Rep(H) define cV,W : V ⊗W → W ⊗ V as the
action of R21:

cV,W (x) = R(2) · x(2) ⊗R(1) · x(1), (5–8)

where x = x(1) ⊗ x(2) ∈ V ⊗W and R = R(1) ⊗ R(2).
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Proposition 5.2.2. The family of homomorphisms {cV,W }V,W defines a braid-
ing in Rep(H). Conversely , if Rep(H) is braided , then there exists R, satisfying
the properties of Definition 5.2.1 and inducing the given braiding .

Proof. Note that cV,W is well-defined, since R21 = ∆(1)R21. To prove the
H-linearity of cV,W we observe that

cV,W (h · x) = R(2)h(2) · x(2) ⊗ R(1)h(1) · x(1)

= h(1)R
(2) · x(2) ⊗ h(2)R

(1) · x(1) = h · (cV,W (x)).

The inverse of cV,W is given by

c−1
V,W (y) = R̄(1) · y(2) ⊗ R̄(2) · y(1), where y = y(1) ⊗ y(2) ∈ W ⊗ V,

therefore cV,W is is an isomorphism. Finally, we check the braiding identities.
Let x = x(1) ⊗ x(2) ⊗ x(3) ∈ U ⊗ V ⊗W , then

(idV ⊗ cU,W )(cU,V ⊗ idW )(x) =

= (idV ⊗ cU,W )(R(2) · x(2) ⊗ R(1) · x(1) ⊗ x(3))

= R(2) · x(2) ⊗ R′(2) · x(3) ⊗ R′(1)R(1) · x(1)

= R
(2)
(1) · x(2) ⊗ R

(2)
(2) · x(3) ⊗ R(1) · x(1) = cU,V⊗W (x).

Similarly, we have (cU,W ⊗ idV )(idU ⊗ cV,W ) = cU⊗V,W .
The third equality of this computation shows that the relations of Defini-

tion 5.2.1 are equivalent to the braiding identities. ¤
Lemma 5.2.3. Let (H, R) be a quasitriangular quantum groupoid . Then R

satisfies the quantum Yang–Baxter equation:

R12R13R23 = R23R13R12.

Proof. It follows from the first two relations of Definition 5.2.1 that

R12R13R23 = (id⊗∆op)(R)R23 = R23(id⊗∆)(R) = R23R13R12. ¤

Remark 5.2.4. Let us define two linear maps R1, R2 : Ĥ → H by

R1(φ) = (id⊗ φ)(R), R2(φ) = (φ⊗ id)(R), for all φ ∈ Ĥ.

Then condition (5–5) of Definition 5.2.1 is equivalent to R1 being a coalgebra
homomorphism and algebra anti-homomorphism and condition (5–6) is equiva-
lent to R2 being an algebra homomorphism and coalgebra anti-homomorphism.
In other words, R1 : Ĥ → Hop and R2 : Ĥ → Hcop are homomorphisms of
quantum groupoids.

Proposition 5.2.5. For any quasitriangular quantum groupoid (H, R), we have:

(εs ⊗ id)(R) = ∆(1), (id⊗ εs)(R) = (S ⊗ id)∆op(1),

(εt ⊗ id)(R) = ∆op(1), (id⊗ εt)(R) = (S ⊗ id)∆(1),

(S ⊗ id)(R) = (id⊗ S−1)(R) = R̄, (S ⊗ S)(R) = R.
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Proof. The proof is essentially the same as ([Ma], 2.1.5). ¤

Proposition 5.2.6. Let (H, R) be a quasitriangular quantum groupoid . Then

S2(h) = uhu−1

for all h ∈ H, where u = S(R(2))R(1) is an invertible element of H such that

u−1 = R(2)S2(R(1)), ∆(u) = R̄R̄21(u⊗ u).

Likewise, v = S(u) = R(1)S(R(2)) obeys S−2(h) = vhv−1 and

v−1 = S2(R(1))R(2), ∆(v) = R̄R̄21(v ⊗ v).

Proof. Note that S(R(2))yR(1) = S(y)u for all y ∈ Hs. Hence, we have

S(h(2))uh(1) = S(h(2))S(R(2))R(1)h(1) = S(R(2)h(2))R(1)h(1)

= S(h(1)R
(2))h(2)R

(1) = S(R(2))εs(h)R(1)

= S(εs(h))u,

for all h ∈ H. Therefore,

uh = S(1(2))u1(2)h = S(εt(h(2))uh(1)

= S(h(2)S(h(3)))uh(1) = S2(h(3))S(h(2))uh(1)

= S2(h(2))S(εs(h(1)))u = S(εs(h(1))S(h(2)))u = S2(h)u.

The remaining part of the proof follows the lines of ([Ma], 2.1.8). The results for
v can be obtained by applying the results for u to the quasitriangular quantum
groupoid (Hop/cop,R). ¤

Definition 5.2.7. The element u defined in Proposition 5.2.6 is called the
Drinfeld element of H.

Corollary 5.2.8. The element uv = vu is central and obeys

∆(uv) = (R̄R̄21)2(uv ⊗ uv).

The element uv−1 = vu−1 is group-like and implements S4 by conjugation.

Proposition 5.2.9. Given a quasitriangular quantum groupoid (H, R), consider
a linear map F : Ĥ → H given by

F : φ 7→ (φ⊗ id)(R21R), φ ∈ Ĥ. (5–9)

Then the range of F belongs to CH(Hs), the centralizer of Hs.

Proof. Take y ∈ Hs. Then we have:

φ(R(2)R′(1))R(1)R′(2)y = φ(R(2)yR′(1))R(1)R′(2) = φ(R(2)R′(1))yR(1)R′(2),

therefore F (φ) ∈ CH(Hs), as required. ¤
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Definition 5.2.10 (cf. [Ma], 2.1.12). A quasitriangular quantum groupoid
is factorizable if the above map F : Ĥ → CH(Hs) is surjective.

The factorizability of H means that R is as non-trivial as possible, in contrast to
triangular quantum groupoids, for which R21 = R̄ and the range of F is equal
to Ht.

5.3. The Drinfeld double. To define the Drinfeld double D(H) of a quantum
groupoid H, consider on the vector space Ĥop⊗k H an associative multiplication

(φ⊗ h)(ψ ⊗ g) = ψ(2)φ⊗ h(2)g〈S(h(1)), ψ(1) 〉〈h(3), ψ(3) 〉, (5–10)

where φ, ψ ∈ Ĥop and h, g ∈ H. Then one can verify that the linear span J of
the elements

φ⊗ zh − (ε ↼ z)φ⊗ h, z ∈ Ht, (5–11)

φ⊗ yh − (y ⇀ ε)φ⊗ h, y ∈ Hs, (5–12)

is a two-sided ideal in Ĥop⊗k H. Let D(H) be the factor-algebra (Ĥop⊗k H)/J

and let [φ⊗ h] denote the class of φ⊗ h in D(H).

Proposition 5.3.1. D(H) is a quantum groupoid with the unit [ε ⊗ 1], and
comultiplication, counit , and antipode given by

∆([φ⊗ h]) = [φ(1) ⊗ h(1)]⊗ [φ(2) ⊗ h(2)], (5–13)

ε([φ⊗ h]) = 〈 εt(a), φ 〉, (5–14)

S([φ⊗ a]) = [S−1(φ(2))⊗ S(h(2))]〈h(1), φ(1) 〉〈S(h(3)), φ(3) 〉. (5–15)

Proof. The proof is a straightforward verification that all the structure maps
are well-defined and satisfy the axioms of a quantum groupoid, which is carried
out in full detail in ([NTV], 6.1). ¤

Proposition 5.3.2. The Drinfeld double D(H) has a canonical quasitriangular
structure given by

R =
∑

i

[ξi ⊗ 1]⊗ [ε⊗ fi], R̄ =
∑

j

[S−1(ξj)⊗ 1]⊗ [ε⊗ fj ] (5–16)

where {fi} and {ξi} are bases in H and Ĥ such that 〈 fi, ξj 〉 = δij .

Proof. The identities (id ⊗ ∆)R = R13R12 and (∆ ⊗ id)R = R13R23 can be
written as (identifying [(Ĥ)op ⊗ 1] with (Ĥ)op and [ε⊗H] with H):

∑

i

ξi
(1) ⊗ ξi

(1) ⊗ fi =
∑

ij

ξi ⊗ ξj ⊗ fifj ,

∑

i

ξi ⊗ fi(1) ⊗ fi(2) =
∑

ij

ξjξi ⊗ fj ⊗ fi.

The above equalities can be verified, e.g., by evaluating both sides against an
element a ∈ H in the third factor (resp., against φ ∈ (Ĥ)op in the first factor),
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see ([Ma], 7.1.1). It is also straightforward to check that R is an intertwiner
between ∆ and ∆op and check that R̄R = ∆(1) and RR̄ = ∆op(1), see ([NTV],
6.2). ¤

Remark 5.3.3. The dual quantum groupoid D̂(H) consists of all
∑

k hk ⊗ φk

in H ⊗k Ĥop such that ∑

k

(hk ⊗ φk)|J = 0.

The structure operations of D̂(H) are obtained by dualizing those of D(H):
(∑

k

hk ⊗ φk

)(∑

l

gl ⊗ ψl

)
=

∑

kl

hkgl ⊗ φkψl,

1
D̂(H)

= 1(2) ⊗ (ε ↼ 1(1)),

∆

(∑

k

hk ⊗ φk

)
=

∑

ijk

(hk(2) ⊗ ξiφk(1)ξ
j)⊗ (S(fi)hk(1)fj ⊗ φk(2)),

ε

(∑

k

hk ⊗ φk

)
=

∑

k

ε(hk)ε̂(φk),

S

(∑

k

hk ⊗ φk

)
=

∑

ijk

fiS
−1(hk)S(fj)⊗ ξiS(φk)ξj ,

for all
∑

k hk ⊗ φk,
∑

l gl ⊗ ψl ∈ D̂(H), where {fi} and {ξj} are dual bases.

Corollary 5.3.4 ([NTV], 6.4). The Drinfeld double D(H) is factorizable in
the sense of Definition 5.2.10.

Proof. One can use the explicit form of the R-matrix (5–16) of D(H) and the
description of the dual D̂(H) to check that in this case the map F from (5–9) is
surjective. ¤

5.4. Ribbon quantum groupoids.

Definition 5.4.1. A ribbon quantum groupoid is a quasitriangular quantum
groupoid with an invertible central element ν ∈ H such that

∆(ν) = R21R(ν ⊗ ν) and S(ν) = ν. (5–17)

The element ν is called a ribbon element of H.

For an object V of Rep(H) we define the twist θV : V → V to be the multipli-
cation by ν:

θV (v) = ν · v, v ∈ V. (5–18)

Proposition 5.4.2. Let (H, R, ν) be a ribbon quantum groupoid . The family of
homomorphisms {θV }V defines a twist in the braided monoidal category Rep(H)
compatible with duality . Conversely , if θV (v) = ν · v is a twist in Rep(H), then
ν is a ribbon element of H.
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Proof. Since ν is an invertible central element of H, the homomorphism θV is
an H-linear isomorphism. The twist identity follows from the properties of ν:

cW,V cV,W (θV ⊗ θW )(x) = R21R(ν · x(1) ⊗ ν · x(2)) = ∆(ν) · x = θV⊗W (x),

for all x = x(1) ⊗ x(2) ∈ V ⊗ W . Clearly, the identity R21R(ν ⊗ ν) = ∆(ν) is
equivalent to the twist property. It remains to prove that

(θV ⊗ idV ∗)bV (z) = (idV ⊗ θV ∗)bV (z),

for all z ∈ Ht, i.e., that
∑

i

νz(1) · γi ⊗ z(2) · gi =
∑

i

z(1) · γi ⊗ νz(2) · gi,

where
∑

i γi⊗gi is the canonical element in V ∗⊗V . Evaluating the first factors
of the above equality on an arbitrary v ∈ V , we get the equivalent condition:

∑

i

(νz(1) · γi)(v)z(2) · gi =
∑

i

(z(1) · γi)(v)νz(2) · gi,

which reduces to z(2)S(νz(1)) · v = S(z(1))νz(2) · v. The latter easily follows from
the centrality of ν = S(ν) and properties of Ht. ¤

Proposition 5.4.3. The category Rep(H) is a ribbon category if and only if H

is a ribbon quantum groupoid .

Proof. Follows from Propositions 5.1.2, 5.2.2, and 5.4.2. ¤

For any endomorphism f of the object V , we define, following [T], I.1.5, its
quantum trace

trq(f) = dV cV,V ∗(θV f ⊗ idV ∗)bV (5–19)

with values in End(Ht) and the quantum dimension of V by dimq(V ) = trq(idV ).

Corollary 5.4.4 ([NTV], 7.4). Let (H, R, ν) be a ribbon quantum groupoid ,
f be an endomorphism of an object V in Rep(H). Then

trq(f)(z) = Tr (S(1(1))uνf)z1(2), dimq(V )(z) = Tr (S(1(1))uν)z1(2),

(5–20)
where Tr is the usual trace of an endomorphism, and u is the Drinfeld element .

Corollary 5.4.5. Let k be an algebraically closed field of characteristic zero. If
the trivial H-module Ht is irreducible (which happens exactly when Ht∩Z(H) =
k, i .e., when H is connected ([N1], 3.11, [BNSz], 2.4)), then trq(f) and dimq(V )
are scalars:

trq(f) = (dim Ht)−1 Tr (uνf), dimq(V ) = (dim Ht)−1Tr (uν). (5–21)

Proof. Any endomorphism of an irreducible module is the multiplication by
a scalar, therefore, we must have Tr (S(1(1))uνf)1(2) = trq(f)1. Applying the
counit to both sides and using that ε(1) = dim Ht, we get the result. ¤
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5.5. Towards modular categories. In [RT] a general method of constructing
invariants of 3-manifolds from modular Hopf algebras was introduced. Later
it became clear that the technique of Hopf algebras can be replaced by a more
general technique of modular categories (see [T]). In addition to quantum groups,
such categories also arise from skein categories of tangles and, as it was observed
by A. Ocneanu, from certain bimodule categories of type II1 subfactors.

The representation categories of quantum groupoids give quite general con-
struction of modular categories. Recall some definitions needed here. Let V be
a ribbon Ab-category over k, i.e., such that all Hom(V,W ) are k-vector spaces
(for all objects V, W ∈ V) and both operations ◦ and ⊗ are k-bilinear.

An object V ∈ V is said to be simple if any endomorphism of V is multiplica-
tion by an element of k. We say that a family {Vi}i∈I of objects of V dominates
an object V of V if there exists a finite set {Vi(r)}r of objects of this family (pos-
sibly, with repetitions) and a family of morphisms fr : Vi(r) → V, gr : V → Vi(r)

such that idV =
∑

r frgr.
A modular category ([T], II.1.4) is a pair consisting of a ribbon Ab-category

V and a finite family {Vi}i∈I of simple objects of V satisfying four axioms:

(i) There exists 0 ∈ I such that V0 is the unit object.
(ii) For any i ∈ I, there exists i∗ ∈ I such that Vi∗ is isomorphic to V ∗

i .
(iii) All objects of V are dominated by the family {V }i∈I .
(iv) The square matrix S = {Sij}i,j∈I = {trq(cVi,Vj ◦ cVj ,Vi)}i,j∈I is invertible

over k (here trq is the quantum trace in a ribbon category defined by (5–19)).

If a quantum groupoid H is connected and semisimple over an algebraically
closed field, modularity of Rep(H) is equivalent to Rep(H) being ribbon and
such that the matrix S = {Sij}i,j∈I = {trq(cVi,Vj ◦ cVj ,Vi)}i,j∈I , where I is the
set of all (equivalent classes of) irreducible representations, is invertible. The
following proposition extends a result known for Hopf algebras ([EG], 1.1).

Proposition 5.5.1. If H is a connected , ribbon, factorizable quantum groupoid
over an algebraically closed field k of characteristic zero possessing a normalized
two-sided integral , then Rep(H) is a modular category .

Proof. Here we only need to prove the invertibility of the matrix formed by

Sij = trq(cVi,Vj ◦ cVj ,Vi)

= (dim Ht)−1Tr ((uν) ◦ cVi,Vj ◦ cVj ,Vi)

= (dim Ht)−1(χj ⊗ χi)((uν ⊗ uν)R21R),

where Vi are as above, I = {1, . . . n}, {χj} is a basis in the space C(H) of
characters of H (we used above the formula (5–21) for the quantum trace).

It was shown in ([NTV], 5.12, 8.1) that the map F : φ 7→ (φ ⊗ id)(R21R)
is a linear isomorphism between C(H) ↼ uν and the center Z(H) (here (χ ↼

uν)(a) = χ(uνa) ∀a ∈ H, χ ∈ C(H)). So, there exists an invertible matrix
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T = (Tij) representing the map F in the bases {χj} of C(H) and {ei} of Z(H),
i.e., such that F (χj ↼ uν) =

∑
i Tijei. Then

Sij = (dim Ht)−1χi(uνF (χj ↼ uν)) = (dim Ht)−1
∑

k

Tkjχi(uνek)

= (dim Ht)−1(dimVi)χi(uν)Tij .

Therefore, S = DT , where D = diag{(dimHt)−1(dim Vi)χi(uν)}. Theorem 7.2.2
below shows that the existence of a normalized two-sided integral in H is equiv-
alent to H being semisimple and possessing an invertible element g such that
S2(x) = gxg−1 for all x ∈ H and χ(g−1) 6= O for all irreducible characters χ

of H. Then u−1g is an invertible central element of H and χi(u−1) 6= 0 for
all χi. By Corollary 5.2.8, uS(u) = c is invertible central, therefore χi(u) =
χi(c)χi(S(u−1))) 6= 0. Hence, χi(uν) 6= 0 for all i and D is invertible. ¤

6. Twisting and Dynamical Quantum Groups

In this section we present a generalization of the Drinfeld twisting construction
to quantum groupoids developed in [NV1], [Xu], and [EN]. We show that dynam-
ical twists of Hopf algebras give rise to quantum groupoids. An important con-
crete example is given by dynamical quantum groups at roots of 1 [EN], which are
dynamical deformations of the Drinfeld–Jimbo–Lusztig quantum groups Uq(g).
The resulting quantum groupoids turn out to be selfdual, which is a fundamen-
tally new property, not satisfied by Uq(g).

Most of the material of this section is taken from [EN].

6.1. Twisting of quantum groupoids. We describe the procedure of con-
structing new quantum groupoids by twisting a comultiplication. Twisting of
Hopf algebroids without an antipode was developed in [Xu] and a special case
of twisting of ∗-quantum groupoids was considered in [NV1].

Definition 6.1.1. A twist for a quantum groupoid H is a pair (Θ, Θ̄), with

Θ ∈ ∆(1)(H ⊗k H), Θ̄ ∈ (H ⊗k H)∆(1), and ΘΘ̄ = ∆(1) (6–1)

satisfying the following axioms:

(ε⊗ id)Θ = (id⊗ ε)Θ = (ε⊗ id)Θ̄ = (id⊗ ε)Θ̄ = 1, (6–2)

(∆⊗ id)(Θ)(Θ⊗ 1) = (id⊗∆)(Θ)(1⊗Θ), (6–3)

(Θ̄⊗ 1)(∆⊗ id)(Θ̄) = (1⊗ Θ̄)(id⊗∆)(Θ̄), (6–4)

(∆⊗ id)(Θ̄)(id⊗∆)(Θ) = (Θ⊗ 1)(1⊗ Θ̄), (6–5)

(id⊗∆)(Θ̄)(∆⊗ id)(Θ) = (1⊗Θ)(Θ̄⊗ 1). (6–6)

Note that for ordinary Hopf algebras the above notion coincides with the usual
notion of twist and each of the four conditions (6–3) – (6–6) implies the other
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three. But since Θ and Θ̄ are, in general, not invertible we need to impose all of
them.

The next Proposition extends Drinfeld’s twisting construction to the case of
quantum groupoids.

Proposition 6.1.2. Let (Θ, Θ̄) be a twist for a quantum groupoid H. Then
there is a quantum groupoid HΘ having the same algebra structure and counit as
H with a comultiplication and antipode given by

∆Θ(h) = Θ̄∆(h)Θ, SΘ(h) = v−1S(h)v, (6–7)

for all h ∈ HΘ, where v = m(S ⊗ id)Θ is invertible in HΘ.

Proof. The proof is a straightforward verification, see [EN] for details. ¤

Remark 6.1.3. (a) One can check that the counital maps of the twisted quan-
tum groupoid HΘ are given by

(εt)Θ(h) = ε(Θ(1)h)Θ(2), (εs)Θ(h) = Θ̄(1)ε(hΘ̄(2)).

(b) It is possible to generalize the above twisting construction by weakening the
counit condition (6–2) and requiring only the existence of u,w ∈ H such that

ε(Θ(1)w)Θ(2) = Θ(1)ε(Θ(2)w) = 1, ε(uΘ̄(1))Θ̄(2) = Θ̄(1)ε(uΘ̄(2)) = 1. (6–8)

Then the counit of the twisted quantum groupoid HΘ is

εΘ(h) = ε(uhw), h ∈ H. (6–9)

(c) If (Θ, Θ̄) is a twist for H and x ∈ H is an invertible element such that
εt(x) = εs(x) = 1 then (Θx, Θ̄x), where

Θx = ∆(x)−1Θ(x⊗ x) and Θ̄x = (x−1 ⊗ x−1)Θ̄∆(x),

is also a twist for H. The twists (Θ, Θ̄) and (Θx, Θ̄x) are called gauge equiv-
alent and x is called a gauge transformation. Given such an x, the map
h 7→ x−1hx is an isomorphism between quantum groupoids HΘ and HΘx .

(d) A twisting of a quasitriangular quantum groupoid is again quasitriangular.
Namely, if (Θ, Θ̄) is a twist and (R, R̄) is a quasitriangular structure for H

then the quasitriangular structure for HΘ is given by (Θ̄21RΘ, Θ̄R̄Θ21). The
proof of this fact is exactly the same as for Hopf algebras.

Example 6.1.4. We will show that for every (non-commutative) separable
algebra B over an algebraically closed field k of characteristic zero there is a
family of quantum groupoid structures Hq on the vector space Bop⊗B considered
in ([BSz2], 5.2) that can be understood in terms of twisting. Let H = H1B

be a
quantum groupoid with the following structure operations:

∆(b⊗ c) = (b⊗ e(1))⊗ (e(2) ⊗ c), ε(b⊗ c) = ω(bc), S(b⊗ c) = c⊗ b,
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for all b, c ∈ B, where e = e(1) ⊗ e(2) is the symmetric separability idempotent
of B and ω is defined by the condition (ω ⊗ id)e = 1. Note that S2 = id and
H, as an algebra, is generated by its counital subalgebras, i.e., it is dual to an
elementary quantum groupoid of ([NV1], 3.2).

Observe that the pair

Θ = (1⊗ e(1)q−1)⊗ (e(2) ⊗ 1) Θ̄ = (1⊗ e(1))⊗ (e(2) ⊗ 1) = ∆(1),

where q is an invertible element of B with e(1)q−1e(2) = 1, satisfies (6–3) – (6–6)
and that conditions (6–8) hold for u = 1 and w = q. According to Proposi-
tion 6.1.2 and Remark 6.1.3(b), these data define a twisting of H such that the
comultiplication and antipode of the twisted quantum groupoid are given by

∆(b⊗ c) = (b⊗ e(1)q−1)⊗ (e(2) ⊗ c), ε(b⊗ c) = ω(qcb), S(b⊗ c) = qcq−1⊗ b,

for all b, c ∈ B. The target and source counital subalgebras of Hq are Bop ⊗ 1
and 1 ⊗ B. The square of the antipode is implemented by gq = q ⊗ q. Since
Ad gq is an invariant of Hq, this example shows that there can be uncountably
many non-isomorphic semisimple quantum groupoids with the same underlying
algebra (for noncommutative B).

6.2. Dynamical twists of Hopf algebras. We describe a method of con-
structing twists of quantum groupoids, which is a finite-dimensional modification
of the construction proposed in [Xu] and is dual to that of [EV], cf. [EN].

Dynamical twists first appeared in the work of Babelon [Ba], see also [BBB].
Let U be a Hopf algebra over an algebraically closed field k” and let A =

Map(T, k) be a commutative and cocommutative Hopf algebra of functions on
a finite Abelian group T which is a Hopf subalgebra of U . Let Pµ, µ ∈ T be the
minimal idempotents in A.

Definition 6.2.1. We say that an element x in U⊗n, n ≥ 1, has zero weight
if x commutes with ∆n(a) for all a ∈ A, where ∆n : A → A⊗n is the iterated
comultiplication.

Definition 6.2.2. An invertible, zero-weight U⊗2-valued function J(λ) on T is
called a dynamical twist for U if it satisfies the following functional equations:

(∆⊗ id)J(λ)(J(λ + h(3))⊗ 1) = (id⊗∆)J(λ)(1⊗ J(λ)), (6–10)

(ε⊗ id)J(λ) = (id⊗ ε)J(λ) = 1. (6–11)

Here and in what follows the notation λ + h(i) means that the argument λ is
shifted by the weight of the i-th component, e.g., J(λ + h(3)) =

∑
µ J(λ + µ)⊗

Pµ ∈ U⊗2 ⊗k A.

Note that for every fixed λ ∈ T the element J(λ) ∈ U ⊗U does not have to be a
twist for U in the sense of Drinfeld. It turns out that an appropriate object for
which J defines a twisting is a certain quantum groupoid that we describe next.
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Observe that the simple algebra Endk(A) has a natural structure of a cocom-
mutative quantum groupoid given as follows (cf. Section 2.5):

Let {Eλµ}λ,µ∈T be a basis of Endk(A) such that

(Eλµf)(ν) = δµνf(λ), f ∈ A, λ, µ, ν ∈ T, (6–12)

then the comultiplication, counit, and antipode of Endk(A) are given by

∆(Eλµ) = Eλµ ⊗ Eλµ, ε(Eλµ) = 1, S(Eλµ) = Eµλ. (6–13)

Define the tensor product quantum groupoid H = Endk(A)⊗k U and observe
that the elements

Θ =
∑

λµ

Eλλ+µ ⊗ EλλPµ and Θ̄ =
∑

λµ

Eλ+µλ ⊗ EλλPµ (6–14)

define a twist for H. Thus, according to Proposition 6.1.2, HΘ = (Endk(A) ⊗k

U)Θ becomes a quantum groupoid . It is non-commutative, non-cocommutative,
and not a Hopf algebra if |T| > 1.

It was shown in [EN], following [Xu], that HΘ can be further twisted by
means of a dynamical twist J(λ) on U . Namely, if J(λ) is a dynamical twist on
U embedded in H ⊗k H as

J(λ) =
∑

λ

EλλJ (1)(λ)⊗ EλλJ (2)(λ), (6–15)

then the pair (F (λ), F̄ (λ)), where

F (λ) = J(λ)Θ and F̄ (λ) = Θ̄J−1(λ)

defines a twist for H = Endk(A)⊗k U . Thus, every dynamical twist J(λ) for a
Hopf algebra U gives rise to a quantum groupoid HJ = HJ(λ)Θ.

Remark 6.2.3. According to Proposition 6.1.2, the antipode SJ of HJ is given
by SJ (h) = v−1S(h)v for all h ∈ HJ , where S is the antipode of H and

v =
∑

λµ

Eλ+µλ(S(J (1))J (2))(λ)Pµ.

Remark 6.2.4. There is a procedure dual to the one described above. It
was shown in [EV] that given a dynamical twist J(λ) it is possible to deform
the multiplication on the vector space D = Map(T × T, k) ⊗k U∗ and obtain a
dynamical quantum group DJ . The relation between HJ and DJ in the case when
dim U < ∞ was established in [EN], where it was proven that DJ is isomorphic
to H∗op

J .
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6.3. Dynamical twists for Uq(g) at roots of 1. Suppose that g is a simple Lie
algebra of type A, D or E and q is a primitive `th root of unity in k, where ` ≥ 3
is odd and coprime with the determinant of the Cartan matrix (aij)ij=1,...,m of g.

Let U = Uq(g) be the corresponding quantum group which is a finite dimen-
sional Hopf algebra with generators Ei, Fi,Ki, where i = 1, . . . , m and relations
as in [L].

Let T ∼= (Z/`Z)m be the abelian group generated by Ki, i = 1, . . . , m. For
any m-tuple of integers λ = (λ1, . . . , λm) we will write Kλ = Kλ1

1 . . .Kλm
m ∈ T.

Let R be the universal R-matrix of Uq(g) and Ω be the “Cartan part” of R

([T]).
For arbitrary non-zero constants Λ1, . . . , Λm define a Hopf algebra automor-

phism Λ of U by setting

Λ(Ei) = ΛiEi, Λ(Fi) = Λ−1
i Fi, and Λ(Ki) = Ki for all i = 1, . . . ,m.

We will say that Λ = (Λ1, . . . , Λm) is generic if the spectrum of Λ does not
contain `th roots of unity.

Note that the algebra U is Z-graded with

deg(Ei) = 1, deg(Fi) = −1, deg(Ki) = 0, i = 1, . . . ,m, (6–16)

and deg(XY ) = deg(X) + deg(Y ) for all X and Y . Of course, there are only
finitely many non-zero components of U since it is finite dimensional.

Let U+ be the subalgebra of U generated by the elements Ei, Ki, i = 1, . . . , m,
U− be the subalgebra generated by Fi, Ki, i = 1, . . . , m, and I± be the kernels
of the projections from U± to the elements of zero degree.

The next Proposition was proven in [ABRR], [ES], [ESS] for generic values of
q and in [EN] for q a root of unity:

Proposition 6.3.1. For every generic Λ there exists a unique element J(λ) ∈
1 + I+ ⊗ I− that satisfies the following ABRR relation [ABRR], [ES], [ESS]:

(Ad Kλ ◦ Λ⊗ id)(RJ(λ)Ω−1) = J(λ), λ ∈ T. (6–17)

The element
J(λ) = J(2λ + h(1) + h(2)) (6–18)

is a dynamical twist for Uq(g) in the sense of Definition 6.2.2.

Proof. The existence and uniqueness of the solution of (6–17) and the fact
that J(λ) satisfies (6–10) are established by induction on the degree of the first
component of J(λ), see ([EN], 5.1). ¤

Remark 6.3.2. (a) The reason for introducing the “shift” automorphism Λ is
to avoid singularities in equation [ABRR]. Thus, we have a family of dynamical
deformations of Uq(g) (and, therefore, a family of quantum groupoids depending
on m parameters).
(b) One can generalize the above construction and associate a dynamical twist
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JT (λ) with any generalized Belavin–Drinfeld triple which consists of subsets
Γ1,Γ2 of the set Γ = (α1, . . . , αm) of simple roots of g together with an inner
product preserving bijection T : Γ1 → Γ2, see [EN], [ESS].

Example 6.3.3. Let us give an explicit expression for the twists J(λ) and J(λ)
in the case g = sl(2). Uq(g) is then generated by E,F, K with the standard
relations. The element analogous to J(λ) for generic q was computed already in
[Ba] (see also [BBB]). If we switch to our conventions, this element will take the
form

J(λ) =
∞∑

n=0

q−n(n+1)/2 (1− q2)n

[n]q!
(En ⊗ Fn)

n∏
ν=1

Λq2λ

1− Λq2λ+2ν(K ⊗K−1)
.

It is obvious that the formula for q being a primitive `-th root of unity is simply
obtained by truncating this formula:

J(λ) =
`−1∑
n=0

q−n(n+1)/2 (1− q2)n

[n]q!
(En ⊗ Fn)

n∏
ν=1

Λq2λ

1− Λq2λ+2ν(K ⊗K−1)
.

Therefore,

J(λ) =
`−1∑
n=0

q−n(n+1)/2 (1− q2)n

[n]q!
(En ⊗ Fn)

n∏
ν=1

Λq4λK ⊗K

1− Λq4λ+2ν(K2 ⊗ 1)
.

An important new property of the resulting quantum groupoids HJ = Uq(g)J,
compared with quantum groups Uq(g) is their selfduality. A twisting of a quasi-
triangular quantum groupoid is again quasitriangular (Remark 6.1.3(d)), so the
twisted R-matrix

R(λ) = Θ̄21RΘ =
∑

λµν

Eλλ+νPµRJ(1)(λ)⊗ Eλ+µλRJ(2)(λ)Pν ,

where RJ(λ) = J−1
21 (λ)RJ(λ), establishes a homomorphism between DJ = H∗op

J

and HJ. One can show that the image of R(λ) contains all the generators
of Uq(g), i.e., that the above homomorphism is in fact an isomorphism; see
([EN], 5.3).

Remark 6.3.4. The same selfduality result holds for any generalized Belavin–
Drinfeld triple for which T is an automorphism of the Dynkin diagram of g

([EN], 5.4).

7. Semisimple and C∗-Quantum Groupoids

7.1. Definitions.

Definition 7.1.1. A quantum groupoid is said to be semisimple (resp., ∗- or
C∗-quantum groupoid) if its algebra H is semisimple (resp., a ∗-algebra over a
field k with involution, or finite-dimensional C∗-algebra over the field C such
that ∆ is a ∗-homomorphism).
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Groupoid algebras and their duals give examples of commutative and cocommu-
tative semisimple quantum groupoids (Corollary 3.3.2), which are C∗-quantum
groupoids if the ground field is C (in which case g∗ = g−1 for all g ∈ G).

We will describe the class of quantum groupoids possessing Haar integrals,
i.e., normalized two-sided integrals (note that if such an integral exists then it is
unique and is an S-invariant idempotent).

Definition 7.1.2 [W, 1.2.1]. Given an inclusion of unital k-algebras N ⊂ M ,
a conditional expectation E : M → N is an N −N bimodule map E such that
E(1) = 1. A quasi-basis for E is an element

∑
i xi ⊗ yi ∈ M ⊗k M such that

∑

i

E(mxi)yi = m =
∑

i

xiE(yim), for all m ∈ M.

One can check that Index E =
∑

i xiyi ∈ Z(M) does not depend on a choice
of a quasi-basis; this element is called the index of E.

One can apply this definition to a non-degenerate functional f on H. If (l, λ)
is a dual pair of left integrals, then l(2) ⊗ S−1(l(1)) is a quasi-basis for λ and

Indexλ = S−1 · εt(l) ∈ Hs ∩ Z(H).

So a non-degenerate left integral is normalized if and only if its dual has index 1.

7.2. Existence of the Haar integral. Given a dual bases {fi} and {ξi} of H

and Ĥ, respectively, let us consider the following canonical element

χ =
∑

i

(ξi ↼ S−2(fi)).

One can show that χ is a left integral in Ĥ such that χ(xy) = χ(yS2(x)) for all
x, y ∈ H and l ⇀ χ = Ŝ2(1̂ ↼ l) for any left integral l in H (see [BNSz], 3.25).

Lemma 7.2.1 ([BNSz], 3.26). (i) The Haar integral h ∈ H exists if and only if
the above mentioned χ is non-degenerate, in which case (h, χ) is a dual pair
of left integrals.

(ii) A left integral l is a Haar integral if and only if εs(l) = 1.

Proof. (ii) If εs(l) = 1, then by l ⇀ χ = Ŝ2(1̂ ↼ l) one has l ⇀ χ = 1̂.
Therefore, (h, χ) is a dual pair of non-degenerate left integrals. The property
χ(xy) = χ(yS2(x)) is equivalent to that the quasi-basis of χ satisfies

l(2) ⊗ S−1(l(1)) = S(l(1))⊗ l(2),

from where ∆(l) = ∆(S(l)) and l = S(l). Furthermore, εt(l) = εt(S(l)) =
S · εs(l) = 1. Thus, l is a Haar integral. The inverse statement is obvious.
(i) The “only if” part follows from the proof of (ii). If χ is non-degenerate and
h is its dual left integral, then, as above, S(h) = h; so h is a two-sided integral
and since l ⇀ χ = Ŝ2(1̂ ↼ l), it is normalized. ¤
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Theorem 7.2.2 ([BNSz], 3.27). Let H be a finite quantum groupoid over an
algebraically closed field k. Then the following conditions are equivalent :

(i) There exists a Haar integral ,
(ii) H is semisimple and there exists an invertible element g ∈ H such that

gxg−1 = S2(x) for all x ∈ H and Tr(πα(g−1)) 6= 0 for all irreducible repre-
sentations πα of H (here Tr is the usual trace on a matrix algebra).

Proof. The assumption on k is used only to ensure that H = ⊕αMnα(k), once
knowing that it is semisimple, so that there is a k-basis of matrix units {eα

ij}
in H.

(ii)=⇒ (i): Recall that any trace τ on H is completely determined by its
trace vector τα = τ(1α). Now let τ : H → k be the trace with trace vector
τα = trπα(g−1). Then τ is non-degenerate and has a quasi-basis

∑

i

xi ⊗ yi =
∑
α

1
τα

nα∑

i,j=1

eα
ij ⊗ eα

ji.

Notice that
∑

i xig
−1yi = 1. It is straightforward to verify that χ′ = g ⇀ τ

coincides with χ, so χ is non-degenerate and therefore its dual left integral l has
εs(l) = 1 by l ⇀ χ = Ŝ2(1̂ ↼ l). Thus, l is a Haar integral.

(i)=⇒ (ii): If h is a Haar integral, then H is semisimple by Theorem 3.3.1.
Let τ be a non-degenerate trace on H, then there exists a unique i ∈ H such that
i ⇀ τ = 1̂ = τ ↼ i. One can verify that i is a two-sided non-degenerate integral
in H and that S(i) = i (see [BNSz], I.3.21). To prove that S2 is inner, it is enough
to construct a non-degenerate functional χ on H such that χ(xy) = χ(yS2(x))
for all x, y ∈ H. But the proof of Lemma 7.2.1 shows that this is the case for
the dual left integral to i. ¤

Remark 7.2.3. (a) There is a unique normalization of g from Theorem 7.2.2(ii)
such that the following conditions hold ([BNSz], 4.4):

(i) tr(πα(g−1)) = tr(πα(g)) for all irreducible representations πα of H (here
tr is a usual trace on a matrix algebra);

(ii) S(g) = g−1.

One can show that such a g is group-like, i.e.,

∆(g) = (g ⊗ g)∆(1) = ∆(1)(g ⊗ g).

The element g implementing S2 and satisfying normalization conditions (i)
and (ii) is called the canonical group-like element of H.

(b) Since χ = g ⇀ τ is the dual left integral to h, its quasi-basis
∑

i xig
−1 ⊗ yi

equals to h(2) ⊗ S−1(h(1)), which implies the formula

(S ⊗ id)∆(h) =
∑

i

xi ⊗ g−1yi =
∑
α

1/τα

∑

ij

eα
ijg

−1/2 ⊗ g−1/2eα
ji.
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A dual notion to that of the Haar integral is the Haar measure. Namely, a
functional φ ∈ Ĥ is said to be a Haar measure on H if it is a normalized left
and right invariant measure and φ ◦ S = φ. Any of the equivalent conditions
of Theorem 7.2.1 is also equivalent to existence (and uniqueness) of the Haar
measure on Ĥ.

7.3. C∗-quantum groupoids. Definition 7.1.1 and the uniqueness of the unit,
counit and the antipode (see Proposition 2.3.1) imply that

1∗ = 1, ε(x∗) = ε(x), (S ◦ ∗)2 = id

for all x in any ∗-quantum groupoid H. It is also easy to check the relations

εt(x)∗ = εt(S(x)∗), εt(x)∗ = εt(S(x)∗),

which imply that Ht and Hs are ∗-subalgebras, and to show that the dual, Ĥ,
is also a ∗-quantum groupoid with respect to the ∗-operation

〈x, φ∗ 〉 = 〈S(x)∗, φ 〉 for all φ ∈ Ĥ, x ∈ H. (7–1)

The ∗-operation allows to simplify the axioms of a quantum groupoid (cf. the
axioms used in [NV1], [N1]). The second parts of equalities (2–1) and (2–2) of
Definition 2.1.1 follow from the rest of the axioms, also S ∗ id = εs is equivalent
to id ∗ S = εt. Alternatively, under the condition that the antipode is both
algebra and coalgebra anti-homomorphism, the axioms (2–1) and (2–2) and can
be replaced by the identities of Proposition 2.2.1 (ii) and (v) involving the target
counital map.

Theorem 7.3.1 [BNSz, 4.5]. In a C∗-quantum groupoid the Haar integral h

exists, h = h∗ and
(φ, ψ) = 〈h, φ∗ψ 〉, φ, ψ ∈ Ĥ

is a scalar product making Ĥ a Hilbert space where the left regular representation
of Ĥ is faithful . Thus, Ĥ is a C∗-quantum groupoid , too.

Proof. Clearly, H and g verify all the conditions of Theorem 7.2.2, from where
the existence of Haar integral follows. Since h is non-degenerate, the scalar
product (·, ·) is also non-degenerate. By the equality

(φ, φ) = 〈h, φ∗φ 〉 = 〈S(h(1))∗, φ 〉〈h(2), φ 〉,
positivity of (·, ·) follows from Remark 7.2.3(b). ¤

We will denote by ĥ the Haar measure of Ĥ.

Remark 7.3.2. ε is a positive functional, i.e., ε(x∗x) ≥ 0 for all x ∈ H. Indeed,
for all x ∈ H we have

ε(x∗x) = ε(x∗1(1))ε(1(2)1′(2))ε(1
′
(1)x) = ε(εt(x)∗εt(x)) = 〈 ĥ, εt(x)∗εt(x) 〉 ≥ 0,

where ĥ|Ht = ε|Ht , since 〈 ĥ, z 〉 = 〈 ε̂t(ĥ), z 〉 = 〈 1̂, z 〉 for all z ∈ Ht.
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The Haar measure provides target and source Haar conditional expectations (all
properties are easy to verify):

Et : H → Ht : Et(x) = (id⊗ ĥ)∆(x),

Es : H → Hs : Es(x) = (ĥ⊗ id)∆(x).

Let us introduce an element gt = Et(h)1/2 ∈ Ht.

Remark 7.3.3 ([BNSz], 4.12). The element gt is positive and invertible, and
the canonical group-like element of H can be written as g = gtS(g−1

t ).

Proposition 7.3.4 ([NTV], 9.3). If H is a C∗-quantum groupoid , then D(H)
is a quasitriangular C∗-quantum groupoid .

Proof. The result follows from the fact that D̂(H) is a C∗-quantum groupoid,
which is easy to verify using the explicit formulas from Remark 5.3.3. ¤

Proposition 7.3.5. A quasitriangular C∗-quantum groupoid H is automatically
ribbon with the ribbon element ν = u−1g = gu−1, where u is the Drinfeld element
from Definition 5.2.7 and g is the canonical group-like element .

Proof. Since u also implements S2 (Proposition 5.2.6), ν = u−1g is central,
therefore S(ν) is also central. Clearly, u must commute with g. The same
Proposition gives ∆(u−1) = R21R(u−1 ⊗ u−1), which allows us to compute

∆(ν) = ∆(u−1)(g ⊗ g) = R21R(u−1g ⊗ u−1g) = R21R(ν ⊗ ν).

Propositions 5.2.5 and 5.2.6 and the trace property imply that

tr(πα(u−1)) = tr(πα(R(2)S2(R(1))))

= tr(πα(S3(R(1))S(R(2))) = tr(πα(S(u−1))).

Since u−1 = νg−1 and ν is central, the above relation means that

tr(πα(ν))tr(πα(g−1)) = tr(πα(S(ν)))tr(πα(g)),

and, therefore, tr(πα(ν)) = tr(πα(S(ν))) for any irreducible representation πα,
which shows that that ν = S(ν) (cf. [EG]). ¤

Remark 7.3.6. For a connected ribbon C∗-quantum groupoid we have:

trq(f) = (dimHt)−1Tr V (g ◦ f), dimq(V ) = (dimHt)−1Tr V (g),

where V is an H-module and f ∈ Endk(V ).
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7.4. C∗-quantum groupoids and unitary modular categories. To define
the (unitary) representation category URep(H) of a C∗-quantum groupoid H we
consider unitary H-modules, i.e., H-modules V equipped with a scalar product

(·, ·) : V × V → C such that (h · v, w) = (v, h∗ · w) ∀h ∈ H, v, w ∈ V.

The notion of a morphism in this category is the same as in Rep(H).
The monoidal product of V,W ∈ URep(H) is defined as follows. We construct

a tensor product V ⊗C W of Hilbert spaces and note that the action of ∆(1) on
this left H-module is an orthogonal projection. The image of this projection is,
by definition, the monoidal product of V, W in URep(H). Clearly, this definition
is compatible with the monoidal product of morphisms in Rep(H).

For any V ∈ URep(H), the dual space V ∗ is naturally identified (v → v)
with the conjugate Hilbert space, and under this identification we have h · v =
S(h)∗ · v (v ∈ V, v ∈ V ∗). In this way V ∗ becomes a unitary H-module with
scalar product (v, w) = (w, gv), where g is the canonical group-like element of
H.

The unit object in URep(H) is Ht equipped with scalar product (z, t)Ht =
ε(zt∗) (it is known [BNSz], [NV1] that the restriction of ε to Ht is a non-
degenerate positive form). One can verify that the maps lV , rV and their in-
verses are isometries and that URep(H) is a monoidal category with duality (see
also [BNSz], Section 3). In a natural way we have a notion of a conjugation of
morphisms ([T], II.5.1).

Remark 7.4.1. a) One can check that for a quasitriangular ∗-quantum groupoid
H the braiding is an isometry in URep(H) : c−1

V,W = c∗V,W .
b) For a ribbon C∗-quantum groupoid H, the twist is an isometry in URep(H).

Indeed, the relation θ∗V = θ−1
V is equivalent to the identity S(u−1) = u∗, which

follows from Proposition 5.2.5 and Remark 7.4.1a).

A Hermitian ribbon category is a ribbon category endowed with a conjugation
of morphisms f 7→ f satisfying natural conditions of ([T], II.5.2). A unitary
ribbon category is a Hermitian ribbon category over the field C such that for
any morphism f we have trq(ff) ≥ 0. In a natural way we have a conjugation
of morphisms in URep(H). Namely, for any morphism f : V → W we define
f : W → V as f(w) = f∗(w) for any w ∈ W . Here w ∈ W ∗, f∗ : W ∗ → V ∗

is the standard dual of f (see [T], I.1.8) and f∗(w) ∈ V . For the proof of the
following lemma see ([NTV], 9.7).

Lemma 7.4.2. Given a quasitriangular C∗-quantum groupoid H, URep(H) is a
unitary ribbon Ab-category with respect to the above conjugation of morphisms.

The next proposition extends ([EG], 1.2).

Proposition 7.4.3. If H is a connected C∗-quantum groupoid , then Rep(D(H))
is a unitary modular category .



246 DMITRI NIKSHYCH AND LEONID VAINERMAN

Proof. The proof follows from Lemmas 7.4.2, 5.5.1 and Propositions 5.3.4,
7.3.4. ¤

8. C∗-Quantum Groupoids and Subfactors: The Depth 2 Case

In this section we characterize finite index type II1 subfactors of depth 2 in
terms of C∗-quantum groupoids. Recall that a II1 factor is a ∗-algebra of opera-
tors on a Hilbert space that coincides with its second centralizer, or, equivalently,
is weakly closed (i.e., is a von Neumann algebra), with the trivial center that
admits a finite trace. An example of such a factor is the group von Neumann
algebra of a discrete group whose every non-trivial conjugacy class is infinite, the
corresponding trace given by its Haar measure. It is also known, that there ex-
ists a unique, up to an isomorphism, hyperfinite (i.e., generated by an increasing
sequence of finite-dimensional C∗-algebras) II1 factor.

There is a notion of index for subfactors, extending the notion of index of a
subgroup in a group, though it can be non-integer. For the foundations of the
subfactor theory see [GHJ], [JS].

8.1. Actions of C∗-quantum groupoids on von Neumann algebras. Let
a von Neumann algebra M be a left H-module algebra in the sense of Definition
4.1.1 via a weakly continuous action of a C∗-quantum groupoid

H ⊗C M 3 x⊗m 7→ (x . m) ∈ M

such that (x . m)∗ = S(x)∗ . m∗ and x . 1 = 0 if and only if εt(t) = 0.

Then one can show ([NSzW], 3.4.2) that the smash product algebra (now
we call it crossed product algebra and denote by M>/H), equipped with an
involution [m⊗ x]∗ = [(x∗(1) . m∗)⊗ x∗(2)], is a von Neumann algebra.

The collection MH = {m ∈ M | x.m = εt(x).m, ∀x ∈ H} is a von Neumann
subalgebra of M , called a fixed point subalgebra. The centralizer M ′ ∩ M>/H

always contains the source counital subalgebra Hs. Indeed, if y ∈ Hs, then
∆(y) = 1(1) ⊗ 1(2)y, therefore

[1⊗ y][m⊗ 1] = [(y(1) . m)⊗ y(2)] = [(1(1) . m)⊗ 1(2)y]

= [m⊗ y] = [m⊗ 1][1⊗ y],

for any m ∈ M , and Hs ⊂ M ′ ∩ M>/H. An action of H is called minimal if
Hs = M ′ ∩M>/H.

One can define the dual action of Ĥ on the von Neumann algebra M>/H as
in (4–1) and construct the von Neumann algebra (M>/H)>/Ĥ.

Remark 8.1.1. The following results hold true if S2 = id, i.e., if H is involutive
([N1], 4.6, 4.7).

(a) M ⊂ M>/H ⊂ (M>/H)>/Ĥ is a basic construction;
(b) M>/H is free as a left M -module;
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(c) (M>/H)>/Ĥ ∼= M ⊗C Mn(C) for some integer n.

Example 8.1.2. For a trivial action of H on Ht and the corresponding dual
action of Ĥ on H ∼= Ht>/H (see Example 4.1.3 (i) and (ii)), Ht ⊂ H ⊂ H>/Ĥ

is the basic construction of finite-dimensional C∗-algebras with respect to the
Haar conditional expectation Et ([BSz2], 4.2).

If H is a connected C∗-quantum groupoid having a minimal action on a II1 factor
M then one can show ([NSzW], 4.2.5, 4.3.5) that Ĥ is also connected and that

N = MH ⊂ M ⊂ M1 = M>/H ⊂ M2 = (M>/H)>/Ĥ ⊂ · · ·
is the Jones tower of factors of finite index with the derived tower

N ′ ∩N = C ⊂ N ′ ∩M = Ht ⊂ N ′ ∩M1 = H ⊂ N ′ ∩M2 = H>/Ĥ ⊂ · · ·
The fact that the last triple of finite-dimensional C∗-algebras is a basic con-
struction, means exactly that the subfactor N ⊂ M has depth 2. Moreover, the
finite-dimensional C∗-algebras

H ⊂H>/Ĥ

∪ ∪
Hs

∼= Ĥt ⊂ Ĥ,

(8–1)

form a canonical commuting square, which completely determines the equivalence
class of the initial subfactor. This implies that any biconnected C∗-quantum
groupoid has at most one minimal action on a given II1 factor and thus corre-
sponds to no more than one (up to equivalence) finite index depth 2 subfactor.

Remark 8.1.3. It was shown in ([N1], 5) that any biconnected involutive C∗-
quantum groupoid has a minimal action on the hyperfinite II1 factor. This
action is constructed by iterating the basic construction for the square (8–1) in
the horizontal direction, see [N1] for details.

8.2. Construction of a C∗-quantum groupoid from a depth 2 subfactor.
Let N ⊂ M be a finite index ([M : N ] = λ−1) depth 2 II1 subfactor and

N ⊂ M ⊂ M1 ⊂ M2 ⊂ · · · (8–2)

the corresponding Jones tower, M1 = 〈M, e1〉, M2 = 〈M1, e2〉, . . . , where e1 ∈
N ′ ∩ M1, e2 ∈ M ′ ∩ M2, · · · are the Jones projections. The depth 2 condition
means that N ′∩M2 is the basic construction of the inclusion N ′∩M ⊂ N ′∩M1.
Let τ be the trace on M2 normalized by τ(1) = 1.

Let us denote

A = N ′ ∩M1, B = M ′ ∩M2, Bt = M ′ ∩M1, Bs = M ′
1 ∩M2

and let Tr be the trace of the regular representation of Bt on itself. Since both τ

and Tr are non-degenerate, there exists a positive invertible element w ∈ Z(Bt)
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such that τ(wz) = Tr (z) for all z ∈ Bt (the index of τ |M ′∩M1 in the sense of
[W]).

Proposition 8.2.1. There is a canonical non-degenerate duality form between
A and B defined by

〈 a, b 〉 = λ−2τ(ae2e1wb) = λ−2Tr (EBt
(bae2e1)), (8–3)

for all a ∈ A and b ∈ B.

Proof. If a ∈ A is such that 〈 a, B 〉 = 0 , then, using [PP1], 1.2, one has

τ(ae2e1B) = τ(ae2e1(N ′ ∩M2)) = 0,

therefore, using the properties of τ and Jones projections, we get

τ(aa∗) = λ−1τ(ae2a
∗) = λ−2τ(ae2e1(e2a

∗)) = 0,

so a = 0. Similarly for b ∈ B. ¤

Using the duality 〈 a, b 〉, one defines a coalgebra structure on B:

〈 a1 ⊗ a2, ∆(b) 〉 = 〈 a1a2, b 〉, (8–4)

ε(b) = 〈 1, b 〉, (8–5)

for all a, a1, a2 ∈ A and b ∈ B. Similarly, one defines a coalgebra structure on
A.

We define a linear endomorphism SB : B → B by

EM1(be1e2) = EM1(e2e1SB(b)), (8–6)

Note that τ ◦SB = τ . Similarly one can define a linear endomorphism SA : A →
A such that EM ′(SA(a)e2e1) = EM ′(e1e2a) and τ ◦ SA = τ .

Proposition 8.2.2 [NV2, 4.5, 5.2]. The following identities hold :

(i) SB(Bs) = Bt,
(ii) S2

B(b) = b and SB(b)∗ = SB(b∗),
(iii) ∆(b)(SB(z)⊗ 1) = ∆(b)(1⊗ z), ∆(bz) = ∆(b)(z ⊗ 1), (∀z ∈ Bt),
(iv) SB(bc) = SB(c)SB(b),

∆(SB(b)) = (1⊗ w−1)(SB(b(2))⊗ SB(b(1)))(SB(w)⊗ 1).

Define an antipode and new involution of B by

S(b) = SB(wbw−1), b† = S(w)−1b∗S(w). (8–7)

Theorem 8.2.3. With the above operations B becomes a biconnected C∗-
quantum groupoid with the counital subalgebras Bs and Bt.
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Proof. Since ∆(1) ∈ Bs ⊗Bt ([NV2], 4.6) and Bt commutes with Bs, we have

(id⊗∆)∆(1) = 1(1) ⊗∆(1)(1(2) ⊗ 1)

= (1⊗∆(1))(∆(1)⊗ 1) = (∆(1)⊗ 1)(1⊗∆(1))

which is axiom (2–1) of Definition 2.1.1. The axiom (2–2) dual to it is obtained
similarly, considering the comultiplication in A.

As a consequence of the “symmetric square” relations BM1 = M1B = M2

one obtains ([NV2], 4.12) the identity

bx = λ−1EM1(b(1)xe2)b(2) for all b ∈ B, x ∈ M1, (8–8)

from where it follows that

EM1(bxye2) = λ−1EM1(b(1)xe2)EM1(b(2)ye2) for all b ∈ B, x, y ∈ M1.

(8–9)
We use this identity to prove that ∆ is a homomorphism:

〈 a1a2, bc 〉 = 〈λ−1EM1(ca1a2e2), b 〉
= 〈λ−2EM1(c(1)a1e2)EM1(c(2)a2e2), b 〉
= 〈λ−1EM1(c(1)a1e2), b(1) 〉〈λ−1EM1(c(2)a2e2), b(2) 〉
= 〈 a1, b(1)c(1) 〉〈 a2, b(2)c(2) 〉,

for all a1, a2 ∈ A, whence ∆(bc) = ∆(b)∆(c). Next,

〈 a, ε(1(1)b)1(2) 〉 = 〈 1, 1(1)b 〉〈 a, 1(2) 〉
= 〈λ−1EM1(be2), 1(1) 〉〈 a, 1(2) 〉
= 〈λ−1EM1(be2)a, 1 〉 = 〈 a, λ−1EM1(be2) 〉,

therefore εt(b) = λ−1EM1(be2) (similarly, εs(b) = λ−1EM ′
1
(e2b)). Using Equa-

tion (8–9) we have

〈 a, b(1)S(b(2)) 〉 = 〈 a, b(1)SB(wb(2)w
−1) 〉

= λ−3τ(EM1(SB(wb(2)w
−1)ae2)e2e1wb(1))

= λ−3τ(EM1(e2awb(2)w
−1)e2e1wb(1))

= λ−3τ(EM1(e2awb(2)w
−1)EM1(e2e1wb(1)))

= λ−2τ(EM1(e2ae1wb)) = 〈 a, εt(b) 〉.
The antipode S is anti-multiplicative and anti-comultiplicative, therefore ax-
iom (2–5) of Definition 2.1.1 follows from the other axioms. Clearly, εt(B) =
M ′ ∩ M1 and εs(B) = M ′

1 ∩ M2. B is biconnected, since the inclusion Bt =
M ′∩M1 ⊂ B = M ′∩M2 is connected ([GHJ], 4.6.3) and Bt∩Bs = (M ′∩M1)∩
(M ′

1 ∩M2) = C.
Finally, from the properties of ∆ and SB we have ∆(b†) = ∆(b)†⊗†. ¤

Remark 8.2.4. (i) S2(b) = gbg−1, where g = S(w)−1w.
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(ii) The Haar projection of B is e2w and the normalized Haar functional is
φ(b) = τ(S(w)wb).

(iii) The non-degenerate duality 〈 , 〉 makes A = N ′ ∩ M1 the C∗-quantum
groupoid dual to B.

(iv) Since the Markov trace ([GHJ], 3.2.4) of the inclusion N ⊂ M is also the
Markov trace of the finite-dimensional inclusion At ⊂ A, it is clear that [M :
N ] = [A : At] = [B : Bt]. We call last number the index of the quantum
groupoid B.

(v) Let us mention two classification results obtained in ([NV2], 4.18, 4.19) by
quantum groupoid methods:

(a) If N ⊂ M is a depth 2 subfactor such that [M : N ] is a square free
integer (i.e., [M : N ] is an integer which has no divisors of the form n2, n > 1),
then N ′ ∩M = C, and there is a (canonical) minimal action of a Kac algebra
B on M1 such that M2

∼= M1>/B and M = MB
1 .

(b) If N ⊂ M is a depth 2 II1 subfactor such that [M : N ] = p is prime,
then N ′ ∩M = C, and there is an outer action of the cyclic group G = Z/pZ
on M1 such that M2

∼= M1>/G and M = MG
1 .

8.3. Action on a subfactor. Equation (8–9) suggests the following definition
of the action of B on M1.

Proposition 8.3.1. The map . : B ⊗C M1 → M1:

b . x = λ−1EM1(bxe2) (8–10)

defines a left action of B on M1 (cf . [S], Proposition 17).

Proof. The above map defines a left B-module structure on M1, since 1.x = x

and

b . (c . x) = λ−2EM1(bEM1(cxe2)e2) = λ−1EM1(bcxe2) = (bc) . x.

Next, using equation (8–9) we get

b . xy = λ−1EM1(bxye2) = λ−2EM1(b(1)xe2)EM1(b(2)ye2)

= (b(1) . x)(b(2) . y).

By [NV2], 4.4 and properties of SB we also get

S(b)† . x∗ = λ−1EM1(S(b)†x∗e2) = λ−1EM1(SB(w)−1SB(wbw−1)∗SB(w)x∗e2)

= λ−1EM1(SB(b∗)x∗e2) = λ−1EM1(e2x
∗b∗)

= λ−1EM1(bxe2)∗ = (b . x)∗.

Finally,

b . 1 = λ−1EM1(be2) = λ−1EM1(λ
−1EM1(be2)e2) = εt(b) . 1,

and b . 1 = 0 if and only if εt(b) = λ−1EM1(be2) = 0. ¤
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Proposition 8.3.2. MB
1 = M , i .e. M is the fixed point subalgebra of M1.

Proof. If x ∈ M1 is such that b . x = εt(b) . x for all b ∈ B, then EM1(bxe2) =
EM1(εt(b)xe2) = EM1(be2)x. Taking b = e2, we get EM (x) = x which means
that x ∈ M . Thus, MB

1 ⊂ M .
Conversely, if x ∈ M , then x commutes with e2 and

b . x = λ−1EM1(be2x) = λ−1EM1(λ
−1EM1(be2)e2x) = εt(b) . x,

therefore MB
1 = M . ¤

Proposition 8.3.3. The map θ : [x ⊗ b] 7→ xS(w)1/2bS(w)−1/2 defines a von
Neumann algebra isomorphism between M1>/B and M2.

Proof. By definition of the action . we have:

θ([x(z . 1)⊗ b]) = xS(w)1/2λ−1EM1(ze2)bS(w)−1/2

= xS(w)1/2zbS(w)−1/2 = θ([x⊗ zb]),

for all x ∈ M1, b ∈ B, z ∈ Bt, so θ is a well defined linear map from M1>/B =
M1 ⊗Bt B to M2. It is surjective since an orthonormal basis of B = M ′ ∩M2

over Bt = M ′ ∩M1 is also a basis of M2 over M1 ([Po], 2.1.3). Finally, one can
check that θ is a von Neumann algebra isomorphism ([NV2], 6.3). ¤

Remark 8.3.4. (i) The action of B constructed in Proposition 8.3.1 is minimal,
since we have M ′

1 ∩M1>/B = M ′
1 ∩M2 = Bs by Proposition 8.3.3.

(ii) If N ′ ∩M = C, then B is a usual Kac algebra (i.e., a Hopf C∗-algebra) and
we recover the well-known result proved in [S], [L], and [D].

(iii) It is known ([Po], Section 5) that there are exactly 3 non-isomorphic sub-
factors of depth 2 and index 4 of the hyperfinite II1 factor R such that
N ′ ∩M 6= C. One of them is R ⊂ R ⊗C M2(C), two others can be viewed as
diagonal subfactors of the form

{(
x 0
0 α(x)

) ∣∣∣x ∈ R

}
⊂ R⊗M2(C),

where α is an outer automorphism of R such that α2 = id, resp. α2 is inner
and α2 6= id.

An explicit description of the corresponding quantum groupoids can be
found in ([NV1], 3.1, 3.2), ([NV2], 7). Also, in ([NV2], 7) we describe the
C∗-quantum groupoid B = M2(C) ⊕ M3(C) corresponding to the subfactor
with the principal graph A3 ([GHJ], 4.6.5). This subfactor has index 4 cos2 π

5

so that the index of B is equal to 16 cos4 π
5 .
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9. C∗-Quantum Groupoids and Subfactors:
The Finite Depth Case

Here we show that quantum groupoids give a description of arbitrary finite
index and finite depth II1 subfactors via a Galois correspondence and explain
how to express subfactor invariants such as bimodule categories and principal
graphs in quantum groupoid terms. Recall that the depth ([GHJ], 4.6.4) of a
subfactor N ⊂ M with finite index λ−1 = [M : N ] is

n = inf{k ∈ Z+ | dim Z(N ′ ∩Mk−2) = dim Z(N ′ ∩Mk)} ∈ Z+ ∪ {∞},
where N ⊂ M ⊂ M1 ⊂ M2 ⊂ · · · is the corresponding Jones tower.

9.1. A Galois correspondence. The following simple observation gives a
natural passage from arbitrary finite depth subfactors to depth 2 subfactors.

Proposition 9.1.1. Let N ⊂ M be a subfactor of depth n then for all k ≥ 0
the inclusion N ⊂ Mk has depth d + 1, where d is the smallest positive integer
≥ n−1

k+1 . In particular , N ⊂ Mi has depth 2 for all i ≥ n − 2, i .e., any finite
depth subfactor is an intermediate subfactor of some depth 2 inclusion.

Proof. Note that dim Z(N ′ ∩Mi) = dim Z(N ′ ∩Mi+2) for all i ≥ n − 2. By
[PP2], the tower of basic construction for N ⊂ Mk is

N ⊂ Mk ⊂ M2k+1 ⊂ M3k+2 ⊂ · · · ,
therefore, the depth of this inclusion is equal to d + 1, where d is the smallest
positive integer such that d(k + 1)− 1 ≥ n− 2. ¤

This result means that N ⊂ M can be realized as an intermediate subfactor of
a crossed product inclusion N ⊂ N>/B for some quantum groupoid B:

N ⊂ M ⊂ N>/B.

Recall that in the case of a Kac algebra action there is a Galois correspondence
between intermediate von Neumann subalgebras of N ⊂ N>/B and left coideal ∗-
subalgebras of B [ILP],[E1]. Thus, it is natural to ask about a quantum groupoid
analogue of this correspondence.

A unital ∗-subalgebra I ⊂ B such that ∆(I) ⊂ B ⊗ I (resp. ∆(I) ⊂ I ⊗ B)
is said to be a left (resp. right) coideal ∗-subalgebra. The set `(B) of left coideal
∗-subalgebras is a lattice under the usual operations:

I1 ∧ I2 = I1 ∩ I2, I1 ∨ I2 = (I1 ∪ I2)′′

for all I1, I2 ∈ `(B). The smallest element of `(B) is Bt and the greatest element
is B. I ∈ `(B) is said to be connected if Z(I) ∩Bs = C.

To justify this definition, note that if I = B, then this is precisely the definition
of a connected quantum groupoid, and if I = Bt, then this definition is equivalent
to B̂ being connected ([N1], 3.10, 3.11, [BNSz], 2.4).
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On the other hand, the set `(M1 ⊂ M2) of intermediate von Neumann subal-
gebras of M1 ⊂ M2 also forms a lattice under the operations

K1 ∧K2 = K1 ∩K2, K1 ∨K2 = (K1 ∪K2)′′

for all K1,K2 ∈ `(M1 ⊂ M2). The smallest element of this lattice is M1 and the
greatest element is M2.

Given a left (resp. right) action of B on a von Neumann algebra N , we will
denote (by an abuse of notation)

N>/I = span{[x⊗ b] | x ∈ N, b ∈ I} ⊂ N>/B.

The next theorem establishes a Galois correspondence, i.e., a lattice isomorphism
between `(M1 ⊂ M2) and `(B).

Theorem 9.1.2. Let N ⊂ M ⊂ M1 ⊂ M2 ⊂ · · · be the tower constructed from a
depth 2 subfactor N ⊂ M , B = M ′∩M2 be the corresponding quantum groupoid ,
and θ be the isomorphism between M1>/B and M2 (Proposition 8.3.3). Then

φ : `(M1 ⊂ M2) → `(B) : K 7→ θ−1(M ′ ∩K) ⊂ B,

ψ : `(B) → `(M1 ⊂ M2) : I 7→ θ(M1>/I) ⊂ M2

define isomorphisms between `(M1 ⊂ M2) and `(B) inverse to each other .

Proof. First, let us check that φ and ψ are indeed maps between the specified
lattices. It follows from the definition of the crossed product that M1>/I is
a von Neumann subalgebra of M1>/B, therefore θ(M1>/I) is a von Neumann
subalgebra of M2 = θ(M1>/B), so ψ is a map to `(M1 ⊂ M2). To show that
φ maps to `(B), let us show that the annihilator (M ′ ∩K)0 ⊂ B̂ is a left ideal
in B̂.

For all x ∈ A, y ∈ (M ′ ∩K)0, and b ∈ M ′ ∩K we have

〈xy, b 〉 = λ−2τ(xye2e1wb) = λ−2τ(ye2e1wbx)

= λ−3τ(ye2e1EM ′(e1wbx)) = 〈 y, λ−1EM ′(e1wbx) 〉,
and it remains to show that EM ′(e1wbx) ∈ M ′ ∩ K. By ([GHJ], 4.2.7), the
square

K ⊂ M2

∪ ∪
M ′ ∩K ⊂M ′ ∩M2

is commuting, so EM ′(K) ⊂ M ′∩K. Since e1wbx ∈ K, then xy ∈ (M ′∩K)0, i.e.,
(M ′ ∩K)0 is a left ideal and φ(K) = θ−1(M ′ ∩K) is a left coideal ∗-subalgebra.

Clearly, φ and ψ preserve ∧ and ∨, moreover φ(M1) = Bt, φ(M2) = B and
ψ(Bt) = M1, ψ(B) = M2, therefore they are morphisms of lattices.

To see that they are inverses for each other, we first observe that the condition
ψ◦φ = id is equivalent to M1(M ′∩K) = K, and the latter follows from applying
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the conditional expectation EK to M1(M ′ ∩M2) = M1B = M2. The condition
φ ◦ ψ = id translates into θ(I) = M ′ ∩ θ(M1>/I). If b ∈ I, x ∈ M = MB

1 , then

θ(b)x = θ([1⊗ b][x⊗ 1]) = θ([(b(1) . x)⊗ b(2)])

= θ([x(1(2) . 1)⊗ ε(1(1)b(1))b(2)]) = θ([x⊗ b]) = xθ(b),

i.e., θ(I) commutes with M . Conversely, if x ∈ M ′ ∩ θ(M1>/I) ⊂ B, then
x = θ(y) for some y ∈ (M1>/I) ∩B = I, therefore x ∈ θ(I). ¤

Corollary 9.1.3. ([NV3], 4.5)

(i) K = M>/I is a factor if and only if Z(I) ∩Bs = C.
(ii) The inclusion M1 ⊂ K = M1>/I is irreducible if and only if Bs ∩ I = C.

9.2. Bimodule categories. Here we establish an equivalence between the
tensor category BimodN−N (N ⊂ M) of N −N bimodules of a subfactor N ⊂ M

(which is, by definition, the tensor category generated by simple subobjects of
NL2(Mn)N , n ≥ −1, where M0 = M and M−1 = N) and the co-representation
category of the C∗-quantum groupoid B canonically associated with it as in
Theorem 9.1.2.

First introduce several useful categories associated to B. Recall that a left
(resp., right) B-comodule V (with the structure map denoted by v 7→ v(1) ⊗
v(2), v ∈ V ) is said to be unitary, if

(v(1)
2 )∗(v1, v

(2)
2 ) = S(v(1)

1 )g(v(2)
1 , v2)

(resp., (v(2)
1 )(v(1)

1 , v2) = g−1S((v(1)
1 )∗)(v1, v

(1)
2 )),

where v1, v2 ∈ V, and g is the canonical group-like element of B. This definition
for Hopf ∗-algebra case can be found, e.g., in ([KS], 1.3.2).

Given left coideal ∗-subalgebras H and K of B, we consider a category CH−K

of left relative (B, H −K) Hopf bimodules (cf. [Ta]), whose objects are Hilbert
spaces which are both H−K-bimodules and left unitary B-comodules such that
the bimodule action commutes with the coaction of B, i.e., for any object V of
CH−K and v ∈ V one has

(h . v / k)(1) ⊗ (h . v / k)(2) = h(1)v
(1)k(1) ⊗ (h(2) . v(2) / k(2)),

where v 7→ v(1) ⊗ v(2) denotes the coaction of B on v, h ∈ H, k ∈ K, and
morphisms are intertwining maps.

Similarly one can define a category of right relative (B, H −K) Hopf bimod-
ules.

Remark 9.2.1. Any left B-comodule V is automatically a Bt − Bt-bimodule
via z1 · v · z2 = ε(z1v

(1)z2)v(2), v ∈ V, z1, z2 ∈ Bt. For any object of CH−K ,
this Bt − Bt-bimodule structure is a restriction of the given H − K-bimodule
structure; it is easily seen by applying (ε⊗ id) to both sides of the above relation
of commutation and taking h, k ∈ Bt. Thus, if H = Bt (resp. K = Bt), we



FINITE QUANTUM GROUPOIDS AND THEIR APPLICATIONS 255

can speak about right (resp. left) relative Hopf modules, a special case of weak
Doi–Hopf modules [Bo].

Proposition 9.2.2. If B is a group Hopf C∗-algebra and H, K are subgroups,
then there is a bijection between simple objects of CH−K and double cosets of
H\B/K.

Proof. If V is an object of CH−K , then every simple subcomodule of V is 1-
dimensional. Let U = Cu (u 7→ g⊗u, g ∈ B) be one of these comodules, then all
other simple subcomodules of V are of the form h . U / k, where h ∈ H, k ∈ K,
and

V = ⊕h,k (h . U / k) = span{HgK}.
Vice versa, span{HgK} with natural H−K bimodule and B-comodule structures
is a simple object of CH−K . ¤

Example 9.2.3. If H, V,K are left coideal ∗-subalgebras of B, H ⊂ V,K ⊂ V ,
then V is an object of CH−K with the structure maps given by h . v / k = hvk

and ∆, where v(1) ⊗ v(2) = ∆(v), v ∈ V, h ∈ H, k ∈ K. The scalar product is
defined by the restriction on V of the Markov trace of the connected inclusion
Bt ⊂ B ([JS], 3.2). Similarly, right coideal ∗-subalgebras of B give examples of
right relative (B, H −K) Hopf bimodules.

Given an object V of CH−K , it is straightforward to show that the conjugate
Hilbert space V is an object of CK−H with the bimodule action

k . v / h = h∗ . v / k∗ (∀h ∈ H, k ∈ K)

(here v denotes the vector v ∈ V considered as an element of V ) and the coaction
v 7→ v(1) ⊗ v(2) = (v(1))∗ ⊗ v(2). Define V ∗, the dual object of V , to be V with
the above structures. One can directly check that V ∗∗ ∼= V for any object V . In
Example 9.2.3 the dual object can be obtained by putting v = v∗ for all v ∈ V .

Definition 9.2.4. Let L be another coideal ∗-subalgebra of B. For any objects
V ∈ CH−L and W ∈ CL−K , we define an object V ⊗L W from CH−K as a tensor
product of bimodules V and W [JS], 4.1 equipped with a comodule structure

(v ⊗L w)(1) ⊗ (v ⊗L w)(2) = v(1)w(1) ⊗ (v(2) ⊗L w(2)).

One can verify that we have indeed an object from CH−K and that the operation
of tensor product is (i) associative, i.e., V ⊗L (W ⊗P U) ∼= (V ⊗L W )⊗P U ; (ii)
compatible with duality, i.e., (V ⊗L W )∗ ∼= W ∗ ⊗L V ∗; (iii) distributive, i.e.,
(V ⊕ V ′) ⊗L W = (V ⊗L W ) ⊕ (V ′ ⊗L W ) ([NV3], 5.5). The tensor product of
morphisms T ∈ Hom(V, V ′) and S ∈ Hom(W,W ′) is defined as usual:

(T ⊗L S)(v ⊗L w) = T (v)⊗L S(w).
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From now on let us suppose that B is biconnected and acts outerly on the left
on a II1 factor N . Given an object V of CH−K , we construct an N>/H−N>/K-
bimodule V̂ as follows. We put

V̂ = span{∆(1) . (ξ ⊗ v) | ξ ⊗ v ∈ L2(N)⊗C V } = L2(N)⊗Bt V

and denote [ξ ⊗ v] = ∆(1) . (ξ ⊗ v). Let us equip V̂ with the scalar product

([ξ ⊗ v], [η ⊗ w])bV = (ξ, η)
L̃2(N)

(v, w)V

and define the actions of N,H, K on V̂ by

a[ξ ⊗ v] = [aξ ⊗ v], [ξ ⊗ v]a = [ξ(v(1) . a)⊗ v(2)],

h[ξ ⊗ v] = [(h(1) . ξ)⊗ (h(2) . v)], [ξ ⊗ v]k = [ξ ⊗ (v / k)],

for all a ∈ N, h ∈ H, k ∈ K. One can check that these actions define the
structure of an (N>/H) − (N>/K) bimodule on V̂ in the algebraic sense and
that this bimodule is unitary.

For any morphism T ∈ Hom(V, W ), define T̂ ∈ Hom(V̂ , Ŵ ) by

T̂ ([ξ ⊗ v]) = [ξ ⊗ T (v)].

Example 9.2.5. ([NV3], 5.6) For V ∈ CH−K from Example 9.2.3, we have
V̂ = N>/V as N>/H −N>/K-bimodules.

The proof of the following theorem is purely technical (see [NV3], 5.7):

Theorem 9.2.6. The above assignments V 7→ V̂ and T 7→ T̂ define a functor
from CH−K to the category of N>/H − N>/K bimodules. This functor pre-
serves direct sums and is compatible with operations of taking tensor products
and adjoints in the sense that if W is an object of CK−L, then

̂V ⊗K W ∼= V̂ ⊗N>/K Ŵ , and V̂ ∗ ∼= (V̂ )∗.

According to Remark 9.2.1, CBt−Bt is nothing but the category of B-comodules,
Corep(B). Let us show that this category is equivalent to BimodN−N (N ⊂ M).

Theorem 9.2.7. Let N ⊂ M be a finite depth subfactor with finite index , k be
a number such that N ⊂ Mk has depth ≤ 2, and let B be a canonical quantum
groupoid such that (N ⊂ Mk) ∼= (N ⊂ N>/B). Then BimodN−N (N ⊂ M) and
Rep(B∗) are equivalent as tensor categories.

Proof. First, we observe that

BimodN−N (N ⊂ M) = BimodN−N (N ⊂ Ml)

for any l ≥ 0. Indeed, since both categories are semisimple, it is enough to check
that they have the same set of simple objects. All objects of

BimodN−N (N ⊂ Ml)
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are also objects of BimodN−N (N ⊂ M). Conversely, since irreducible N−N sub-
bimodules of NL2(Mi)N are contained in the decomposition of NL2(Mi+1)N for
all i ≥ 0, we see that objects of BimodN−N (N ⊂ M) belong to BimodN−N (N ⊂
Ml).

Hence, by Proposition 9.1.1, it suffices to consider the problem in the case
when N ⊂ M has depth 2 (M = N>/B), i.e., to prove that

BimodN−N (N ⊂ N>/B)

is equivalent to Corep(B). Theorem 9.2.6 gives a functor from Corep(B) =
Rep(B∗) to BimodN−N (N ⊂ N>/B). To prove that this functor is an equiva-
lence, let us check that it yields a bijection between classes of simple objects of
these categories.

Observe that B itself is an object of Corep(B) via ∆ : B → B ⊗C B and
B̂ = NL2(M)N . Since the inclusion N ⊂ M has depth 2, the simple objects of
BimodN−N (N ⊂ M) are precisely irreducible subbimodules of NL2(M)N . We
have B̂ = NL2(M)N = ⊕i N (piL

2(M))N , where {pi} is a family of mutually
orthogonal minimal projections in N ′ ∩M1 so every bimodule piL

2(M) is irre-
ducible. On the other hand, B is cosemisimple, hence B = ⊕i Vi, where each Vi

is an irreducible subcomodule. Note that N ′ ∩M1 = B̂ =
∑

piB̂ and every piB

is a simple submodule of B (= simple subcomodule of B∗). Thus, there is a bi-
jection between the sets of simple objects of Corep(B) and BimodN−N (N ⊂ M),
so the categories are equivalent. ¤

9.3. Principal graphs. The principal graph of a subfactor N ⊂ M is defined
as follows ([JS], 4.2, [GHJ], 4.1). Let X = NL2(M)M and consider the following
sequence of N −N and N −M bimodules:

NL2(N)N , X, X ⊗M X∗, X ⊗M X∗ ⊗N X, . . .

obtained by right tensoring with X∗ and X. The vertex set of the principal
graph is indexed by the classes of simple bimodules appearing as summands in
the above sequence. Let us connect vertices corresponding to bimodules NYN

and NZM by l edges if NYN is contained in the decomposition of NZN , the
restriction of NZM , with multiplicity l.

We apply Theorem 9.2.6 to express the principal graph of a finite depth sub-
factor N ⊂ M in terms of the quantum groupoid associated with it.

Let B and K be a quantum groupoid and its left coideal ∗-subalgebra such
that B acts on N and (N ⊂ M) ∼= (N ⊂ N>/K). Then K̂ = NL2(M)M , where
we view K as a relative (B, K) Hopf module as in Example 9.2.3

By Theorem 9.2.6 we can identify irreducible N−N (resp. N−M) bimodules
with simple B-comodules (resp. relative right (B, K) Hopf modules). Consider
a bipartite graph with vertex set given by the union of (classes of) simple B-
comodules and simple relative right (B, K) Hopf modules and the number of
edges between the vertices U and V representing B-comodule and relative right
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(B, K) Hopf module respectively being equal to the multiplicity of U in the
decomposition of V (when the latter is viewed as a B-comodule):

simple B-comodules

· · · | · · · | · · ·
simple relative right (B, K) Hopf modules

The principal graph of N ⊂ M is the connected part of the above graph con-
taining the trivial B-comodule.

It was shown in ([NV3], 3.3, 4.10) that:

(a) the map δ : I 7→ [g−1/2S(I)g1/2]′ ∩ B̂ ⊂ B̂>/B defines a lattice anti-
isomorphism between `(B) and `(B̂);

(b) the triple δ(I) ⊂ B̂ ⊂ B̂>/I is a basic construction.

Proposition 9.3.1. If K is a coideal ∗-subalgebra of B then the principal graph
of the subfactor N ⊂ N>/K is given by the connected component of the Bratteli
diagram of the inclusion δ(K) ⊂ B̂ containing the trivial representation of B̂.

Proof. First, let us show that there is a bijective correspondence between right
relative (B, K) Hopf modules and (B̂>/K)-modules. Indeed, every right (B, K)
Hopf module V carries a right action of K. If we define a right action of B̂ by

v / x = 〈 v(1), x 〉v(2), v ∈ V, x ∈ B̂,

then we have

(v / k) / x = 〈 v(1)k(1), x 〉(v(2) / k(2)) = 〈 v(1), (k(1) . x) 〉(v(2) / k(2))

= (v / (k(1) . x)) / k(2),

for all x ∈ B̂ and k ∈ K which shows that kx and (k(1) . x)k(2) act on V exactly
in the same way, therefore V is a right (B̂>/K)-module.

Conversely, given an action of (B̂>/K) on V , we automatically have a B-
comodule structure such that

〈 v(1)k(1), x 〉(v(2) . k(2)) = 〈 v(1), x(1) 〉〈 k(1), x(2) 〉(v(2) / k(2))

= (v / (k(1) . x)) / k(2) = (v / k) / x

= 〈x, (v / k)(1) 〉(v / k)(2),

which shows that v(1)k(1) ⊗ (v(2) / k(2)) = (v / k)(1) ⊗ (v / k)(2), i.e., that V is a
right relative (B, K)-module.

Thus, we see that the principal graph is given by the connected component of
the Bratteli diagram of the inclusion B̂ ⊂ B̂>/K containing the trivial represen-
tation of B̂. Since B̂>/K is the basic construction for the inclusion δ(K) ⊂ B̂,
therefore the Bratteli diagrams of the above two inclusions are the same. ¤



FINITE QUANTUM GROUPOIDS AND THEIR APPLICATIONS 259

Corollary 9.3.2. If N ⊂ N>/B is a depth 2 inclusion corresponding to the
quantum groupoid B, then its principal graph is given by the Bratteli diagram of
the inclusion B̂t ⊂ B̂.

Proof. In this case K = B and inclusion B̂t ⊂ B̂ is connected, so that δ(K) =
B̂t (note that B̂ is biconnected). ¤
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[BSz1] G. Böhm, K. Szlachányi, A coassociative C∗-quantum group with nonintegral
dimensions, Lett. in Math. Phys, 35 (1996), 437–456.
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groupoids, Inst. Math. de Jussieu, Prépublication, 156 (1998), to appear in J. Funct.
Anal.

[EG] P. Etingof and S. Gelaki. Some properties of finite dimensional semisimple Hopf
algebras, Math. Res. Letters 5 (1998), 191-197.

[EN] P. Etingof, D. Nikshych, Dynamical quantum groups at roots of 1, Duke Math.
J., 108:1 (2001), 135–168.



260 DMITRI NIKSHYCH AND LEONID VAINERMAN

[ES] P. Etingof, O. Schiffmann, Lectures on the dynamical Yang–Baxter equations,
preprint, math.QA/9908064 (1999).

[ESS] P. Etingof, T. Schedler, and O. Schiffmann, Explicit quantization of dynamical
r-matrices for finite dimensional semisimple Lie algebras, J. Amer. Math. Soc. 13
(2000), no. 3, 595–609.

[EV] P. Etingof, A. Varchenko, Exchange dynamical quantum groups, Comm. Math.
Phys., 205 (1999), 19–52.

[Fe] G. Felder, Elliptic quantum groups, XIth International Congress of Mathematical
Physics (1994), 211–218, Internat. Press, Cambridge, (1995).

[GHJ] F. Goodman, P. de la Harpe, and V.F.R. Jones, Coxeter Graphs and Towers of
Algebras, M.S.R.I. Publ. 14, Springer, Heidelberg, 1989.

[H1] T. Hayashi, Face algebras. I. A generalization of quantum group theory, J. Math.
Soc. Japan, 50 (1998), 293–315.

[H2] T. Hayashi, Face algebras and their Drinfel’d doubles, Algebraic groups and their
generalizations: quantum and infinite-dimensional methods (University Park, PA,
1991), 49–61, Proc. Sympos. Pure Math., 56, Providence, RI, 1994.

[H3] T. Hayashi, Galois quantum groups of II1 subfactors, Tohoku Math. J., 51 (1999),
365–389.

[ILP] M. Izumi, R. Longo, and S. Popa, A Galois correspondence for compact groups
of automorphisms of von Neumann algebras with a generalization to Kac algebras,
J. Funct. Anal., 155 (1998), 25–63.
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