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Short pulse laser interactions at intensities of 2×1021Wcm−2 with ultra-high contrast (10−15) on
sub-micrometer silicon nitride foils were studied experimentally using linear and circular polariza-
tions at normal incidence. It was observed that as the target decreases in thickness, electron heating
by the laser begins to occur for circular polarization leading to target normal sheath acceleration
of contaminant ions, while at thicker targets no acceleration or electron heating is observed. For
linear polarization all targets showed exponential energy spreads with similar electron temperatures.
Particle-in-cell simulations demonstrate that the heating is due to the rapid deformation of the tar-
get that occurs early in the interaction. These experiments demonstrate that finite spot size effects
can severely restrict the regime suitable for radiation pressure acceleration.

PACS numbers: 52.38.Kd, 52.50.Jm, 52.70.Nc, 41.75.Ak

Some of the most promising applications of laser driven
ion accelerators, such as ion therapy [1–4], rely on proton
or ion beams accelerated to several hundreds of MeV per
nucleon with a narrow energy spread. Previous studies
have focused on the Target Normal Sheath Acceleration
(TNSA) [5] mechanism, in which suprathermal electrons
from the laser plasma interaction form a Debye sheath on
the surface of a foil target. This sheath first ionizes and
then accelerates the constituent protons and light ions of
contaminants that naturally adhere to the target. TNSA
has demonstrated proton beams with energies > 60 MeV,
yet with large energy spreads [6]. Several groups have
demonstrated control over the proton energy spread by
using energy selection [7], complex target preparation [8],
optical density shaping [9], and by driving ion soliton
waves [10]. Several alternate schemes for utilizing ultra-
short pulse lasers (pulse length ≈ 30fs) have been pro-
posed, including the breakout afterburner (BOA) [11],
directed Coulomb explosion (DCE) [12], and the light-
sail regime of radiation pressure acceleration (RPA) [13].
Recent experimental work investigating RPA has been
performed, either with longer pulse durations and lower
densities [14] or moderate intensities with high density,
thin foils [15].

In RPA, circular polarization may inhibit the absorp-
tion of laser energy into thermal electrons, since j × B

heating is absent, and consequently TNSA is suppressed.
Momentum is imparted by the laser to the target ma-
terial, either by the laser acting as a piston on a semi-
infinite target (hole-boring) [16], or by the laser acceler-
ating the plasma as an accelerating mirror (light sail).
In light-sail RPA, the entire focal volume is accelerated
to the same momentum, producing narrow energy spread
ions. In this model, ion energies are optimized when the
foil thickness is L ≈

a0

π
ncrit

ne

λ, where a0 is the normalized
field strength, λ is the laser wavelength and ncrit

ne

is the

ratio of critical density to electron density. For a0 = 20
at solid density the optimal thickness is calculated to be
15 nm [17]. However, many simulations have been per-
formed in 1D, where no transverse effects exist. Those
performed in 2D use parameters that minimize transverse
spatial gradients [13, 17, 18].

In the RPA mechanism, suppression of electron heat-
ing will result in efficient energy transfer to the target
ions. In this Letter, we show that for current ultra-short
pulse laser systems (Ep < 10J) RPA is not practically
attainable since as the target thickness decreases, elec-
tron heating occurs rather than RPA even for circular
polarization. This results in proton and carbon beams
with exponential energy distributions similar to linear
polarization under identical conditions. Particle-in-cell
simulations of the interaction demonstrate that rapid de-
formation of the thin target such that the laser field is
not perpendicular to the surface normal results in effi-
cient electron heating via a Brunel-like machanism. For
thicker targets where RPA is ineffective, target deforma-
tion is minimal within the pulse duration, resulting in no
TNSA with the circular polarized pulse, consistent with
our experimental results.

The experiments were performed using the HER-
CULES laser facility at University of Michigan, a
Ti:Sapphire system (λ = 800 nm) producing laser pulses
with τ = 40 fs duration full-width at half-maximum
(FWHM) and an amplified spontaneous emission (ASE)
intensity contrast of 10−11 [19]. Prior to the experimental
chamber, mirrors in a secondary chamber focus the am-
plified pulse onto a pair of antireflection coated BK7 glass
substrates that act as plasma mirrors. Each plasma mir-
ror reflects < 0.15% of S polarized light at 810 nm while
possessing a measured reflectivity of 65%–70% at high
intensity, producing a ns-level ASE contrast of < 10−15.
This contrast improvement should prevent preplasma for-
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mation until 1 ps before the main pulse interaction, so
that the density profiles remain extremely sharp. After
the plasma mirrors, a Mica λ

4
waveplate enables changes

the polarization (between linear and circular). Beam pro-
file monitors recorded the near and far field patterns of
the beam after the waveplate to verify focal spot qual-
ity, and to confirm that the waveplate did not noticeably
increase the pulse length.
In this experiment, the laser delivered 1.5 (±0.2) joules

to the target with 55% of the energy in a 1.2 µm FWHM
focal spot via an f/1 off-axis parabolic mirror (OAP).
This results in an on-target intensity of 2× 1021Wcm−2

(a0 = 30). A near diffraction limited spot size with a
Strehl ratio of 0.6–0.9 was attained by using a deformable
mirror (Xinetics) and a Shock-Hartmann wavefront sen-
sor, which are used to correct aberrations predominantly
from the OAP.
The targets used in the experiment were free standing

silicon nitride membranes with thicknesses of 30–100 nm,
and 1 µm Mylar (C10H8O4) foils. The targets were posi-
tioned at the laser focus with an accuracy of ±2 µm (half
of the Rayleigh length) at normal incidence. The experi-
ment was performed with a linearly polarized beam, and
with a right-hand circular polarized beam that possessed
the same focal quality albeit with ∼10 % less total en-
ergy.
A Thomson parabola ion spectrometer (TP) in the rear

target normal direction and a magnetic electron spec-
trometer (MES) 8◦ off target normal were the primary
diagnostics for the measurements of ion energy spectra
and electron energy spectra, respectively. In the TP,
magnetic fields disperse by momenta, while an electric
field provided a separation of the ion traces based on the
charge to mass ratio of the ion species. The solid angle
subtended by the TP is 9.6 × 10−8 sr. A microchannel
plate detector [20] in the TP and a Lanex scintillating
screen in the MES allowed for realtime data acquisition.
CR-39 track detectors with stacked filters were also used
for absolute ion energy measurements. A P-I-N diode
with a 25 µm Be Filter and a dipole magnet in front
measured x-ray emission above 2 keV from the interac-
tion region on the front side of the target.
With linear polarization, all targets produced an ex-

ponential energy distribution for both proton and car-
bon beams. For 30 nm SiN, linear polarization produced
protons with an average maximum energy of ≈ 13 MeV
(Fig. 1 (c)). Several shots were taken for each condition.
The smaller dispersion and higher noise in the spectra at
higher energies increase the error bars for these thinnest
targets. In several shots the spectra displayed some mod-
ulated structure. This is consistent with experiments per-
formed previously [9]. The average maximum energy of
the protons and carbon ions increases slightly as target
thickness is decreased (Fig. 1 (c)).
When the quarter waveplate was inserted (i.e., circular

polarization), the maximum proton energy was below the
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FIG. 1: (Color online) Proton energy spectra for both right-
hand circular and linearly polarized laser pulse interactions for
a) 30 nm and b) 100 nm thickness SiN) targets. Maximum
proton energy vs. target thickness is also shown (c) with lines
shown as visual aid only.

spectral range of the TP for the case of the 1µm Mylar
targets. There was also no detectable electron signal. For
the SiN targets, the proton maximum energies was low
for the 100 nm target and then subsequently increases
rapidly as the thickness decreases. For 100 nm targets,
the maximum energy was 6 MeV, which increased to 12
MeV at 30 nm (Fig. 1 (c)). The energy spectra were
exponential (Fig. 1 (a)). The electron spectrometer also
showed an increase of maximum electron energy for de-
creasing thickness, such that for the 30 nm target thick-
ness the spectra matches that of the linear case, but was
substantially weaker for the 100 nm case (Fig. 2). The
x-ray diode showed an increase in signal for both linear
and circular polarizations as the target thickness was de-
creased below 100 nm.

At energies beyond the end of the exponential tail of
the energy spectra in both polarizations for the 30 nm
targets, a small signal was also observed at relatively high
energies in the carbon spectra (Fig. 3 (a) and (b). The
quasi-monoenergetic peak was observed in the C+

6 ion
spectra that corresponded to energies between 3 and 12
MeV per nucleon. This peak had an energy spread of
≈ 66%, with the maximum energy for the circular case
≈ 2 MeV per nucleon higher than that of the linear case.
Note that the dispersion was rather poor at these energies
in the TP such that the error is ≈ 1 MeV per nucleon.
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FIG. 2: (Color online) Electron energy spectra for right-hand
circular (solid) and linear (dashed) polarized laser pulse in-
teraction for a) 30 nm and b) 100 nm SiN) targets.

It is also possible that this is due to fully ionized bulk
target ions as they possess an indistinguishable charge to
mass ratio, however due to the prominence of the C+

5 ions
compared to the Si and N ions it is more likely that it is
due to C+

6 ions. It is possible that such a signal exists
for the protons as well, but the response of the MCP to
protons is weaker than that to carbon ions, and there
consequently was not a sufficiently strong signal on the
CR-39 and the MCP to distinguish from background.

The increased electron energy indicates that rather
than achieving RPA, we are predominantly coupling laser
energy to electron heating. It is unlikely that the target
expanded to a sub-critical density (< 1021cm−3) by pre-
pulse for the circular case, as this would suggest far more
expansion when compared to the linear case, leading to
a drop in maximum proton energy [21] which was not
observed experimentally. To determine the source of the
electron heating, simulations using the 2D3P particle-in-
cell (PIC) code OSIRIS [22] were performed. A fully
ionized carbon target (ne = 500ncrit) with 6 nm pro-
ton layers (ne = 100ncrit) on the front and rear surfaces
was used to match the experimental conditions of con-
taminants on a thin foil, in contrast to many simulations
performed prior. The input polarization and the tar-
get thickness were also varied. The target thicknesses
used were 24 nm (thin) and 96 nm (thick) to give a total
target thickness of 36 and 108 nm respectively, with a
transverse dimension of 14 µm. The incident pulse had
a pulse length of 40 fs, and a field strength parameter
of a0 = 30 focused to a 1.1 µm FWHM gaussian spot.
The cell size was 2.88 nm in both directions with at least
32 particles per cell (256 particles per cell for the proton
layer).

For thin targets, initially the target focal area is accel-
erated forward by RPA with minimal electron heating,
but as the target becomes rapidly deformed, the electrons
begin to be heated efficiently via direct laser acceleration
[23] and Brunel heating [24], because the target surface
normal is no longer perpendicular to the laser field. For
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FIG. 3: (Color online) C
+

6 energy spectra for a) right-hand
circular and b) linear polarized laser pulse interaction for 30
nm SiN targets. Detector background levels are shown for
comparison. Raw spectra are shown for c) circular and d)
linear polarization, with the high energy carbon peak denoted
by the red circle.

the circular heating case, we can observe this heating
due to surface deformation by considering the variance
of the transverse electron momenta and the mean target
displacement along the laser axis. Plotting these values
versus time, we can observe a clear correlation for thin
targets with circular polarization (Fig. 4 (e) and (f)).
Here we use a Gaussian rather than a super-Gaussian fo-
cus, and so the curvature is across the entire focal spot
rather than simply at the edges of the focus. These hot
electrons form a sheath field, which is strongest near the
focal area. 168 fs after the pulse interacts, TNSA has
accelerated protons to appreciable energies (10–20 MeV)
for the thin targets, with the focal area protons possess-
ing not only higher energies but also a much larger di-
vergence (Fig. 4 (a) and (c). The increased divergence of
the focal area protons is predominantly due to the initial
curvature of the target and the subsequent acceleration
from sheath fields. For both polarizations the proton en-
ergy spectra was exponential for the TNSA accelerated
protons. A much smaller population with a large diver-
gence due to RPA indicated a narrow energy spread peak
between 30 and 60 MeV.

Thicker targets take longer to accelerate the focal vol-
ume and as a result will deform at much later times.
Hence, for circular polarization significantly less energy
can be absorbed into hot electrons. The maximum
proton energy decreases slightly for TNSA accelerated
protons in the linear case compared with thin targets,
whereas for circular polarization acceleration is almost
entirely suppressed.

In the 2D simulations, protons in the focal area display



4

a divergence of ∼ π radians. Using this to estimate the
solid angle emission of 2π steradians, for a proton den-
sity of 1023cm−3 and our detector solid angle, we would
only expect on the order of ∼ 1 protons to enter our de-
tector. By contrast, protons from the surrounding area
that undergo TNSA have a much smaller divergence; on
the order of milliradians. We can estimate ∼ 106 protons
can reach the detector, a difference in 6 orders of magni-
tude, which explains the absence of RPA protons in the
experimental measurement.

However, a narrow energy spread feature in the spec-
tra is observed for thin foil C+

6 ions, which are likely to
be RPA ions from the focal area. The TP has a much
higher sensitivity to carbon ions, allowing them to be
distinguished from the background (Fig. 3 (a) and (b)).
The simulations suggest that the focal volume ions on
the rear of the target gain some velocity from the initial
RPA interaction, but lose desirable beam qualities due
to the subsequent acceleration by the sheath.
It is evident then that the experimental conditions are

not matched to the RPA regime due to the finite spot
effects. The focal spot used in our studies is Gaussian,
which will exhibit deformation effects throughout the fo-
cus rather than the “difficult to make” flat-top focus.
Femtosecond shaping of the pulse after plasma mirrors
would also be very difficult. It is impractical to simply
increase the spot size to increase total flux, as increasing
the focal diameter increases the required power quadrat-
ically, meaning that an increase in focal diameter to even
a 5 micron spot size would increase the required power
to 2.5 petawatts, beyond current laser capabilities. Mass
limited targets may suppress the effects of electron heat-
ing, but for thin foils these would be difficult to fabricate.
Decreasing intensity would require more laser energy to
achieve effective acceleration.
In conclusion, we have performed experiments investi-

gating the effects of circular polarization on ion acceler-
ation with ultra-short pulses at high intensity. We find
that below a threshold thickness of 100 nm, circular po-
larization begins to heat electrons and accelerate the sur-
rounding contaminant ions via TNSA. Simulations show
that target deformation provides a mechanism for laser
energy to efficiently couple to the electrons, and TNSA
occurs as a result. To minimize electron heating and
more efficiently transfer momentum to the target, one
would likely require comparable intensities but with a
much larger focal diameter, requiring laser energies be-
yond current capabilities, which may be possible on fu-
ture platforms [25].
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FIG. 4: (Color online) Proton density space of OSIRIS 2D
PIC simulations for a) thin linear, b) thick linear, c) thin
circular, and d) thick circular cases taken at 168 fs. For the
circular case, the mean target displacement along the laser
axis v. time is shown in e), and the effective temperature v.
time is shown in f). “Thin” and “thick” correspond to a total
target thickness of 36 nm and 108 nm respectively with the
target left justified at an x position of 0.
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