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1Physics Department,

Faculty of Mathematics and Physics,

University of Ljubljana, Ljubljana,

Slovenia
2Institute for Theoretical Physics,

Georg-August-Universität Göttingen,

D-37077 Göttingen,

Germany
3Technische Universität Braunschweig,

Institut für Mathematische Physik,

Mendelssohnstraße 3,

D-38106 Braunschweig,

Germany
4Department of Physics,

University of Osnabrück,

D-49069 Osnabrück,

Germany

(Dated: October 28, 2020)

The last decade has witnessed an impressive progress in the theoretical understanding of
transport properties of clean, one-dimensional quantum lattice systems. Many physically
relevant models in one dimension are Bethe-ansatz integrable, including the anisotropic
spin-1/2 Heisenberg (also called spin-1/2 XXZ chain) and the Fermi-Hubbard model.
Nevertheless, practical computations of, for instance, correlation functions and trans-
port coefficients pose hard problems from both the conceptual and technical point of
view. Only due to recent progress in the theory of integrable systems on the one hand
and due to the development of numerical methods on the other hand has it become
possible to compute their finite temperature and nonequilibrium transport properties
quantitatively. Most importantly, due to the discovery of a novel class of quasilocal
conserved quantities, there is now a qualitative understanding of the origin of ballistic
finite-temperature transport, and even diffusive or super-diffusive subleading corrections,
in integrable lattice models. We shall review the current understanding of transport in
one-dimensional lattice models, in particular, in the paradigmatic example of the spin-
1/2 XXZ and Fermi-Hubbard models, and we elaborate on state-of-the-art theoretical
methods, including both analytical and computational approaches. Among other novel
techniques, we discuss matrix-product-states based simulation methods, dynamical typ-
icality, and, in particular, generalized hydrodynamics. We will discuss the close and
fruitful connection between theoretical models and recent experiments, with examples
from both the realm of quantum magnets and ultracold quantum gases in optical lattices.
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I. INTRODUCTION

The physics of strongly-correlated quantum systems in
one dimension (1d) has long attracted the interest of the-
oreticians (Cazalilla et al., 2011; Giamarchi, 2004; Guan
et al., 2013; Schönhammer, 2004) because of its intrigu-
ing properties. For instance, quantum fluctuations can
have a particularly pronounced effect in 1d, leading to
the absence of finite-temperature phase transitions and
to the breakdown of Landau’s Fermi liquid theory, ren-
dering 1d unique in many regards. A particularly appeal-
ing aspect of many-body physics in one dimension is the
existence of exact solutions for a subset of microscopic
models, including both systems in the continuum such
as the Gaudin-Yang model and the Lieb-Liniger gas, and
lattice models such as the spin-1/2 XXZ chain and the
Fermi-Hubbard chain. For the aforementioned models,

versions of the Bethe ansatz are exploited in order to ar-
rive at such solutions, and these are considered instances
of integrable (quantum) models.1

Because of the wide range of available theoretical ap-
proaches, there is the appealing ambition of developing
a full theoretical understanding of these systems, both
quantitative and qualitative. Moreover, many quasi-1d
materials from, e.g., quantum magnetism, are, to a good
approximation, described by relatives of the integrable
spin-1/2 Heisenberg or the Fermi-Hubbard chain. Ul-
tracold quantum gases (Bloch et al., 2008) provide an-
other avenue for the experimental study of 1d systems,
ranging from degenerate quantum gases in the continuum
[see, e.g., (Hofferberth et al., 2007; Kinoshita et al., 2004,
2006; Langen et al., 2015; Liao et al., 2010; Paredes et al.,
2004)) to fermionic or bosonic lattice gases (see, e.g.,
(Cheneau et al., 2012; Kaufman et al., 2016; Ronzheimer
et al., 2013; Salomon et al., 2019; Vijayan et al., 2020;
Xia et al., 2014)], including also realizations of Heisen-
berg Hamiltonians (Fukuhara et al., 2013a,b; Hild et al.,
2014). A renewed interest in 1d systems originates from
the fields of nonequilibrium dynamics in closed quan-
tum systems [for a review, see (Calabrese et al., 2016;
D’Alessio et al., 2016; Eisert et al., 2015; Gogolin and
Eisert, 2015; Polkovnikov et al., 2011; Rigol et al., 2008)]
and many-body localization [for a review, see (Abanin
et al., 2019a; Altman and Vosk, 2015; Nandkishore and
Huse, 2015)], where 1d systems are the play- and testing
ground for new concepts, novel phase transitions, or far-
from-equilibrium dynamics. Due to the integrability of
some 1d systems, one can systematically study the tran-
sition between integrability and quantum-chaotic behav-
ior [see (D’Alessio et al., 2016; Essler and Fagotti, 2016;
Vidmar and Rigol, 2016) and references therein].
One of the most generic nonequilibrium situations

is steady-state transport. This question has a very
rich history. It was Joseph Fourier who in 1807 pre-
sented his manuscript to the French Academy, de-
scribing heat transport in terms of the diffusion equa-
tion (Fourier, 1822). The work was groundbreaking in
several ways (Narasimhan, 1999). Prior to that, physi-
cists were trying to understand heat conduction in terms
of the complicated motion of the constituent particles but
Fourier changed the mindset by suggesting an effective
continuum description in terms of a partial differential
equation. Fourier’s law (or its extensions to other con-
served quantities, such as Fick’s law, Ohm’s law, etc.)
states that the energy current j(E) is proportional to the
temperature gradient and to the inverse of the system’s
length2 L. Empirically, it holds in real materials. How-
ever, the microscopic origin of such normal, i.e., diffusive

1 The notion of integrability in quantum systems will be com-
mented on below.

2 As we will deal with lattice Hamiltonians, we will use L for de-
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transport is, even today, not entirely understood. Par-
ticularly in low-dimensional systems, one often finds that
simple Hamiltonian systems do not obey Fourier’s law –
instead, transport is anomalous with a nontrivial power-
law scaling of the current, j(E) ∼ 1/Lγ . Understanding
under what conditions one gets normal transport is one of
the main challenges of theoretical physics (Bonetto et al.,
2000; Buchanan, 2005).
In classical systems, this question has been studied

since Fermi, Pasta, Ulam and Tsingou’s work on equi-
libration in anharmonic chains (Dauxois, 2008; Fermi
et al., 1955), which eventually led to the birth of the the-
ory of classical Hamiltonian chaos. One would naively ex-
pect integrable systems to be ballistic conductors, i.e., ex-
hibiting a zero bulk resistivity, while chaotic ones should
display diffusion; this is rooted in the existence of ex-
tra conservation laws, which may prevent currents from
decaying. Such a distinction, however, is not as clear-
cut as one might think. While no rigorous conclusions
have been reached yet [for reviews, see (Benenti et al.,
2020; Dhar, 2008; Lepri et al., 2003)], explicit examples
demonstrate that even systems without classical chaos
can display a wide spectrum of transport types.
In the quantum domain, the situation is even more in-

teresting. There has been significant progress over the
last years in understanding transport in 1d quantum lat-
tice systems, thanks to both analytical and numerical
work. Due to the large number of studies since the latest
overview articles appeared (Heidrich-Meisner et al., 2007;
Zotos, 2002, 2005; Zotos and Prelovšek, 2004), there is a
clear need for a comprehensive survey of the state-of-the-
art of this field. The aim of the present review is to give
an overview over the transport properties of 1d quan-
tum lattice models at finite temperatures, to describe
the established results, to identify open questions, and
to point out future directions. Specifically, we are in-
terested in lattice systems in the thermodynamic limit,
including examples of integrable and nonintegrable cases.
We stress that the field was by no means only

driven by theoretical questions, but equally importantly,
also by experiments on quantum magnets (Hess, 2008,
2019; Sologubenko et al., 2007b), which show that low-
dimensional quantum magnets typically feature signifi-
cant contributions from magnetic excitations to the ther-
mal conductivity. Moreover, experiments with ultracold
atomic gases in optical lattices can investigate transport
properties of well (Brown et al., 2019; Guardado-Sanchez
et al., 2020; Nichols et al., 2019; Ronzheimer et al., 2013;
Schneider et al., 2012; Xia et al., 2014).
The universal features of 1d quantum systems at low

temperatures are well captured by a universal Tomonaga-
Luttinger low-energy theory, which can be solved using

noting the number of sites as well, with the understanding that
the lattice spacing is set to unity.

bosonization (see Giamarchi (2004) and Schönhammer
(2004) for a review). This reflects the general failure
of the Landau quasiparticle description and accounts
for the phenomenon of spin-charge separation. More-
over, many numerical tools work particularly well in
the one-dimensional case, such as the density-matrix-
renormalization group (DMRG) technique and its rela-
tives (Schollwöck, 2005, 2011; White, 1992). As a con-
sequence, many of the equilibrium properties of one-
dimensional quantum systems are well understood. De-
spite the power of such methods, there are, neverthe-
less, open questions and limitations. When deriving the
universal low-energy theory, it is not straightforward to
capture nontrivial conservation laws inherited from the
microscopic lattice models, and a description of the trans-
port properties therefore remains a challenging task. Nu-
merical methods often suffer from limitations in the ac-
cessible time scales and system sizes, rendering the cal-
culation of dc transport coefficients a particulary difficult
problem.
A number of specific 1d Hamiltonians allow for ex-

act solutions via Bethe-ansatz techniques (Bethe, 1931).
These include the anisotropic spin-1/2 Heisenberg, its
anisotroic extension, the spin-1/2 XXZ chain (Taka-
hashi, 1999), and the Fermi-Hubbard chain (Essler et al.,
2005), which serve as paradigmatic models of 1d quan-
tum physics. For concreteness and because of its signif-
icance within the scope of the review, let us detail the
Hamiltonian of the anisotropic Heisenberg chain. It can
be written as H =

∑

r hr,r+1 with

hr,r+1 = J(sxrs
x
r+1 + syrs

y
r+1 +∆szrs

z
r+1) . (1)

Here, sx,y,zr are spin-1/2 operators at site r (~ = 1), J
is the exchange coupling constant, and ∆ parametrizes
the exchange anisotropy. We choose J > 0, i.e., an an-
tiferromagnetic coupling, unless stated otherwise. The
spin-1/2 XXZ chain is gapless for |∆| ≤ 1 and features
a gapped charge-density wave phase for ∆ > 1. By us-
ing a Jordan-Wigner transformation (Giamarchi, 2004),
the model can be mapped to a system of spinless lattice

fermions c
(†)
r :

hr,r+1 =
J

2
c†rcr+1 + h.c. + J∆

(

nr −
1

2

)(

nr+1 −
1

2

)

.

(2)

The limit ∆ = 0 corresponds to free fermions and can
thus be solved analytically by a simple Fourier transform
from real to (quasi)momentum space. Because of this
mapping, the spin-1/2 XXZ chain is often considered to
be one of the simplest models of interacting (spinless)
fermions.
While the aforementioned Bethe-ansatz methods pro-

vide access to the eigenenergies, excitations (Essler et al.,
2005; Orbach, 1958), thermodynamics [see, e.g., (Gaudin,
1971; Klümper, 1993; Klümper and Johnston, 2000;
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Takahashi, 1971, 1973, 1999)], and even response func-
tions [see, e.g., (Caux and Maillet, 2005; Klauser et al.,
2011)] of such Hamiltonians (Schollwöck et al., 2004), the
exact calculation of transport coefficients is a very diffi-
cult task and has remained controversial for decades.

The notion of integrability is not unambiguously de-
fined in quantum physics (Caux and Mossel, 2011).
Within the scope of this review, we will exclusively deal
with examples of Bethe-ansatz integrable models that
possess an infinite number of local conservation laws.
These are primarily the spin-1/2 XXZ chain and the 1d
Fermi-Hubbard model. The nonintegrable models that
are covered here emerge from these integrable models via
adding perturbations that are expected to break all non-
trivial conservation laws, such as (generic) spin-1/2 lad-
ders, chains with a staggered magnetic field, frustrated
spin chains, or dimerized spin chains.

The following discussion is based on the description
of transport within linear-response theory, which relates
transport coefficients to current autocorrelation functions
via Kubo formulae. At zero temperature T = 0, the
transport coefficients of clean systems are well under-
stood (Kohn, 1964; Scalapino et al., 1993; Shastry and
Sutherland, 1990): in gapless phases, we deal with ideal
metals and hence a divergent dc conductivity. This di-
vergence is captured via the so-called Drude weight, the
prefactor of a δ-singularity in the real part of the con-
ductivity. At T = 0, the presence or absence of such
a singularity simply distinguishes metallic behavior from
insulators, respectively, and therefore, in this limit, inte-
grability of the microscopic model is not relevant for the
existence of nonzero Drude weights.

An intriguing property of integrable models with re-
gard to their transport properties is that they can be ideal
finite-temperature conductors despite the presence of two-
body interactions. This connection was comprehensively
worked out in seminal papers (Castella et al., 1995; Zotos
et al., 1997; Zotos and Prelovšek, 1996) and is explained
by the presence of nontrivial conservation laws prevent-
ing current autocorrelation functions from decaying to
zero. This is reflected by a nonzero finite-temperature
Drude weight in the corresponding transport coefficient.3

Similarly, one can view this as a quantum-quench prob-
lem: Imagine a current is induced in a ring at finite tem-
perature by applying and then turning off a force. If
there is an overlap with conserved quantities, then the

3 We note that in this review, the term ‘transport coefficient’
refers to the entire frequency-dependent object, including poten-
tial zero-frequency singularities such as the Drude weight. Note
further that a nonzero Drude weight does not exclude the exis-
tence of nonzero and nondivergent zero-frequency contributions
stemming from the regular part (see (Spohn, 2012) for a review
and referencs therein). This is, in fact, a generic situation in
normal fluids in the continuum.

induced current will never decay, not even in the ther-
modynamic limit (Mierzejewski et al., 2014). Therefore,
there is an intimate connection to the intensely debated
topic of thermalization and relaxation in closed quantum
many-body systems (D’Alessio et al., 2016; Eisert et al.,
2015; Essler and Fagotti, 2016; Gogolin and Eisert, 2015;
Polkovnikov et al., 2011; Vidmar and Rigol, 2016).

The existence of a finite-temperature Drude weight is
trivial in a system of free fermions (or bosons) such as
the spin-1/2 XX chain. In an ordinary metal and in the
Drude model, a finite Drude weight arises in the limit of
a diverging relaxation time In a Fermi liquid, this occurs
in the limit of T → 0, where the quasi-particle lifetime
becomes infinite, provided there are no impurities.

In some famous cases of integrable interacting mod-
els, the conservation laws relevant for ballistic transport
properties are easy to identify (Grabowski and Math-
ieu, 1995): For thermal transport in the spin-1/2 XXZ
chain, the total energy current J (E) itself is conserved,
rendering both the transport coefficients for energy and
thermal transport divergent. The conservation of J (E)

is also sufficient to prove that spin transport is ballistic
at any finite magnetization mz = 2〈Sz〉/L 6= 0 where
Sz =

∑

r s
z
r (Zotos et al., 1997). For thermal transport

in spin-1/2 XXZ chains at zero magnetization, the energy
Drude weight4 was computed from Bethe-ansatz meth-
ods (Klümper and Sakai, 2002; Sakai and Klümper, 2003;
Zotos, 2017).

For spin transport and at zero magnetization (either in
the canonical or grand-canonical ensemble), the problem
turned out to be much harder and has evolved into one of
the key open questions in the theory of low-dimensional
quantum systems. While a first Bethe-ansatz calculation
(Zotos, 1999) indicated nonzero spin Drude weights in a
wide parameter range, consistent with exact diagonaliza-
tion (Heidrich-Meisner et al., 2003; Narozhny et al., 1998;
Zotos and Prelovšek, 1996), the actual relevant conser-
vation laws were not known until 2011. Exact diagonal-
ization was often argued to be inconclusive due to the
small accessible system sizes (Sirker et al., 2009, 2011)
while the Bethe-ansatz results from (Zotos, 1999) were
challenged as well: The calculation of the spin Drude
weight cannot be done in the same rigorous manner as
for the energy Drude weight, and qualitatively different
results were obtained from another Bethe-ansatz calcu-
lation using different assumptions (Benz et al., 2005).
Therefore, the questions of whether or not the spin Drude
weight was finite in the spin-1/2 XXZ chain at mz = 0
and how to compute it quantitatively attracted the at-
tention of theoreticians using a wide range of methods
such as Quantum Monte Carlo (Alvarez and Gros, 2002c;

4 Throughout this review, we use the term energy Drude weight
instead of thermal Drude weight.
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Transport channel mz 0 ≤ ∆ < 1 ∆ = 1 ∆ > 1

Energy Drude weight D(E)
w 0, 6=0 > 0 > 0 > 0

Spin Drude weight D(S)
w 0 > 0 0 0

Spin Drude weight D(S)
w 6=0 > 0 > 0 > 0

TABLE I Overview of the different finite-temperature Drude
weights of the antiferromagnetic spin-1/2 XXZ chain whose
different behaviors will be covered in this review: the spin

Drude weight D(S)
w and the energy Drude weight D(E)

w as a
function of magnetization mz = 2

∑

r〈szr〉/L and model pa-
rameters, where ∆ is the exchange anisotropy. The actual
definitions for the Drude weights will be given in Sec. II and
the theoretical predictions are covered in Secs. III and VI.

Grossjohann and Brenig, 2010; Heidarian and Sorella,
2007), field theory (Fujimoto and Kawakami, 2003; Sirker
et al., 2009, 2011), density-matrix-renormalization-group
simulations at finite temperatures (Karrasch et al., 2012,
2013b), dynamical typicality (Steinigeweg et al., 2014a),
DMRG simulations of open quantum systems (Prosen
and Žnidarič, 2009; Žnidarič, 2011), and more recently,
generalized hydrodynamics (GHD) (Bulchandani et al.,
2018; Ilievski and De Nardis, 2017b). GHD is a hydro-
dynamic description valid for general Bethe-ansatz inte-
grable models developed in (Bertini et al., 2016; Castro-
Alvaredo et al., 2016) [see also the recent review (Doyon,
2019c)].

The question of finiteness of the finite-temperature
spin Drude weight in the gapless regime (|∆| < 1) of the
spin-1/2 XXZ chain has been resolved in 2011 (Prosen,
2011b; Prosen and Ilievski, 2013) by the discovery of the
so-called quasilocal charges which were derived, quite un-
expectedly, from an exact solution of a boundary-driven
many-body Lindblad master equation. These conserved
quantities are fundamentally different from the previ-
ously known local conserved charges derived from the al-
gebraic Bethe ansatz since they break spin-reversal sym-
metry. This can be interpreted as a consequence of the
dissipative, non-time-reversal invariant setup that they
are derived from. Soon after, the quasilocal charges have
been extended to periodic (or more generally, twisted)
boundary conditions (Pereira et al., 2014; Prosen, 2014c),
and generalized to a one-parameter family (Prosen and
Ilievski, 2013). The existence of these hitherto unknown
quasilocal charges quantitatively explained the results
of numerical simulations and qualitatively confirms the
TBA result (Zotos, 1999). Remarkably, the lower bound
to the spin Drude weight agrees exactly with recent an-
alytical results for the spin Drude weight based on GHD
(Ilievski and De Nardis, 2017b) and the thermodynamic
Bethe ansatz (Urichuk et al., 2019; Zotos, 1999). Table I
summarizes the Drude weights that will be covered in
this review for the spin-1/2 XXZ chain.

Apart from the issue of Drude weights, there are
equally interesting questions concerning diffusion and

finite-frequency behavior.5 In the gapless regime of the
spin-1/2 XXZ chain (|∆| < 1), a regular diffusive sub-
leading contribution to transport was advocated for by
(Sirker et al., 2009, 2011) while a pseudogap structure
in the low-frequency window was suggested in (Her-
brych et al., 2012). In the regime |∆| > 1, anomalous
low-frequency properties were observed on finite systems
(Prelovšek et al., 2004), while most studies indicate a
nonzero dc spin conductivity and thus a finite diffusion
constant (Karrasch et al., 2014b; Prosen and Žnidarič,
2009; Steinigeweg and Brenig, 2011; Steinigeweg and
Gemmer, 2009; Žnidarič, 2011). Remarkably, diffu-
sion in integrable systems has been recently explained
within the GHD framework, also yielding a quantita-
tive prediction for the diffusion constant (De Nardis
et al., 2018; Gopalakrishnan and Vasseur, 2019). More-
over, numerical evidence for superdiffusive spin trans-
port with a dynamical exponent of z = 3/2 at the
Heisenberg point ∆ = 1 has been found in (Ljubotina
et al., 2019a, 2017) and self-consistently explained within
GHD (Bulchandani et al., 2020; De Nardis et al., 2019b,
2020b; Gopalakrishnan and Vasseur, 2019). This is the
same exponent as in the Kardar-Parisi-Zhang universal-
ity class (Kardar et al., 1986) leading to the actively in-
vestigated question of whether this scenario is realized
in the spin-1/2 Heisenberg chain and possibly other sys-
tems with SU(2)-symmetric exchange (De Nardis et al.,
2019b; Dupont and Moore, 2020; Ljubotina et al., 2019a,
2017; Spohn, 2020a; Weiner et al., 2020).
While much of the research concentrated on the linear-

response regime of the spin-1/2 XXZ chain, current ac-
tivities have evolved into a number of interesting direc-
tions. An immediate goal (Jin et al., 2015; Karrasch,
2017b; Karrasch et al., 2016, 2014a, 2017) is to establish
a complete picture for the linear-response transport in
the Fermi-Hubbard chain, which is perhaps the second
equally important integrable lattice model with regards
to experimental realizations.
Next, also having real materials in mind, another

important question is how robust transport properties
are against perturbations. This has triggered much re-
search into nonintegrable models [see, e.g., (Alvarez and
Gros, 2002a; Heidrich-Meisner et al., 2002, 2003, 2004b;
Huang et al., 2013; Jung et al., 2006; Jung and Rosch,
2007; Prosen, 1999; Rabson et al., 2004; Saito et al.,
1996; Steinigeweg et al., 2015, 2016b; Zotos, 2004; Zotos
and Prelovšek, 1996) and further references mentioned
in Sec. VIII]. In this regime, numerical methods play
a crucial role. While the expectation is that noninte-
grable models should exhibit diffusive transport at finite
temperature, demonstrating this in an exact manner or

5 The range of possible transport types – ballistic, diffusive, su-
perdiffusive, subdiffusive – will be introduced in Sec. II.B, see
also Fig. 1.
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in numerical simulations is a challenging task. Signifi-
cant progress has been made with modern computational
methods that allow one to obtain diffusion constants
at least at high temperatures (Karrasch et al., 2014b;
Steinigeweg et al., 2015, 2016b; Žnidarič, 2011). The
generic description of nonintegrable models at low tem-
peratures results from extensions of Tomonaga-Luttinger
low-energy theories for gapless systems (Sirker et al.,
2009, 2011) or field theories for gapped situations (Damle
and Sachdev, 2005; Sachdev and Damle, 1997). More-
over, nonintegrable models in 1d may still possess long-
lived dynamics and hydrodynamic tails and it is by no
means obvious that diffusion is the only possible scenario
[see, e.g., (De Nardis et al., 2020b; Medenjak et al., 2019)
for recent work].

In the discussion of nonintegrable models, we exclude
systems with disorder (Abanin et al., 2019a; Altman and
Vosk, 2015; Gopalakrishnan and Parameswaran, 2020;
Luitz and Lev, 2017; Nandkishore and Huse, 2015).
Many-body lattice systems with disorder are believed to
host both ergodic and many-body localized phases [see
also the recent discussion in (Abanin et al., 2019b; Panda
et al., 2019; Sierant et al., 2020; Šuntajs et al., 2019)].
The transport properties of the ergodic phase are quite
interesting and there is a number of studies (Agarwal
et al., 2015; Žnidarič et al., 2016) that claim the existence
of a subdiffusive regime within the ergodic phase. This
result, however, is still controversial (Bera et al., 2017;
Barǐsić et al., 2016; Steinigeweg et al., 2016a). Neverthe-
less, the ergodic phase of disordered models is often con-
sidered a generic example of a thermalizing phase with
diffusive transport (then obviously excluding the puta-
tive subdiffusive regime).

Moreover, there has been a fervent activity concern-
ing the studies of more general forms of transport. For
instance, manifestly nonequilibrium situations with in-
homogeneous density profiles are intensely investigated
(Aschbacher and Pillet, 2003; Bertini et al., 2016; Castro-
Alvaredo et al., 2016; Gobert et al., 2005; Jesenko and
Žnidarič, 2011; Karrasch et al., 2013c; Lancaster and Mi-
tra, 2010; Langer et al., 2009, 2011; Ljubotina et al.,
2017; Ruelle, 2000; Steinigeweg et al., 2017b), partially
also because such initial conditions can be realized with
both quantum magnets (Montagnese et al., 2013; Ot-
ter et al., 2009) and quantum gases (Fukuhara et al.,
2013a,b; Ronzheimer et al., 2013; Schneider et al., 2012).
In addition, there is a growing interest in using insights
from CFT and AdS/CFT correspondence for the de-
scription of such nonequilibrium situations (Bernard and
Doyon, 2012; Bhaseen et al., 2015; Dubail et al., 2017).

For both the description of transport in the linear-
response regime and for nonequilibrium situations, GHD
has been established as a powerful theoretical frame-
work for Bethe-ansatz integrable quantum lattice models
(Bertini et al., 2016; Castro-Alvaredo et al., 2016). The
approach allows to compute Drude weights (Ilievski and

De Nardis, 2017b), diffusion constants (De Nardis et al.,
2018) and can provide the full temperature dependence
of both quantities. Moreover, subleading corrections to
transport coefficients can be extracted such as diffusive
or superdiffusive corrections in the presence of a Drude
weight (Agrawal et al., 2020). Most importantly, GHD
often allows for developing an intuition and interpreta-
tion as it is based on a kinetic theory of the characteristic
excitations of integrable models. While GHD is a recent
development, it will be prominently featured throughout
the review.

Furthermore, we will complement the picture emerg-
ing from linear-response theory or closed quantum system
simulations with insights from studies of open-quantum
systems. In our context, these are long pieces of spin
or Fermi-Hubbard chains coupled to an environment via
boundary driving. The theoretical description is based
on quantum master equations, and the Lindblad equa-
tion is the most commonly employed starting point. The
boundary-driving terms can be used to induce a tem-
perature or magnetization difference across the region of
interest. The focus is on the steady state that can be
close or far away from equilibrium and is referred to as
a nonequilibrium steady state (NESS). While there are
methods to solve such set-ups exactly for free systems
(Prosen, 2008, 2010) and statements about the existence
and uniqueness of the steady state (Evans, 1977; Frige-
rio, 1977; Spohn, 1977), one frequently needs to resort to
numerical methods, in particular when dealing with in-
teracting systems. Time-dependent DMRG has emerged
as a useful solver and comparably large systems sizes are
studied (Prosen and Žnidarič, 2009). The scaling behav-
ior of the NESS current with system size allows to char-
acterize transport as diffusive, ballistic or super(sub)-
diffusive and is therefore a very valuable complementary
approach. For instance, the notion of superdiffusive dy-
namics in the spin-1/2 Heisenberg chain was first estab-
lished from open-quantum system simulations (Žnidarič,
2011). One can also extract diffusion constants which in
certain limiting cases should agree with the results from
linear-response theory (Žnidarič, 2019). Open-quantum
system simulations were extensively used to investigate
transport in spin-1/2 XXZ chains, the Fermi-Hubbard
chain, and spin-ladders, to name but a few examples [see,
e.g., (Katzer et al., 2020; Mejia-Monasterio and Wich-
terich, 2007; Mendoza-Arenas et al., 2015, 2013b; Michel
et al., 2003, 2008; Prosen and Žnidarič, 2012; Saito et al.,
1996; Xu et al., 2019; Žnidarič, 2013b)].

As with any review article, choices regarding the scope,
topics, and focus need to be made. This review will
not discuss transport in mesoscopic systems, transport
in systems with disorder, or in continuum models. Out
of the wide range of transport theory in lattice models,
here, we emphasize certain Hamiltonians, results from
Bethe ansatz, the role of the newly discovered quasilo-
cal charges, results from GHD, from a range of numeri-
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cal methods, and a comparison between linear-response
theory and open-quantum systems. Field-theoretical ap-
proaches are very important in the field, yet a full cov-
erage of the technical aspects and its predictions are be-
yond the scope of this work and the reader is referred to
recent reviews (Sirker, 2020) and the original literature
for more details. The same goes for a wide range of re-
sults for nonintegrable models, Floquet systems [see, e.g.,
(Lange et al., 2018b; Lenarcic et al., 2018a,b)], transport
in disordered systems, and many nonequilibrium studies
that will not be covered in full detail.

This review is organized as follows. First, we introduce
the calculations of transport coefficients within linear-
response theory in Sec. II. Then, we discuss how non-
trivial conservation laws can constrain the dynamics of
current correlations, approaches based on Bethe ansatz,
and generalized hydrodynamics in Sec. III. In Sec. IV,
we cover recent developments in theoretical and numer-
ical methods, which are intimately intertwined with the
progress in the theory of finite-temperature transport.
The introductory sections are concluded by Sec. V that
discusses open-quantum systems. The readers who are
familiar with the theoretical background and the meth-
ods can immediately jump to Secs. VI – X, which cover
specific models and results.

We will extensively discuss the properties of the spin-
1/2 XXZ chain and stress the importance of local and
quasilocal conservation laws in Sec. VI. Moreover, we will
provide an overview over the established results and the
open questions for the Hubbard chain in Sec. VII, while
Sec. VIII is devoted to transport in nonintegrable sys-
tems. Section IX covers examples of far-from-equilibrium
transport.

Finally, we will provide a brief overview over key ex-
perimental results in Sec. X. Besides experiments investi-
gating the steady-state thermal conductivity in quantum
magnets, these also include measuring spin diffusion us-
ing NMR methods and a more recent approach, namely
the driving of spin currents in quantum magnets via the
Seebeck effect (Hirobe et al., 2017). In parallel, ultracold
quantum gases have emerged as an additional platform
to investigate transport in one-dimensional lattice mod-
els [see, e.g., (Hild et al., 2014; Ronzheimer et al., 2013;
Vijayan et al., 2020; Xia et al., 2014)]. A major result
is the first observation of ballistic nonequilibrium mass
transport in a 1d integrable model of strongly interact-
ing bosons (Ronzheimer et al., 2013).

The theoretical progress in characterizing the different
spin-transport regimes in the spin-1/2 XXZ chain that in-
clude ballistic transport (i.e., finite Drude weights), diffu-
sive and superdiffusive dynamics have stimulated very re-
cent experiments with both quantum magnets and quan-
tum gases. A neutron-scattering study carried out in
the high-temperature regime on KCuF3 reports evidence
for superdiffusive spin dynamics that is consistent with
the Kardar-Parisi-Zhang behavior (Scheie et al., 2020).

A nonequilibrium optical-lattice experiment using 7Li
atoms has investigated the crossover from ballistic trans-
port to superdiffusion and diffusion in the same model as
a function of ∆ (Jepsen et al., 2020).

II. LINEAR-RESPONSE THEORY

In most studies of transport in interacting 1d lattice
quantum systems, the linear response is the dominant ap-
proach. In the context of this review, one reason is that
much of the focus has been on ballistic transport in inte-
grable models which can be characterized by the so-called
Drude weight, naturally appearing in linear response the-
ory. One appealing aspect of linear-response theory is
that correlation functions, in terms of which transport
coefficients are expressed, and specifically their Fourier
transformations (i.e., spectral functions) are readily ac-
cessible in various scattering experiments.

A. Framework

We are interested in the transport of conserved quan-
tities. Specifically, we consider extensive quantities Q
which (i) are conserved, [Q,H] = 0, and (ii) are expressed
as a sum of local terms qr whose support is localized
around the site r, Q =

∑

r qr. These quantities are often
referred to as “conserved charges”. If Q is not conserved,
one cannot, in the strict sense, speak about transport be-
cause Q is not just transported from one place to another,
but is also locally generated. To be concrete, we will often
refer to a typical local Hamiltonian H =

∑

r hr,r+1, with
hr,r+1 given in Eq. (1), i.e., the spin-1/2 XXZ chain. We
shall focus on the two most local conserved quantities
that are connected to global symmetries of the model:
energy qr = hr,r+1 stems from the invariance under time
translations, while conservation of magnetization or spin
qr = szr is due to the U(1) symmetry associated with ro-
tations around the z axis. For spin and energy, we have
Q = Sz =

∑

r s
z
r and Q = H, respectively.

The definition of the corresponding local current j
(Q)
r ,

where the superscript labels the conserved quantity Q,6

follows from requiring the validity of a continuity equa-
tion and Heisenberg’s equation of motion. For instance,

take the total magnetization Sz
[l,l′] :=

∑l′

r=l s
z
r of a chain

subsection with indices {l, l+1, . . . , l′}. The time deriva-
tive of Sz

[l,l′] should be given by the difference of local

spin currents j
(S)
r flowing at the section’s edge,

dSz
[l,l′]

dt
+ j

(S)
l′ − j

(S)
l−1 = 0 , (3)

6 For simplicity and in order to be consistent with the bulk of the
literature in the field, we use the labels S and E for spin and
energy, respectively.
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which together with Heisenberg’s equation of motion
Ṡz

[l,l′] = i[H,Sz
[l,l′]] naturally leads to the identification

j(S)r := i[szr, hr,r+1] (4)

= J(sxrs
y
r+1 − syrs

x
r+1) .

Similarly, energy conservation leads to the energy current

j
(E)
r defined as

j(E)
r := i[hr−1,r, hr,r+1] (5)

= J [∆(j
(S)
r−1s

z
r+1 + szr−1j

(S)
r )− j

(S)
r−1,r+1s

z
r] ,

where the explicit expression is again written for the XXZ

model (1), and a two-index spin current is j
(S)
r−1,r+1 :=

J(sxr−1s
y
r+1 − syr−1s

x
r+1). We note that the continuity

equation (3) does not uniquely define the current; one can
always add a divergence-free operator (e.g., a constant).
This ambiguity does not affect the dc-conductivity, yet
it may affect the finite-frequency behavior. While en-
ergy and spin currents can be defined microscopically, a
definition of “heat” requires an excursion into thermody-
namics [see, e.g., (Ashcroft and Mermin, 1976)], which is
beyond the scope of this review.
Before writing down the linear-response expressions,

let us give a simple classical example that illustrates
their general form. Let us assume that we are follow-
ing a particle with a coordinate x(t) and are interested
in the variance Σ2 := 〈x2(t)〉, where the average can be
taken over different realizations of the stochastic trajec-
tory x(t) (or, e.g., the distribution of positions). Kine-

matics gives x(t) =
∫ t

0
v(t1)dt1 and therefore, the vari-

ance becomes
∫ t

0

∫ t

0
〈v(t1)v(t2)〉dt1dt2. Provided the pro-

cess becomes stationary at long times and 〈v(t)〉 → 0,
the correlation function will depend only on the time
difference, 〈v(t1)v(t2)〉 = 〈v(t2 − t1)v(0)〉, leading to

Σ2 −→
∫ t

0
2(t − τ)〈v(τ)v(0)〉dτ in the long-time limit.

If in addition the correlation function decays to zero for
large τ (which is assumed at this point but may not nec-
essarily happen for a specific model), one finally gets

Σ2 t→∞−→ 2Dt , D :=

∫ ∞

0

〈v(τ)v(0)〉 dτ . (6)

The interpretation is very simple: the diffusion constant
of the coordinate is given by an integral of an autocor-
relation function of a “coordinate current” – the veloc-
ity. This is the spirit of all linear-response formulae for
transport coefficients and rests on simple kinematics or,
equivalently, on the continuity equation for a conserved
quantity. As we shall see, the same type of kinematic re-
lation (an equality of the 2nd moment of the spatial au-
tocorrelation function and the integral of the current au-
tocorrelation function) holds also in lattice systems (see
Sec. II.C.1). One remark is that the above derivation is
exact because it involves the full non-equilibrium process
v(t), while in linear response, the validity is limited to
small (gradients of) driving fields.

Linear-response theory deals with the response of a
system to an additional perturbation in the Hamiltonian.
It sprouted up from studies conducted in the 1950s that
connected equilibrium correlation functions and nonequi-
librium properties, leading to the fluctuation-dissipation
relation obtained by (Callen and Welton, 1951) and to
Green-Kubo type formulae for transport coefficients ob-
tained in (Green, 1952, 1954) and (Kubo, 1957) [for an
early review, see (Zwanzig, 1965)].
The frequency-dependent conductivity LQQ(ω) is de-

fined via a Fourier-space proportionality J (Q)(ω) =
LQQ(ω)FQ(ω), where FQ(t) = 1/(2π)

∫∞
−∞ FQ(ω)e

−iωtdt

is the driving field and J (Q)(ω) is the extensive current,
which in a lattice model is J (Q)(ω) :=

∫∞
−∞ J (Q)(t)eiωtdt

with

J (Q)(t) :=
∑

r

j(Q)
r (t) (7)

being a sum of local currents at lattice sites r. Note that
here and in the following, we use the Heisenberg picture,
i.e., J (Q)(t) := eiHtJ (Q)e−iHt. One can think of the spin
conductivity in the XXZ chain as a concrete example. In
this case, Q = Sz =

∑

r s
z
r, and the role of the driving

field is played by the gradient of the magnetic field. For
the spin conductivity, we will use the following notation
throughout this review:

σ(ω) := LSS(ω). (8)

Calculating the lowest-order response of the current
operator to a Hamiltonian perturbation that consists of
a linearly increasing potential corresponding to a homo-
geneous field F , or, equivalently, the linear perturbation
of an equilibrium initial density operator, one gets the
conductivity7

LQQ(ω) = β lim
t→∞

lim
L→∞

∫ t

0

eiωτ KJ (Q)J (Q)(τ)

L
dτ , (9)

KAB(t) :=
1

β

∫ β

0

〈BA(t+ iλ)〉 dλ ,

where KAB(t) is the so-called Kubo (or canonical) cor-
relation function with the bracket denoting the canon-
ical average, 〈•〉 := tr(e−βH•)/Z, Z := tr(e−βH), and
β = 1/T (kB = 1). The conductivity LQQ(ω) has a stan-
dard form, being a Fourier transformation of the corre-
lation function in Eq. (9).
The Kubo correlation function KAB(t) is real (Kubo,

1957) for Hermitian A and B and therefore, LQQ(ω)
is complex, LQQ(ω) := L′

QQ(ω) + iL′′
QQ(ω), where

7 For a concise derivation, see (Kubo, 1957) and for a more peda-
gogical exposition, see (Kubo et al., 1991; Pottier, 2010).
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L′
QQ(ω) = L′

QQ(−ω) and L′′
QQ(ω) = −L′′

QQ(−ω) (as well
as L′′

QQ(ω > 0) ≥ 0). In the context of the electrical
conductivity, where Q is the electrical charge, LQQ(ω)
is often called the optical conductivity because it can be
probed with light-reflectivity measurements.8 The order
of limits in Eq. (9) is important: if one takes the wrong
order, taking the limit t → ∞ first, one will probe the
edge/finite-size effects instead of bulk physics.
In the classical limit ~ → 0, or in the high-temperature

limit β → 0, the Kubo correlation function goes to a clas-
sical correlation function, KAB(t) → 〈BA(t)〉 and there-
fore, one gets a classical expression for the conductivity
LQQ(ω) = limt→∞ limL→∞

β
L

∫ t

0
eiωτ 〈J (Q) J (Q)(τ)〉dτ .

The zero-frequency conductivity at infinite temperature
T → ∞ is therefore

lim
β→0

LQQ(0)

β
= lim

t→∞
lim

L→∞

1

L

∫ t

0

〈J (Q)J (Q)(τ)〉 dτ , (10)

This infinite-temperature limit will frequently be re-
ferred to in this review. Instead of the Kubo correlation
KJ (Q)J (Q)(t), one can also express Eq. (9) in terms of
other types of correlation functions. For instance, one has
the relation (Pottier, 2010) KAB(ω) = 2/(βω) ξAB(ω)
with the spectral function ξAB(t) := 1/2 〈[A(t), B]〉. Be-
cause KJ (Q)J (Q)(t) is real and even, KJ (Q)J (Q)(ω) is
real as well and can be written as KJ (Q)J (Q)(ω) =
2
∫∞
0

cos (ωt)KJ (Q)J (Q)(t)dt. Such a “one-sided” Fourier
transformation is exactly what is needed for L′

QQ(ω) in
Eq. (9), resulting in the real part of the conductivity

L′
QQ(ω) =

i

ω

∫ ∞

0

lim
L→∞

sin (ωτ)

L
〈[J (Q)(τ),J (Q)]〉 dτ ,

(11)
where we have used that ξJ (Q)J (Q)(t) is odd and per-
formed the limit t → ∞. Similarly, KAB(ω) = (1 −
e−βω)/(βω)CAB(ω), where CAB(t) := 〈A(t)B〉, leading
to equivalent expressions

L′
QQ(ω) =

1− e−βω

ω

∫ ∞

0

lim
L→∞

Re
(
eiωτ 〈J (Q)(τ)J (Q)〉

)

L
dτ

=
2 th(βω2 )

ω

∫ ∞

0

lim
L→∞

cos (ωτ)

L
Re〈J (Q)(τ)J (Q)〉 dτ .

(12)

The imaginary part L′′
QQ(ω) can be obtained using

Kramers-Kronig (Plemelj-Sokhotski) relations (Stone
and Goldbart, 2009) or the fluctuation-dissipation the-
orem.

8 Energy scales of correlated electrons in most materials are of
the order of electron volts (coinciding with visible light), the
magnetic-field strength is negligible, and the penetration depth
of light in a conductor ∼ 1/

√

ωµ0LQQ (≈ 2 − 20 nm) is larger
than the lattice spacing (≈ 0.5 nm) such that one probes the
zero-wavevector limit of F (k → 0) described by LQQ(ω).

If H conserves the total number of particles, so does
the current J (Q), and therefore, the same expression
holds also for a grandcanonical average with the density
operator ρ ∼ e−β(H−µN). In case the average current is
not zero, 〈J (Q)〉 6= 0, which, for instance, happens if the
total momentum is conserved, one has to take the con-
nected correlation function or work in an ensemble with
zero total momentum. For a detailed discussion and def-
inition of corresponding connected correlation functions,
we refer to (Bonetto et al., 2000; Lepri et al., 2003).
The linear-response formulae for the specific case of

energy transport are somewhat trickier to derive as there
is no obvious microscopic driving potential (Zwanzig,
1965) [see also, e.g., (Gemmer et al., 2006) for studies
in concrete systems], such as, e.g., the magnetic or elec-
tric field for magnetization or particle transport. The
driving force is the gradient of the inverse temperature
which is a thermodynamic quantity and not a micro-
scopic one. This is connected to the fact that the Hamil-
tonian, whose expectation value is the energy, is itself the
generator of dynamics and therefore plays a special role
in thermodynamics. Nevertheless, one can, for instance,
identify a perturbation “Hamiltonian” that is equiva-
lent to a thermal perturbation, ultimately leading to the
same Green-Kubo type expression (Luttinger, 1964; Pot-
tier, 2010) as for the generic conductivity LQQ(ω) dis-
cussed above. Defining the energy-transport coefficient
κ(ω) = βLEE(ω) as the proportionality factor of the en-
ergy current, J (E)(ω) = −κ(ω)∇T (ω) (at vanishing ex-
pectation value of the particle current), one gets

κ(ω) = βLEE(ω) = lim
t→∞

lim
L→∞

β2

∫ t

0

eiωτ KJ (E)J (E)(τ)

L
dτ .

(13)
The difference compared to the conductivity given in
Eq. (9) is an additional factor of β = 1/T stemming from
the fact that κ is the proportionality factor between cur-
rent and ∇T instead of ∇T/T .
In general, one can also have nonzero cross-transport

coefficients, in which case one has to deal with the whole
Onsager matrix9 L̃QQ′ . In order to ensure that the ma-

trix L̃ has the correct symmetry,10 one has to be care-
ful (Mahan, 1990; Pottier, 2010) with the choice of driv-
ing forces FQ which are equal to gradients of intensive
quantities obtained by entropy derivatives. One way
is to start from the entropy production rate ds/dt =
∑

Q J (Q)FQ/L from which one can identify currents

J (Q) and corresponding forces FQ. To linear order, the
relations between currents and forces take the form

J (Q) =
∑

Q′

L̃QQ′ FQ′ . (14)

9 Note that L and L̃ differ by a factor of β.
10 For a time-reversal invariant system and observables with the

same parity under time reversal, L̃ is symmetric.
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Since the entropy production rate is
∑

Q,Q′ L̃QQ′FQFQ′ ,

the Onsager matrix has to be positive semidefinite, L̃ ≥
0. Using Hamiltonian linear-response theory, L̃QQ′ are
given by the Kubo correlation function KJ (Q)ȦQ

, where
AQ is the operator coupled to FQ. For instance, one

has ȦE = TJ (E) and FE = ∇( 1
T ) for energy transport

and ȦS = TJ (S) and FS = −∇( b
T ) for spin transport (b

is the magnetic field), so that zero-frequency transport
coefficients can be written as

L̃QQ′ =

∫ ∞

0

lim
L→∞

KJ (Q)J (Q′)(t)

L
dτ . (15)

In the uncoupled case, i.e., L̃ES ≡ 0, one has κ = L̃EE/T
2

and σ = L̃SS/T , recovering the previous expressions (13)
and (9).
The conductivity satisfies various sum rules – formulae

expressing moments of LQQ(ω) in terms of correlation
functions (or derivatives thereof) at t = 0. They are
mostly useful in phenomenological theories as well as in
experiments because they represent rigorous constraints
on LQQ(ω), for instance, on the large-frequency behavior.
For their form see, e.g., (Pottier, 2010). A particularly
simple example is

∫ ∞

−∞
dω lim

β→0

LQQ(ω)

β
= π lim

L→∞

tr[J (Q)J (Q)(t = 0)]

LZ0
.

(16)
For sum rules for the thermal conductivity κ(ω) see, e.g.,
(Shastry, 2006).
Linear response is limited to sufficiently small driving

fields. While the range of validity of linear response is
system-specific, let us briefly comment on the validity of
perturbation theory used in its derivation. One can ar-
gue (Kubo et al., 1991) that linear response should not
work since the microscopic evolution is, in general, unsta-
ble against perturbations. This applies, in particular, to
the limit t→ ∞ needed to evaluate the conductivity. The
point is rather subtle: it is true that for generic observ-
ables and initial (pure) states, perturbation theory will
fail, yet nevertheless, in the linear-response regime we are
interested in smooth observables and very specific states
– the equilibrium density matrices. A perturbation will
change microscopic dynamics and potentially even make
it chaotic, but this very same chaoticity also guarantees
that at long times, the system will locally self-thermalize
such that the density matrix will change little. In short, a
generic system with good thermalization properties is mi-
croscopically unstable but macroscopically stable (Dorf-
man, 1999).

B. Ballistic versus diffusive transport in the context of
current correlations

In this section, we discuss the small-frequency behavior
of transport coefficients. This is of special importance be-

cause the limit ω → 0 probes the slowest long-wavelength
modes that are often of a hydrodynamic nature (note that
we also implicitly take momentum k → 0, preceeding fre-
quency ω → 0). Here and in Sec. II.C.1, we exclusively
focus on the case of spin transport, σ(ω) = LSS(ω).
Of particular interest is the real part of the conductiv-

ity σ(ω), the imaginary part being zero, σ′′(0) = 0, due
to the symmetry σ′′(ω) = −σ′′(−ω). It can happen that
σ′(ω → 0) diverges. To this end, it is useful to decompose
σ′(ω) into a singular and a regular part,

σ′(ω) := 2πD(S)
w δ(ω) + σreg(ω) , (17)

where the prefactor D(S)
w is called the Drude

weight (Kohn, 1964; Scalapino et al., 1992). We

use the symbol D(S)
w to distinguish it from the diffusion

constant D(S). In older literature, it is often called
spin stiffness (Shastry and Sutherland, 1990). Alter-
natively, using Kramers-Kronig relations, one can see

that σ′′(ω → 0) = limǫ→0
2ω

ω2+ǫ2D
(S)
w and therefore,

D(S)
w = limω→0+

ω
2 σ

′′(ω).
To get an idea of the typical behavior of σ(ω), it is

instructive to have a look at the simple Drude model of
conduction (Ashcroft and Mermin, 1976).11 The origi-
nal Drude model consists of classical charged particles
that are accelerated by the electric field and damped
by a force proportional to their velocity. One gets
σ(ω) = σ0

1−iωτ , where τ is the relaxation (damping) time

and σ0 := ne2τ/m, with m being the mass and n the car-
rier density.12 The real part is therefore σ′(ω) = σ0

1+ω2τ2 ,
while the imaginary part is σ′′(ω) = σ0ωτ

1+ω2τ2 . At fi-
nite τ , one has diffusive transport with a Lorentzian
σ′(ω) corresponding to an exponential decay of the auto-
correlation function CJ (S)J (S)(t) ∼ e−t/τ . In the limit
of no relaxation, τ → ∞, σ′ diverges as ∼ τ at its
peak at ω = 0, resulting in a nonzero Drude singular-

ity σ′(ω → 0) → 2πD(S)
w δ(ω), with D(S)

w = ne2/(2m). In
the opposite limit of fast relaxation, τ → 0, where the
autocorrelation function is CJ (S)J (S)(t) ∼ δ(t), one gets
a broad “white noise” conductivity σ(ω) = const.
The definition of the Drude weight by Eq. (17) is per se

not unique. namely, for a physicist the Dirac delta func-
tion means just a singularity without specifying its type,
with different possible representations. The singularity
can be characterized with a scaling exponent α as,

σ′(ω → 0) ∼ |ω|α . (18)

We shall use a self-consistent convention where the sin-
gularity with α = −1 (like in the Drude model in the

11 To this end, we make use of the mapping of spin-1/2 degrees of
freedom to spinless fermions via the Jordan-Wigner transforma-
tion.

12 In good conductors at room temperature, τ ∼ 10−14 s, corre-
sponding to a mean-free path of a few lattice spacings.
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limit of zero relaxation) is put into the Dirac delta, while
weaker (integrable) singularities with −1 < α < 0 are re-
tained in σreg. Note that in systems with a bounded local
Hilbert space (or in an unbounded one at finite energy
density) the singularity cannot be stronger than 1/|ω|.
That is, if one splits the correlation function

C ′
J (S)J (S)(t) : =

Re〈J (S)(t)J (S)〉
L

=
〈J (S)(t)J (S)〉+ 〈J (S)(−t)J (S)〉

2L

(19)

as C ′
J (S)J (S)(t) := C̄ ′

J (S)J (S) + C̃ ′
J (S)J (S)(t) into the aver-

age C̄ ′
J (S)J (S) := limt→∞

1
t

∫ t

0
C ′

J (S)J (S)(τ)dτ and an os-

cillating part C̃ ′
J (S)J (S)(t), the Green-Kubo formula (11)

gives

σ′(ω) = βπC̄ ′
J (S)J (S)δ(ω)

+
2 th(βω2 )

ω

∫ ∞

0

cosωτ C̃ ′
J (S)J (S)(τ) dτ .

(20)

Comparing with Eq. (17), we see that

D(S)
w =

β

2
C̄ ′

J (S)J (S) . (21)

σ′(ω) can now be used to classify transport, origi-
nally used at zero temperature (Scalapino et al., 1992,
1993; Shastry and Sutherland, 1990). Since the Drude

weight D(S)
w in Eq. (21) trivially vanishes in the high-

temperature limit β → 0, a suitable quantity for the

classification of transport is not D(S)
w itself but rather the

quantity

D̃(S)
w :=

D(S)
w

β
. (22)

If D̃(S)
w 6= 0, i.e., α = −1, one speaks of an ideal con-

ductor, which we will refer to as ballistic transport. If

D̃(S)
w = 0, one can distinguish three situations, see Fig. 1:

(i) if 0 < σreg(0)/β <∞, i.e., α = 0, the system is a nor-
mal, diffusive conductor; (ii) if σreg(ω → 0)/β → ∞, i.e.,
−1 < α < 0, one has superdiffusion; (iii) if σreg(0)/β = 0,
i.e., α > 0, one has subdiffusive transport (including the

extreme case of localization). If D̃(S)
w 6= 0, the transport

types (i)-(iii) must be understood as subleading correc-
tions to ballistic transport.
In the case (i) above one obtains a finite diffusion con-

stant. While σreg(ω) is a microscopic quantity, this is not
the case for the diffusion constant and one has to define
it in terms of an appropriate phenomenological macro-
scopic relation. A common way is via Fick’s law,

J (S) = −D(S) ∇Sz , (23)

where D(S) is the spin-diffusion constant. We can express
it with σreg(ω → 0) using Eqs. (14) and (15). At fixed

0

Drude weight D
(S)
w

0

regular part σreg(ω)

0

0

σ
′
(ω

) (a) di�usive

σ
′
(ω

) (b) superdi�usive

σ
′
(ω

)

frequeny ω

() subdi�usive

FIG. 1 (Color online) Sketch of the three different scenarios
that one can envision for the behavior of the regular part of
optical conductivity σreg(ω) (solid lines) at finite temperature.
The point at ω = 0 indicates the Drude weight, which may
coexist with a nonzero regular part.

T , we namely also have J (S) = −LSS∇(b)/T , which,
after equating it with Fick’s law, gives the spin-diffusion
constant

D(S) =
σreg(0)

∂Sz/∂b
, (24)

where b is the magnetic field. The denominator is equal
to the static spin susceptibility, ∂Sz

∂b := χ = β
L [〈(Sz)2〉 −

〈Sz〉2], which is, at infinite temperature, equal to χ =
β/4, and in turn, the diffusion constant at infinite T is

D(S) = 4 lim
t→∞

lim
L→∞

1

L

∫ t

0

〈J (S)J (S)(τ)〉 dτ . (25)

We stress that Eq. (25) holds in the case of a vanishing
Drude weight only.
The Drude weight can also be connected to the sensi-

tivity of the spectrum to a threading flux φ, in essence
probing the sensitivity to boundary conditions. This was
originally used for the ground state (Kohn, 1964) and
extended to finite T in (Castella et al., 1995), leading to

D(S)
w =

1

L

∑

α

pα
1

2

d2Eα

dφ2

∣
∣
∣
∣
φ=0

, (26)

where Eα are eigenenergies and pα := e−βEα/Z are
the Boltzmann weights. Completely analogous Drude
weights can be defined for transport of other quantities
as well.
A finite Drude weight implies that the current autocor-

relation function exhibits a plateau at long times. Such a
nonzero plateau is typically an indication of a conserved
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quantity. Indeed, it is intuitively clear that a conserved
operator that has a nonzero overlap with the current op-
erator causes a plateau in the current autocorrelation
function. The argument can be formalized in the form of
the so-called Mazur (in)equality, first studied in (Mazur,
1969; Suzuki, 1971), that bounds the time-averaged au-
tocorrelation C̄ ′ by constants of motion. One has

C̄ ′
J (S)J (S) ≥

∑

n

1

L

〈J (S)Qn〉2
〈Q2

n〉
, (27)

where the sum runs over Hermitian constants of mo-
tion Qn, [Qn, H] = 0, that are chosen to be orthogonal,
〈QnQm〉 ∝ δnm. The equality in (27) holds if the sum is
over (a complete set of) all Qn. The bracket is a stan-
dard canonical average. However, if one wants to bound
the Kubo autocorrelation function, one uses the Kubo-
Mori (Mori, 1965) (also called Bogoliubov) inner prod-
uct KJ (S)Qn

(0) as defined in Eq. (9). Mazur’s inequality
(27), together with Eq. (20), can be used to bound the
Drude weight from below (Zotos et al., 1997),

D(S)
w ≥ β

2
lim

L→∞

∑

n

1

L

〈J (S)Qn〉2
〈Q2

n〉
. (28)

We remark that simply using a complete set of eigenstate
projectors as Qn in Eq. (28) of course does not work be-
cause the right hand side is zero since the sum is expo-
nentially small in L. The important conserved quantities
are (quasi)local conserved Qn for which overlaps are not
necessarily exponentially small.
For anomalous superdiffusive transport, the Drude

weight is zero but the decay of the autocorrelation func-
tion is slow, resulting in a diverging diffusion constant
D(S). We note that in such anomalous cases, the ap-
plication of the linear-response formula is in practice
not straightforward (Kundu et al., 2009; Wu and Berciu,
2010).
Above, we discussed the effect of exact conservation

laws, captured via Mazur’s inequality. Weakly violated
or approximately conserved quantities may also affect the
long-time decay of current autocorrelation functions [see,
e.g., (Rosch, 2006) for a discussion].

C. Time evolution of inhomogeneous densities

1. Generalized Einstein relations

Another widely used approach to study transport (we
again focus exclusively on the spin case) is to prepare a
non-equilibrium initial state

ρ 6= ρeq (29)

and to follow the dynamics of expectation values

〈δszr(t)〉 = tr[ρ(t) δszr] , (30)

where ρ(t) = e−iHt ρ eiHt is the unitary time evolu-
tion in an isolated quantum system governed by H and
δszr = szr−〈szr〉eq measures the deviation of the local den-
sity szr from its value 〈szr〉eq at equilibrium. In such a
situation, a large variety of different initial states can be
prepared: They can be mixed or pure, entangled or non-
entangled, close to or far away from equilibrium, e.g., as
resulting from sudden quenches or from joining two semi-
infinite chains at different equilibrium [see Sec. IX.B].
Various initial profiles can be realized as well: They can
be spatially localized, domain walls, staggered, etc. We
stress that the situations considered in this subsection
are not necessarily limited to the linear-response regime
and are therefore more general.
A general strategy to analyze the dynamical behavior

is given by the spatial variance

Σ2(t) =
∑

r

〈δszr(t)〉
〈δSz〉 r2 −

[ 〈δszr(t)〉
〈δSz〉 r

]2

(31)

with the time-independent sum 〈δSz〉 =∑r〈δszr(t)〉, i.e.,∑

r〈δszr(t)〉/〈δSz〉 = 1 is properly normalized, and we
assume 〈δszr(t)〉 > 0. Thus, the spatial variance yields
information on the overall width of the profile. In the
case that diffusive dynamics is realized at all times,

d

dt
Σ2(t) = 2D(S) . (32)

Here, the quantity D(S) is a time- and space-independent
diffusion constant.
In general, the spatial variance in Eq. (31) is unrelated

to the linear-response functions discussed in the previous
sections. However, a relation can be derived if the initial
state ρ is close enough to the equilibrium state ρeq. To
this end, consider the specific non-equilibrium state

ρ ∝ exp
[

− β
(

H − ε
∑

r

pr s
z
r

)]

, (33)

i.e., a thermal state of the Hamiltonian H but now with
an additional potential

∑

r pr s
z
r of strength ε. As shown

by Kubo (Kubo et al., 1991), Eq. (33) can be expanded
in ε as

ρ = ρeq

[

1 + ε

∫ β

0

dβ′
∑

r

pr e
β′H δszr e

−β′H +O(ε2)
]

.

(34)
If ε is a sufficiently small parameter, the expansion can
be truncated to linear order. Using this truncation, the
expectation values 〈δszr(t)〉 become

〈δszr(t)〉 = ε β
∑

r′

pr′ Kδsz
r′
δszr

(t) . (35)

Assuming that 〈δszr(t)〉 remains negligibly small at the
boundary of the lattice, the time derivative of the spatial
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variance can be written in the form (Bohm and Leschke,
1992; Steinigeweg et al., 2009b; Yan et al., 2015)

d

dt
Σ2(t) = 2D(S)(t) , (36)

where the time-dependent diffusion constant is given by
the relation

D(S)(t) =
β

χ

∫ t

0

dt′KJ (S)J (S)(t′) (37)

with the static susceptibility

χ = β KδSz δSz . (38)

As mentioned above, one has χ/L = β/4 for the specific
case of high temperatures.
Equation (37) is a generalized Einstein relation as it

holds for any time t. In particular, in the long-time limit
t→ ∞, it simplifies to the usual Einstein relation, if the
current autocorrelation function decays sufficiently fast
to zero,

lim
t→∞

D(S)(t) = D(S) =
σdc
χ/L

, (39)

where σdc is the dc conductivity as obtained from linear
response theory, i.e., Eq. (39) is identical to Eq. (24).
Therefore, the existence of σdc implies a diffusive scal-
ing of the spatial variance in time, at least for the spe-
cific initial state ρ in Eq. (33) with a small parameter ε.
However, it is worth pointing out that the requirement
of a strictly mixed state can be relaxed by employing the
concept of typicality (see Sec. IV.C).
Since the generalized Einstein relation is neither re-

stricted to the limit of large times nor to the case of diffu-
sion, it allows one to investigate both different time scales
and different types of transport. For example, it predicts
a ballistic scaling D(S)(t) ∝ t and Σ2(t) ∝ t2 at short
times t ≪ τ , before a diffusive scaling D(S)(t) = D(S)

and Σ2(t) ∝ t may finally set in at intermediate times
t > τ . Remarkably, it also captures the influence of a

Drude weight D(S)
w > 0. A finite Drude weight D(S)

w > 0
implies a ballistic scaling

D(S)(t) ∝ D(S)
w

χ/L
t (40)

and Σ2(t) ∝ t2 at large times.
Finally, we remark that a power-law scaling of

Σ2(t) ∝ tα
′

(41)

indicates subdiffusion for 0 < α′ < 1 and superdiffusion
for 1 < α′ < 2 (see Fig. 2). Due to the generalized
Einstein relation in Eq. (37), such a power-law scaling in
time also implies that the frequency dependence of the
conductivity σ′(ω) is given by the power law (Dyre et al.,

0

0

D
(S

) (
t
)

time t

ballisti: t
1

superdi�usive: t
0<α<1

di�usive: t
0

short times: t
1

FIG. 2 (Color online) Sketch of different scenarios for the

time-dependent diffusion constant D(S)(t): ballistic, superdif-
fusive, and diffusive (top to bottom). The behavior in the
short-time limit is always ballistic, the typical exponents in
the long-time dynamics are indicated as t1, tα (0 < α < 1),
and t0, respectively.

2009; Luitz and Lev, 2017; Maass et al., 1991; Stachura
and Kneller, 2015)

σ′(ω) ∝
∫ ∞

0

dt eiωt tα
′−2 ∝ |ω|1−α′

, (42)

i.e., Eq. (18) with α = 1− α′.

2. Diffusion

While the spatial variance in Eq. (31) is a useful quan-
tity to study transport, it yields no information beyond
the overall width of a profile. In particular, in order to
draw reliable conclusions on the existence of diffusion, it
is necessary to require the full spatial dependence of a
profile to be described by the diffusion equation. In one
dimension and for a discrete lattice, the diffusion equa-
tion reads

d〈δszr(t)〉
dt

=D(S)
[

〈δszr−1(t)〉 − 2〈δszr(t)〉+ 〈δszr+1(t)〉
]

,

(43)
where D(S) again denotes a time- and space-independent
diffusion constant and the right-hand side can be viewed
as a discretized version of the Laplacian ∂2/∂r2. It is
important to note that Eq. (43) is a phenomenological
description for the expectation values 〈szr(t)〉 and their
irreversible relaxation towards equilibrium. A rigorous
justification is still a challenge to theory (Bonetto et al.,
2000; Buchanan, 2005; Casati et al., 1984; Dhar, 2008;
Lepri et al., 2003; Ljubotina et al., 2017; Michel et al.,
2005; Steinigeweg et al., 2017a,b). Within such a de-
scription and in the following discussion, one does not
need to specify the initial state in detail, however, note
that this statistical description is often discussed in the
context of correlation functions (Forster, 1990; Kadanoff
and Martin, 1963; Steiner et al., 1976). We stress that
the diffusion in Eq. (43) is a statistical process starting
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at time t = 0 and occurring between individual lattices
sites, i.e., it implicitly assumes a mean-free time τ = 0
and a mean-free path l = 0. Since τ > 0 and l > 0 in spe-
cific models, it can only hold when the density profile has
become sufficiently broad. In terms of the density modes
discussed below, statistical behavior is thus restricted to
sufficiently small momenta.
For a local injection at some site r′, i.e., 〈δszr=r′(0)〉 6= 0

and 〈δszr 6=r′(0)〉 = 0, the solution of Eq. (43) reads

〈δszr(t)〉
〈δSz〉 = exp(−2D(S)t) Ir−r′(2D

(S)t) , (44)

where Ir(t) is the modified Bessel function of the first
kind and order r. This lattice solution can be well ap-
proximated by the corresponding continuum solution

〈δszr(t)〉
〈δSz〉 =

1√
2πΣ(t)

exp
[

− (r − r′)2

2Σ2(t)

]

, (45)

where the spatial variance Σ2(t) = 2D(S) t has been in-
troduced in the previous section. Thus,

〈δszr=r′(t)〉 ∝
1

Σ(t)
∝ 1√

t
. (46)

Obviously, since the diffusion equation is a linear differ-
ential equation, the general solution can be constructed
as a superposition of δ injections at different positions.
At this point, it is certainly instructive to provide a link

to correlation functions. To this end, consider the specific
initial state ρ in Eq. (33) with coefficients pr=r′ 6= 0 and
pr 6=r′ = 0. For ε sufficiently small, the expectation values
〈δszr(t)〉 become

〈δszr(t)〉 = ε β pr′ Kδsz
r′
δszr

(t) . (47)

For high temperatures, Kδsz
r′
δszr

(0) ∝ δr,r′ , and in the

case of diffusion, 〈δszr(t)〉 satisfies Eqs. (44) and (45)
(Steinigeweg et al., 2017b).
Coming back to the general case, it is often convenient

to study diffusion not only in real space but also in the
space of lattice momenta (reciprocal space)

q =
2πk

L
, k = 0, . . . , L− 1 . (48)

Note that the lattice spacing is set to one. The quasi-
momentum representation is particularly useful, since a
discrete Fourier transform

〈δszq(t)〉 =
1√
L

∑

r

eiqr 〈δszr(t)〉 (49)

decouples the diffusion equation in Eq. (43). Hence, after
this transformation, it becomes the simple rate equation

d〈δszq(t)〉
dt

= −q̃2D(S) 〈δszq(t)〉 , (50)

where the momentum dependence q̃2 = 2(1− cos q) may
be approximated as q̃2 ≈ q2 for sufficiently small q. The
solution of Eq. (50) is obviously an exponential decay of
the form (Steiner et al., 1976)

〈δszq(t)〉
〈δszq(t = 0)〉 = e−q̃2D(S)t . (51)

Thus, the general solution of the diffusion equation can
also be written as a superposition of exponential decays
at different momenta. For instance, the Bessel solution
in Eq. (44) can be written in the form

〈δszr(t)〉
〈δSz〉 =

1

L

∑

q

e−iq(r−r′) e−q̃2D(S)t . (52)

This form makes it particularly clear when the Gaussian
in Eq. (45) is a good approximation: Quasimomentum
q must be sufficiently dense, i.e., L must be sufficiently
large and in addition, time t must be sufficiently long.
As Fourier modes 〈δszq(t)〉 decay exponentially in the

case of diffusion, their spectral representation

〈δszq(ω)〉 =
∫ ∞

0

dt eiωt 〈δszq(t)〉 (53)

becomes a Lorentzian of the form (Kadanoff and Martin,
1963)

Re

[ 〈δszq(ω)〉
〈δszq(t = 0)〉

]

=
q̃2D(S)

(q̃2D(S))2 + ω2
(54)

with the sum rule

∫ ∞

−∞
dωRe

[ 〈δszq(ω)〉
〈δszq(t = 0)〉

]

= π . (55)

This Lorentzian line shape occurs for all momenta (and
frequencies), which reflects the fact that the diffusion
equation in Eq. (43) assumes a mean-free path l = 0
(and mean free time τ = 0). However, if l and τ are
finite, a Lorentzian line shape can only occur in the hy-
drodynamic limit where momentum and frequency are
both sufficiently small.
Eventually, it is instructive to discuss correlation func-

tions again. Focusing on the specific initial state ρ in Eq.
(33), starting from Eq. (47), and assuming translation
invariance of H, it is straightforward to show that

〈szq(t)〉 = ε pr′ χq(t) (56)

with the correlation function

χq(t) = β Kδszq δsz−q
(t) . (57)

Therefore, in the case of diffusion, the correlation func-
tion χq(t) is an exponential and the real part of its Fourier
transform χq(ω) is a Lorentzian.
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Remarkably, the continuity equation in momentum
space,

dszq(t)

dt
= (eiq − 1)J (S)

q (t) , (58)

allows to relate χq(t) to the correlation function

σq(t) = β KJ (S)
q J (S)

−q

(t) . (59)

In the time domain, this relation reads

σq(t) = − 1

q̃2
d2χq(t)

dt2
(60)

and, as a function of frequency, it becomes

Reσq(ω) =
ω2

q̃2
Reχq(ω) . (61)

Therefore, if the dynamics is diffusive, the Lorentzian in
Eq. (54) implies

Re

[
σq(ω)

χq(t = 0)

]

=
D(S) ω2

(q̃2D(S))2 + ω2
. (62)

In the limit of small momentum, one thus obtains the
Einstein relation

lim
q→0

Re

[
σq(ω)

χq(t = 0)

]

= D(S) . (63)

Note that no frequency dependence is left as the mean-
free time is assumed to be τ = 0. This broad conductivity
also results in the Drude model of conduction discussed
before.
To summarize this section, Fig. 3 sketches diffusion in

(a) time t and real space r, (b) time t and momentum
space q, and (c) frequency ω and momentum space q.

III. EXPLOITING INTEGRABILITY

In this section, we will see how integrability affects the
finite-temperature transport properties. We will stress
the important role played by local and quasilocal con-
servation laws, showing that they can lead to ballistic

transport. Specifically, in Sec. III.A, we will show that
a systematic construction of quasilocal charges provides
lower bounds for Drude weights and diffusion constants.
In Secs. III.B and III.C, we will describe methods to ob-
tain closed-form analytical predictions for these quanti-
ties. In particular, Sec. III.B.3 reports on the predic-
tions for spin and energy Drude weights obtained us-
ing the Thermodynamic Bethe Ansatz (TBA) formalism,
whereas Sec. III.C gives an introduction to GHD and de-
scribes its predictions for the Drude weights and diffusion
constants of all conserved charges. Most of the ideas will
be exemplified in the paradigmatic case of the spin-1/2
XXZ chain.

0
1 L

t

0
0

q

0
0

q

〈δ
s
z r
(t
)〉

site r

(a) t and r

Gaussians

〈δ
s
z q
(t
)〉

time t

(b) t and q

exponentials

〈δ
s
z q
(ω

)〉

frequeny ω

() ω and q

Lorentzians

FIG. 3 (Color online) Sketch of the diffusive spreading of a
spin-density perturbation as a function of (a) time t and real
space r, (b) time t and momentum space q, and (c) frequency
ω and momentum space q.

We remark that Secs. III.B.1 and III.B.2 give a rather
detailed introduction to Bethe ansatz and TBA and serve
to establish a coherent formalism to express both the
TBA results for transport coefficients and GHD. The
reader not interested in technical aspects should skip
these subsections and go directly to Secs. III.B.3 and
III.C.

A. Role of local and quasilocal conserved charges

Quantum integrability is based on the existence of two
key objects (Faddeev, 2016; Korepin et al., 2005). The
first one is the R-matrix, which can be understood as an
abstract unitary scattering operator Řj,l(λ) acting over
a pair of local finite-dimensional physical Hilbert spaces,
Hj ≃ Hl ≃ C

d. The R-matrix depends on a free (com-
plex) spectral parameter λ and satisfies the celebrated
Yang-Baxter equation. The second key object is the Lax
operator Lj,a(λ), which acts on a pair of Hilbert spaces
that are in principle different: the local Hilbert space Hj

and the so-called “auxiliary” space Va of dimension Na,
which can be finite or infinite. These two spaces carry
the physical and auxiliary representation of the quantum
symmetry of the problem, respectively. This symmetry
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is concisely expressed via the so-called RLL relation,13

Řj,l(µ)Lj,a(λ+ µ
2 )Ll,a(λ− µ

2 )

= Lj,a(λ− µ
2 )Ll,a(λ+ µ

2 )Řj,l(µ). (64)

The RLL equation is another form of the Yang-Baxter
relation. For a given Řj,l(µ), one can construct the two-
site local Hermitian operator

hj,j+1 =
d

dλ
Řj,j+1(λ)

∣
∣
λ=0

, (65)

which gives the Hamiltonian density (H =
∑L

j=1 hj,j+1)
of the corresponding integrable model, where periodic
boundary conditions can be assumed for simplicity.
A critical consequence of integrability is the existence

of an extensive number of local conserved quantities,
which are generated via logarithmic derivatives

Qn =
dn

dλn
log τ(λ)

∣
∣
λ=λ0

(66)

of the “fundamental transfer matrix”, an operator over
⊗

jHj ≃ (Cd)⊗L defined as follows

τ(λ) = tr0L1,0(λ)L2,0(λ) · · ·LL,0(λ). (67)

Here, Lj,0(λ) is the Lax operator in the fundamen-
tal representation, where the auxiliary space is isomor-
phic to the local physical space. At the special point
λ = λ0, the Lax operator Lj,0(λ) degenerates to a per-
mutation operator Lj,0(λ0) = Pj,0, acting as P |ψ〉⊗|φ〉 =
|φ〉⊗ |ψ〉. This property is instrumental for showing that

Qn =
∑L

l=1 q
(n)
l are in fact extensive sums of local den-

sities q
(n)
l . The conservation law property [H, τ(λ)] ≡

[H,Qk] ≡ 0 is then a simple consequence of the RLL
relation Eq. (64), and similarly, the involution property
[τ(λ), τ(µ)] ≡ [Qj , Qk] ≡ 0 follows from another form of
Yang-Baxter equation. In fact, one can fix normalization
such that H = Q1.
This construction applies, for example, to the paradig-

matic example of the spin-1/2 XXZ chain. In this case,
the local Hilbert space is Hj = C

2 and Řj,l(λ) is the
standard 6-vertex R-matrix (Baxter, 1982). Using the
parametrization

∆ = cos(η), (68)

the general Lax operator can be written as

Lj,a(λ, s) =
2 sin η

sinλ

(
S+
a s

−
j + S−

a s
+
j

)

+ cos(ηSz
a)✶+ 2(cotλ) sin(ηSz

a)s
z
j , (69)

where the local spin operators sαj = (1/2)σα
j , α ∈

{+,−, z}, act over the local physical space while S+,−,z
a

13 RLL stands for R-matrix – Lax Matrix – Lax Matrix

span an irreducible highest-weight representation of the
q-deformed angular momentum algebra (q = eiη) SUq(2).
This representation depends on a free (complex) param-
eter s ∈ C and is generically infinite-dimensional

Sz
a =

∞∑

n=0

(s− n) |n〉 〈n| ,

S+
a =

∞∑

n=1

sinnη

sin η
|n− 1〉 〈n| ,

S−
a =

∞∑

n=1

sin(2s− n+ 1)η

sin η
|n〉 〈n− 1| .

(70)

However, either (i) for half-integer spin s ∈ 1
2Z or (ii) for

any s ∈ C but root-of-unity anisotropies η = πℓ/m (ℓ,m
coprime integers) the above irrep truncates to a finite
dimension: Na = 2s+ 1 or Na = m, respectively. In this
case, the sums above run up to n = Na−1. One can thus
define a general family of commuting transfer matrices

τ(λ, s) = traL1,a(λ, s)L2,a(λ, s) · · ·LL,a(λ, s), (71)

satisfying [H, τ(λ, s)] = 0 for all λ, s, again as a conse-
quence of (64), while clearly τ(λ, 0) ≡ τ(λ).
For every fixed s, the transfer matrix τ(λ, s) generates

the following sequence of additional conserved charges

Qn,s =
dn

dλn
log τ(λ, s)

∣
∣
λ=η/2

. (72)

Therefore, one can argue that the sequence of local
charges Qn stemming from the fundamental transfer ma-
trix Eq. (67) is “not complete” and is not sufficient to
describe the statistical mechanics of integrable models.
Indeed, (Ilievski et al., 2015) showed that, for s > 1/2,
the charges (72) are linearly independent from the fam-
ily of local charges Qn,s ≡ Qn,1/2 and are “essentially
local”. More formally, for any size L, a generic charge
Q = Qn,s in the family (72) can be written as an ex-

tensive series Q =
∑

r

∑L
l=1 ql,r of r-site local densi-

ties ql,r with exponentially decaying vector norm (i.e.,
〈[ql,r]2〉 < Ce−r/ξ for some fixed C, ξ > 0). This prop-
erty, called quasilocality, implies extensivity in the sense
0 < limL→∞〈Q2〉/L <∞. Note that Eq. (72) provides a
full set of charges for |∆| ≥ 1, while for |∆| < 1 one can
establish a one-to-one correspondence between the known
(quasi)local charges and the string excitations using the
so-called string-charge duality (Ilievski et al., 2016b).
All the charges Qn,s generated by unitary representa-

tions of SUq(2) are even under a generic Z2 ‘particle-hole’
symmetry of the model, e.g., in the case of the spin-1/2
XXZ chain, under the spin-reversal (spin-flip) transfor-

mation F =
∏L

l=1 σ
x
l , FQn,s = Qn,sF . However, the

spin current J (S) is odd, J (S)F = −FJ (S), and hence
〈J (S)Qn,s〉 = 0. In other words, irrespective of the tem-
perature, these charges cannot contribute to the Mazur
bound Eq. (28) at vanishing magnetization.
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Nevertheless, one can explore non-unitary represen-
tations of the symmetry algebra SUq(2) to search for
charges that are not invariant under spin-reversal using
the general relation Fτ(λ, s)F−1 = τ(π − λ, s)T. For
root-of-unity anisotropies η = πℓ/m (ℓ,m coprime in-
tegers), this procedure leads to an additional family of
quasilocal conserved charges that are non-Hermitian and
odd under spin reversal (Prosen, 2014c). They can be
expressed as

Z(λ) =
sin (λ)2

2η sin (η)
∂sτ(λ, s)|s=0 −

sin (λ) cos (λ)

sin (η)
Sz, (73)

where λ lies inside the analyticity strip S = {λ ∈
C; |Reλ− π

2 | < π
2m} and Sz =

∑L
r=1 s

z
r denotes the total

magnetization in the z direction.

1. Lower bound on spin Drude weight at high temperature

Since the quasilocal charges generated from non-
unitary representations are not spin-reversal invariant,
they have a non-vanishing overlap with the spin current
and may contribute to the Mazur bound. For example, in
the high-temperature regime (β → 0), the overlap is also
extensive, 〈Z(λ)J (S)〉 = iL/4, yielding a finite contribu-
tion to Eq. (28). However, the Z(λ) are not mutually
orthogonal and their overlaps are given by the following
analytic kernel

K(λ, µ) = lim
L→∞

〈Z(λ̄)†Z(µ)〉
L

= − sin (λ) sin (µ) sin((m− 1)(λ+ µ))

2 sin2 (η) sin (m(λ+ µ))

while 〈Z(λ)Z(µ)〉 ≡ 0. The Mazur bound for the spin-
Drude weight generally follows (Ilievski and Prosen,
2013) from finding an extremum of the nonnegative ac-
tion

S[f ] := lim
t→∞

lim
L→∞

1

L
〈(BL,t[f ])

†BL,t[f ]〉 ≥ 0, (74)

with respect to an unknown function f(λ). Here, we
introduced

BL,t[f(λ)] :=
1

t

∫ t

0

dsJ (S)(s)−
∫

S
d2λ f(λ)Z(λ). (75)

The variation δS/δf(λ) = 0 results in the Fredholm equa-
tion of the first kind on a two-dimensional (complex) do-
main S

∫

S
d2µK(λ, µ)f(µ) = 〈Z(λ)j(S)〉 , (76)

which for the spin-1/2 XXZ chain with ∆ = cos(πℓ/m)
yields

f(λ) =
m sin2(π/m)

iπ| sinλ|4 . (77)
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FIG. 4 (Color online) Lower bound for the spin Drude weight

D(S)
w of the spin-1/2 XXZ chain according to Eq. (78), as ob-

tained in (Prosen and Ilievski, 2013), and another lower bound

for D(S)
w , as obtained earlier in (Prosen, 2011b). Both bounds

exhibit a pronounced fractal-like (i.e., nowhere continuous)
dependence on the anisotropy parameter ∆.

This in turn results in the following rigorous lower bound
for the leading coefficient in the high-temperature expan-

sion of the Drude weight D̃(S)
w in β, defined as

D̃(S)
w = lim

β→0

D(S)
w

β
≥ 1

2

∫

S
dλ2f(λ)〈Z(λ)j(S)0 〉

=
1

16

sin2 (πℓ/m)

sin2 (π/m)

(

1− m

2π
sin

(
2π

m

))

. (78)

Note that the r.h.s. of (78) is a nowhere continuous func-
tion of ∆ whose graph is a fractal set. The dependence
on ∆ is illustrated in Fig. 4.
We refer the reader to Sec. VI for a detailed discussion

of the saturation of this bound and to (Matsui, 2020) for
an explanation of why the natural non-quasilocal exten-
sion of the quasilocal charges given in Eq. (72) cannot
improve the bound. A more comprehensive review on
quasilocal charges can be found in (Ilievski et al., 2016a),
whereas the extension of Drude weights and quasilocal
charges to integrable periodically driven (Floquet) sys-
tems is given in (Ljubotina et al., 2019b).

2. Lower bounds on spin diffusion constant at high temperature

In typical integrable models, e.g., the spin-1/2 XXZ
chain for |∆| ≥ 1 or the 1d Fermi-Hubbard model, the
spin or charge Drude weight vanishes at zero magne-
tization mz = 2〈Sz〉/L = 0 or in the half-filled sec-
tor ρ = N/L = 1/2, respectively. However, moving
slightly away from half filling, one typically obtains a
finite Drude weight. More precisely, calling δ the small
deviation from either zero magnetization or half filling,

one observes a Drude-weight scaling as D(Q)
w ∝ δ2. At

first sight, this seems to exclude the onset of spin diffu-
sion: a finite Drude weight implies a diverging diffusion
constant. Nevertheless, for large L, the Hilbert-space
sector at δ = 0 dominates over all sectors with δ 6= 0.
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Therefore, one may argue that, after performing a care-
ful (grand)canonical average, the two effects compensate
each other giving rise to a finite spin- or charge-diffusion
constant in the thermodynamic limit.
In fact, this argument can be justified rigorously by

studying the Mazur bound for the dynamical suscepti-
bility in a double-scaling limit, L → ∞ and t → ∞ with
L/t > vLR, giving rise to a universal lower bound on the
diffusion constant D(Q) in terms of the curvature of the
Drude weight D(Q)

w (β, δ) around δ = 0: (Medenjak et al.,
2017) [see also (Spohn, 2018)]. For spin transport, one
obtains:

D(S)(β) ≥ 1

8βvLRχ(β)f1(β)

∂2

∂δ2
D(S)

w (β, δ)
∣
∣
∣
δ=0

, (79)

where vLR is the Lieb-Robinson velocity (Lieb and Robin-
son, 1972), and

f1(β) = lim
L→∞

1

2L

∂2

∂δ2
FL(β, δ)|δ=0 (80)

is a second derivative of the free-energy density at zero
magnetization, while χ(β) is the static susceptibility
χ(β)/β = limL→∞ 〈(Sz)2〉 − (〈Sz〉)2/L. The inequal-
ity holds in general, even for a nonintegrable system, if
there exist conserved quantities which would make Drude
weights nonvanishing away from the symmetric Hilbert-
space sector δ = 0. However, for integrable systems with
a well-understood quasiparticle content, such as the spin-
1/2 XXZ chain, the inequality can be further refined by
decomposing the contribution to the diffusion constant
in terms of the curvatures of the Drude weight contribu-
tions associated to independent Bethe-ansatz quasiparti-
cle species (see Sec. III.C.1). In this case, the velocity
vLR can be replaced by the corresponding dressed quasi-
particle velocity (Ilievski et al., 2018).
One can approach lower bounds on diffusion con-

stants from another angle. In the same way as for the
Mazur bound Eq. (28) suggests that a non-vanishing
high-temperature Drude weight is connected to the exis-
tence of linearly extensive — i.e., proportional to the vol-
ume — (quasi)local charges, one might argue that a non-
vanishing high-temperature diffusion constant suggests
the existence of conserved charges which are quadrati-
cally extensive. Indeed, for any locally interacting lattice
system, the existence of an almost conserved operator Q

which has an overlap with any current operator j
(Q′)
r , as-

sociated with some charge Q′, leads to a rigorous bound
on high-temperature diffusion constants (Prosen, 2014b)
associated with that current. In other words,

D(Q′)(β → 0) ≥ |Qj |2
8vLRq

, (81)

where we used that the commutator [H,Q] only contains
boundary terms, 0 < q := limL→∞〈Q2〉/L2 < ∞, and

Qj := limL→∞〈j(Q
′)

r Q〉 is finite.

This gives, e.g., nontrivial lower bounds for spin-
diffusion constants in the spin-1/2 Heisenberg chain as
well as for spin- and charge-diffusion constants for the
1d Fermi-Hubbard model. The bound has been recently
generalized and formalized within the method of “hydro-
dynamic projections” in (Doyon, 2019a) (cf. Sec. III.C.1),
where similar ideas were also used to provide bounds on
anomalous (e.g., superdiffusive) transport, i.e., to esti-
mate the dynamical exponents.

B. Bethe Ansatz

Here, we consider an important subclass of integrable
models: those treatable by the collection of techniques
grouped under the name of Bethe ansatz. The key prop-
erty of these models is that their energy eigenstates can
be expressed as scattering states of stable quasiparti-
cles (Essler et al., 2005; Faddeev, 2016; Korepin et al.,
2005). This gives direct access to their energy spectrum
and, more generally, to their thermodynamic properties.
Although the stable quasiparticles of integrable models
generically undergo nontrivial scattering processes, inte-
grability ensures that every scattering process can always
be decomposed into a sequence of two-particle scatter-
ings.

Focussing on the paradigmatic example of the spin-
1/2 XXZ chain, we will introduce the central equations of
Bethe ansatz — the Bethe equations — which give access
to all possible eigenstates of the systems. Then, we will
explain how to take their thermodynamic limit, arriving
at the so called thermodynamic Bethe ansatz (TBA) de-
scription (Takahashi, 1999), where one characterizes the
eigenstates in terms of “densities” of quasiparticles. Fi-
nally, we will recall some results for the energy and spin
Drude weight obtained using TBA.

1. Bethe Equations

There are two known routes to diagonalize the Hamil-
tonian using Bethe Ansatz. The first one consists in
writing an ansatz many-body wave-function in real (co-
ordinate) space. This is the original method introduced
in (Bethe, 1931) and is now known as coordinate Bethe
ansatz. The second, more recent, route consists of con-
structing a basis of eigenstates of the fundamental trans-
fer matrix (67) for all values of the spectral parameter
λ (cf. Sec. III.A). This is always possible since trans-
fer matrices with different spectral parameters commute.
Since the Hamiltonian is proportional to the logarithmic
derivative of the transfer matrix (cf. the discussion after
(67)), these states are also eigenstates of H. The latter
route, called algebraic Bethe ansatz, is more powerful:
it gives direct insights into the conservation laws of the
system and correlation functions (Essler et al., 2005; Fad-
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deev, 2016; Korepin et al., 2005). For the sake of brevity,
we do not describe such approaches in detail but only
report the final results (we refer the reader interested in
the derivations to the aforementioned references).
The Bethe-ansatz procedure yields the eigenstates of

the system parametrized by a set of (generically complex)
numbers {λj} called rapidities and obtained by solving
a set of non-linear algebraic equations. For example, in
the case of the spin-1/2 XXZ chain, the eigenstates with
magnetization L/2−N are parametrized by the solutions
{λj}Nj=1 of

[
sinh(λj + iη/2)

sinh(λj − iη/2)

]L

= −
N∏

k=1

[
sinh(λj − λk + iη)

sinh(λj − λk − iη)

]

, (82)

for j = 1, . . . , N . These are the illustrious Bethe equa-
tions, first found in (Bethe, 1931) for ∆ = 1 and then in
(Orbach, 1958) for generic ∆.
All Bethe-ansatz integrable models produce sets of

nonlinear, coupled, algebraic equations of this form. In
some cases, however, one needs to repeat the proce-
dure multiple times before finding the eigenstates of the
Hamiltonian. This produces multiple sets of equations
similar to Eq. (82), involving different sets of rapidities,
which are coupled together. This procedure is known as
nested Bethe ansatz and is necessary, e.g., for the Fermi-
Hubbard model. For simplicity, we restrict the discussion
to the non-nested case in our presentation.
The eigenvalues of quasimomentum14 and the Hamil-

tonian in the eigenstate parametrized by {λj}Nj=1

P =

[
N∑

k=1

p(λk,
1
2 )

]

mod2π, E=
N∑

k=1

e(λk) + e0L, (83)

where we set p(λ, s)= i log [sinh(λ− iηs)/ sinh(λ+ iηs)],
e(λ) =− sin η/2 ∂λp(λ,

1
2 ) and e0 = ∆/4. An expression

similar to the one for the energy holds for higher local
(and quasilocal) conservation laws (72). In particular, in
the eigenvalue of Qn,s the function e(λ) is replaced by
qn(λ, s) = (− sin η/2)n∂nλp(λ, s) while the constant shift
e0 is replaced by 0.
The Bethe equations might be viewed as convoluted

quantization conditions for the momenta (or better the
“rapidities”) of a gas of quasiparticles confined in a finite
volume L. However, one should be careful with such
an interpretation as the solutions to these equations are
generically complex : this is a common feature of many
Bethe-ansatz integrable models.
To understand the distribution of the roots in the com-

plex plane, it is useful to look at the solutions for L→ ∞
and fixed N (Essler et al., 2005; Takahashi, 1999). In this

14 On the chain, the quasimomentum operator is defined as −i log Π
(Π acts as the one-site-shift operator).

case, any Im[λj ] 6= 0 causes the l.h.s. to either go to in-
finity or to 0. Requiring the r.h.s. to do the same forces
the solutions to follow ordered patterns in the complex
plane known as “strings”. Strings can be interpreted as
stable bound states formed by the elementary particles
(Essler et al., 2005) and appear in all Bethe-ansatz inte-
grable models with complex rapidities, but their specific
form depends on the model and on the values of its pa-
rameters. Specifically, in the spin-1/2 XXZ chain, the
string-structure depends on whether η is real (|∆| < 1)
or imaginary (|∆| > 1). For instance, for η ∈ R, we have
strings of the form (Takahashi, 1999)

λkα,a = λkα + i
η

2
(nk + 1− 2a) + i

π

4
(1− υk) + δkα,a, (84)

where λkα ∈ R is called “string center”, k = 1, . . . , Ns

is called “string type”, α = 1, . . . ,Mk labels different
strings of the same type, and a = 1, . . . , nk labels rapidi-
ties in the same string. Finally, the “string deviations”
δkα,a are exponentially small in L.
The number Ns of type of strings, the “length” nk

of the k-th string, and its “parity” υk depend on η in
a discontinuous way: they change drastically depending
on whether η/π is rational. For example, for η = π/m,
we have Ns = m, nk = (k − 1)(1− δk,m) + 1, and υk =
1 − 2δk,m. A similar parameterisation of strings can be
performed also for iη ∈ R and more generally, for other
Bethe-ansatz integrable models (Takahashi, 1999).

2. Thermodynamic Bethe Ansatz

For small numbers N of rapidities, the Bethe equations
can be easily solved on a computer [see, e.g., (Hagemans,
2007; Shevchuk, 2012)]. For a full classification of the
solutions of Eq. (82), this is feasible for for N ≤ L = 10.
However, this procedure becomes quickly impractical
when N and L increase. In particular, to study the ther-
modynamic limit — N,L → ∞ with finite N/L — a
brute force numerical solution of the equations is unfea-
sible and some analytical treatment becomes unavoid-
able. The standard approach — known as thermody-
namic Bethe ansatz (TBA) — is based on the crucial
assumption that the solutions to Eq. (82) continue to
follow the string patterns even at finite density (Bethe,
1931; Takahashi, 1971), i.e., when N is not fixed but
goes to infinity with L. Although this assumption —
usually called string hypothesis — does not strictly hold
for all states in large but finite systems, it is believed
to describe exactly the thermodynamic properties of all
Bethe-ansatz integrable models. In particular, (Tsvelick
and Wiegmann, 1983) proved the self consistency of the
string hypothesis for the spin-1/2 XXZ chain at finite
temperature. A more rigorous alternative to the string
hypothesis exists (Klümper, 1992; Klümper, 1993; Suzuki
and Inoue, 1987) and is often referred to as quantum
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|∆| < 1 |∆| ≥ 1

Λ ∞ π/2

f(x;n;υ)
2

{

υ atan
[

tanh x
[tan nγ

2
]υ

]

nγ /∈ Z

0 nγ ∈ Z

atan
[

tan x
tanh nγ

2

]

+π⌊ x
π
+ 1

2
⌋

TABLE II Auxiliary function f(x;n; υ) for the spin-1/2 XXZ
chain for ∆ = cos η. We defined γ ≡ |η|.

transfer-matrix approach. Even though this approach is
very powerful, it is generically less versatile than TBA
(currently most of the results have been found for ther-
mal states). Importantly, the two approaches have been
proven to give an equivalent description of the thermo-
dynamic properties of the spin-1/2 XXZ chain at finite
temperatures (Klümper, 1992; Kuniba et al., 1998).
Embracing the string hypothesis and multiplying to-

gether all Bethe equations referring to particles in the
same string one arrives at a set of equations — known as
Bethe-Takahashi equations — for the real string centers
[cf. Eq. (84)]. These equations can readily be viewed as
quantization conditions for the momenta of the original
particles and all their bound states and are most com-
monly expressed in “logarithmic form” (taking−i log[·] of
both sides). In particular, the Bethe-Takahashi equations
for the spin-1/2 XXZ chain read as (Takahashi, 1999)

Lθj(λ
j
α)−

Ns∑

k=1

Mk∑

γ=1

Θjk(λ
j
α − λkγ) = 2πI(j)α , (85)

where the “quantum numbers” I
(j)
α are integer (half-odd

integers) for odd (even) L−Mj (also their allowed ranges
depend on {Mj}) and the string centres λjα lie in the sym-
metric interval [−Λ,Λ] ⊂ R while the smooth functions
θj(x) and Θij(x) can be expressed as

θj(x) =f(x;nj , υj), (86)

Θij(x) =f(x; |ni − nj |, υiυj) + f(x;ni + nj , υiυj)

+ 2

min(ni,nj)−1
∑

k=1

f(x; |ni − nj |+ 2k, υiυj). (87)

Both Λ and the form of the auxiliary function f(x;n; υ)
depend on whether |∆| < 1 or |∆| ≥ 1; their form is
reported in Table II.
Furthermore, by substituting the string hypothesis in

the expectation value of the energy density [see Eq. (83)],
we have

E=

Ns∑

k=1

Mk∑

γ=1

ek(λ
k
γ) + e0L, (88)

where ek(λ)≡−sgn(∆ + 1)[
√

|∆2 − 1|/2]∂λθk(λ) are
known as “bare energies”. We see that the energy
of an eigenstate is obtained by summing up the bare

energies of all quasiparticles characterizing it. A similar
expression holds for higher conservation laws.

The set {I(j)α } is in one-to-one correspondence with

the set of string centres (or “particle rapidities”) {λ(j)α }
and can be used to specify the state of the system, much
like momentum occupation numbers in free systems. We

note in passing that the correspondence between {I(j)α }
and the solutions of the Bethe equations has been used
to prove the combinatorial completeness of Bethe ansatz
for the XXZ chain (Kirillov, 1983; Kirillov and Liskova,
1997) and for the Fermi-Hubbard model (Essler et al.,
1991). The correspondence is explicitly established by
introducing the “counting functions”

zj(x|{λ(j)α }) ≡ θj(x)−
1

L

Ns∑

k=1

Mk∑

γ=1

Θjk(x− λkγ). (89)

These functions are monotonic in x and, by definition,

satisfy zj(λ
(k)
γ |{λ(j)α }) = 2πI

(k)
γ /L (this is just a rewriting

of (85)). There exist, however, some holes {λ̄jγ} 6⊂ {λ(j)α }
such that zj(λ̄

j
γ |{λ

(j)
α }) = 2πJ

(j)
γ /L with {J (j)

α } integers
(or half-odd integers) in the allowed range to be quan-

tum numbers but not appearing in {I(j)α } (they can be
thought of as empty slots).
In the thermodynamic limit, both particle and hole

rapidities become dense in [−Λ,Λ] (differences of neigh-
boring rapidities scale like L−1) and it is convenient to
switch to a coarse grained description of the system in
terms of their densities {ρj(λ)} and {ρhj (λ)} (h stands for

“hole”). It is easy to verify that 2πσj(ρj(λ) + ρhj (λ)) =

limL→∞ ∂λzj(λ|{λ(j)α }), where the sign σj = {±1} ac-

counts for strings where zj(x|{λ(j)α }) is monotonically
decreasing (they occur for |∆| < 1) (Takahashi, 1999).
Computing the derivative explicitly, we find the so called
thermodynamic Bethe-Takahashi equations

ρtj(λ) ≡ ρj(λ)+ρ
h
j (λ) = σjaj(λ)−

Ns∑

k=1

σjTjk∗ρk(λ). (90)

Here, we introduced the driving aj(λ) = (1/2π)∂λθj(λ),
and the kernel Tjk(λ) = (1/2π)∂λΘjk(λ) (encoding all in-
formation about the interactions), while ∗ denotes the

convolution f ∗ g(x) =
∫ Λ

−Λ
dyf(x− y)g(y).

Equations (90) fix the densities of holes in terms of
the densities of particles. In other words, for each state,
they provide the densities ρtj(λ) of “rapidity slots” (called
“vacancies”) that can be occupied by a particle. Due to
the interactions, the density of slots depends on the state
[cf. the second term on the r.h.s. of Eq. (90)]. Integral
equations of this form are very common in TBA. In the
following, we will find many instances of these equations
with the same kernel but different driving functions.
We remark that, even though each eigenstate of the

Hamiltonian corresponds to a set of densities {ρj(λ)},
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the correspondence is generically not one-to-one: in a
large finite volume L, there are approximately exp[Ls[ρ]]
eigenstates of the Hamiltonian corresponding to the
same set of densities {ρj(λ)}, where the functional
s[ρ] =

∑

k

∫
dλ(ρtk log ρ

t
k − ρk log ρk − ρhk log ρ

h
k) is known

as the Yang-Yang entropy density. This fact is often re-
ferred to by saying that the densities of rapidities spec-
ify a “macrostate” of the system, as opposed to a single
eigenstate of the Hamiltonian that is called “microstate”.
The densities of rapidities in principle allow one to

compute the expectation values of all local operators in
the thermodynamic limit. In practice, however, explicit
expressions are known only for few classes of observables
(see also Sec. III.C). A relevant example is that of local
(and quasilocal) conserved-charge densities. Specifically,
considering the density of the generic charge Q, we have

q[ρ] =

Ns∑

k=1

∫

dλ qk(λ)ρk(λ), (91)

where the set of functions qk(λ) specifies the charge and
it is often called “bare charge”. For example, the en-
ergy density is obtained by replacing qk(λ) with ek(λ)
and adding the constant shift e0. Moreover, setting
qk(λ) = qn,k(s, λ) for some appropriate qn,k(s, λ), one
reproduces the density of higher conservation laws (72).
In particular, for the densities qn[ρ] of the higher lo-
cal conserved charges (66), we have qk(λ) = qn,k(λ) =

(−sgn(∆ + 1)[
√

|∆2 − 1|/2]∂λ)n+1θk(λ).
TBA can also be used to analyze excitations over

macrostates. Let us take a large finite volume L and
consider the system in one of the microstates correspond-
ing to the densities {ρj(λ)}. Injecting an extra string of
type j and rapidity λ induces a change in the expectation
values of the conserved charges

Lq[ρ] 7→ Lq[ρ] + qdj (λ). (92)

Due to the presence of interactions, {qdj (λ)} differ from
the bare charges of Eq. (91) and are commonly referred
to as “dressed charges”. Specifically, given a set of bare
charges {qj(λ)}, one can find the corresponding dressed
charges through the following integral equation

∂λq
d
j (λ) = ∂λqj(λ)−

Ns∑

k=1

σk
[
Tjk ∗ ϑk∂λqdk

]
(λ), (93)

where we introduced the “filling” function

ϑj(λ) ≡
ρj(λ)

ρtj(λ)
. (94)

Even though the momentum is only conserved mod-
ulo 2π, a dressed momentum is well defined as long as
pdj (λ) < 2π. In particular, since the bare charge related
to the momentum is θj(λ) [cf. Eq. (83)], the dressed mo-
mentum fulfills ∂λp

d
j (λ) = 2πσjρ

t
j(λ). This can be estab-

lished comparing the equation for the dressed momentum

with Eq. (90) and allows us to express the group velocity
of the excitation (λ, j) as

vdj (λ) =
∂λe

d
j (λ)

∂λpdj (λ)
=

∂λe
d
j (λ)

2πσjρtj(λ)
. (95)

In other words, 2πσjρ
t
j(λ)v

d
j (λ) fulfills Eq. (93) with

∂λej(λ) as a driving. In addition to the dressed charge,
we can associate another “dressed” quantity, sometimes
called the “effective charge”, to each quasilocal conserva-
tion law (and also to the momentum). For a given bare
charge qj(λ), we define the associated effective charge
qeffj (λ) as the solution of the following Eq. (96), which
has qj(λ) as its driving term,

qeffj (λ) = qj(λ)−
Ns∑

k=1

σk
[
Tjk ∗ ϑkqeffk

]
(λ). (96)

Note that in this case, one directly “dresses” the
charge and not its derivative and hence dressed and
effective charges do not coincide. We have, however,
∂λ(q

d
j (λ)) = (∂λqj(λ))

eff such that we can equivalently

express (95) as vdj (λ) = (∂λej(λ))
eff/(∂λpj(λ))

eff . This
formulation is used in a large portion of the GHD litera-
ture.
In closing, we remark that, even though here we as-

sumed the system to be in an eigenstate of the Hamilto-
nian, the TBA description can be used also for some (sta-
tionary) mixed states. This is true every time a gener-
alized microcanonical representation applies (Essler and
Fagotti, 2016; Vidmar and Rigol, 2016). In essence, this
means that the expectation values of all local observables
in the mixed state can be reproduced, in the thermody-
namic limit, by expectation values in a single, appropri-
ately chosen eigenstate of the Hamiltonian. For exam-
ple, the densities corresponding to a generalized Gibbs
state ρGGE ∝ exp[

∑

n βnQn] can be found minimising
the “generalized free energy” f [ρ] =

∑

n βnqn[ρ] − s[ρ],
which yields the following integral equations (Yang and
Yang, 1969)

log ηj(λ)=
∑

n

βnqn,j(λ)+

Ns∑

k=1

σkTkj∗log[1+η−1
k ](λ) , (97)

where we introduced the function

ηj(λ) ≡
ρhj (λ)

ρj(λ)
=

1

ϑj(λ)
− 1. (98)

These equations, together with Eq. (90), completely fix
the densities of the generalized Gibbs state. Note that,
if {ρj(λ)} and {ρhj (λ)} solve Eqs. (90) and (97), the gen-
eralized free energy can be written compactly as

f =
e0
T

−
Ns∑

k=1

σk

∫ Λ

−Λ

dλ ak(λ) log

[

1 +
ρk(λ)

ρhk(λ)

]

. (99)
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We also remark that the derivatives of log ηk(λ)
with respect to the “chemical potentials” βn
are related to the dressed quantities. In-
deed, comparing Eqs. (93) and (97) we find
∂βn

log ηk(λ) = −sgn(∆ + 1)[
√

|∆2 − 1|/2]∂λqdn−1,k(s, λ).
In order to find the explicit form of qn,k(λ), we use the
explicit form of qn,k(λ) reported after Eq. (91).

3. Drude weights from TBA

As an application of the TBA formalism, here we
present the calculation of certain Drude weights. We
remark that the calculation of generic Drude weights re-
mained unfeasible for a long time even in Bethe-ansatz
integrable models. Indeed, Drude weights are expressed
in terms of dynamical correlations and the calculation of
the latter falls outside the compass of standard Bethe-
ansatz techniques. In some cases, however, it has been
possible to relate Drude weights to simple spectral or
thermodynamic properties that can be efficiently deter-
mined using TBA. In particular, here we briefly review
Zotos’s calculations of the energy (Zotos, 2017) and spin
(Zotos, 1999) Drude weights for the spin-1/2 XXZ chain
with ∆ = cos(π/m) at finite temperature T . The re-
sults for the energy Drude weight are directly generalized
to any ∆ while those for the spin Drude have been ex-
tended to ∆ = cos(πℓ/m) with coprime integers ℓ and m
(Urichuk et al., 2019) [see Sec. III.C.1 for a discussion].

Let us begin by considering the case of the energy
Drude weight, which, as we shall see, is considerably
simpler. The crucial observation (Zotos et al., 1997) is
that in the spin-1/2 XXZ chain, the total energy current

J (E) =
∑

r j
(E)
r [see Eq. (5)] is itself a conserved quantity.

In particular, in our notation, J (E) coincides with Q2

[see Eq. (66)]. This means that one can define a general-
ized Gibbs ensemble including such a current as a charge,

i.e., ρGGE ∝ e−βH−ξJ (E)

, and compute its root densities
following the last paragraph of the Sec. III.B.2. In par-
ticular, the free-energy density fξ of this state takes the
form (99) where the densities of rapidities fulfill Eqs. (90)
and (97) with β1 = β, β2 = ξ, and βn≥3 = 0. The
Drude weight is then straightforwardly evaluated as [see
Eq. (21)]

D(E)
w =

β2

2L
〈(J (E))2〉 = −β

3

2
∂2ξfξ

∣
∣
ξ=0

. (100)

Note that this identity has been first used in (Klümper
and Sakai, 2002) to compute the energy Drude weight
within the quantum transfer-matrix approach. The re-
sults are shown in Fig. 5. Subsequently, Zotos found the
explicit result from TBA by combining Eqs. (90) and
(97). Using some straightforward identities among TBA
functions [see, e.g., (Urichuk et al., 2019)], the final ex-
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FIG. 5 (Color online) Exact results for the energy Drude
weight of the spin-1/2 XXZ chain given in Eq. (1) at zero
magnetization. The data is taken from (Klümper and Sakai,
2002).

pression can be written as

D(E)
w =

β2

2

Ns∑

k=1

∫ Λ

−Λ

dλ
ρtk(λ)(e

eff
k (λ))2(vdk(λ))

2

(1 + ηk(λ))(1 + η−1
k (λ))

, (101)

where eeffk (λ) = −2πsgn(∆ + 1)[
√

|∆2 − 1|/2]σkρtk(λ) is
the effective energy and vdk(λ) the group velocity of the
dressed excitations [cf. (95)]. The same method can be
used to find higher cumulants of J (E) (Urichuk et al.,
2019; Zotos, 2017).
The complication arising when considering the spin

Drude weight is that the total spin current, as opposed
to the total energy current, is not conserved. The cal-
culation, however, can still be performed avoiding the
explicit evaluation of correlation functions. The idea is
to consider the system in a large finite volume L, to in-
troduce a finite magnetic flux Lφ through the chain, and
to compute the Drude weight using the finite-T Kohn
formula (26), i.e., in terms of the second derivative of the
energy density with respect to the magnetic flux. The in-
sertion of a magnetic flux can be easily treated in Bethe
ansatz and results in a phase (“twist”) eiφL multiplying
the r.h.s. of (82). For Lφ finite in the thermodynamic
limit (i.e., when Lφ does not scale with the volume), the
twist modifies the position of the rapidities of the strings
only at sub-leading orders. This leads to

λjα,L(φ) = λjα,∞ +
g1,j(λ

j
α,∞, φ)

L
+
g2,j(λ

j
α,∞, φ)

L2
, (102)

where we neglected O(L−3) and introduced the sub-
scripts L/∞ to label rapidities in finite and infinite vol-
ume, respectively. The φ-dependent functions g1,j(x, φ)
and g2,j(x, φ) fulfill some integral equations determined
through a 1/L expansion of the Bethe-Takahashi equa-
tions (85). Plugging (102) into Eq. (88), one can deter-
mine the second derivative of the energy density with re-
spect to the twist in the thermodynamic limit and hence
the Drude weight. This method has been introduced in
(Fujimoto and Kawakami, 1998) for the calculation of
the charge Drude weight in the Fermi-Hubbard model
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FIG. 6 (Color online) TBA results for the spin Drude weight

D(S)
w of the spin-1/2 XXZ chain versus ∆ for different tem-

peratures T (measured in units of J) from (Zotos, 1999).

and has been applied in (Zotos, 1999) for the spin-1/2
XXZ chain. In the case of the XXZ chain, the result can
be cast into the following form

D(S)
w =

β

2

Ns∑

k=1

∫ Λ

−Λ

dλ
ρtk(λ)(n

eff
k (λ))2(vdk(λ))

2

(1 + ηk(λ))(1 + η−1
k (λ))

, (103)

where neff
k (λ) = 2πσkρ

t
k(λ)∂φg1,k(λ) fulfills the dressing

equation (96) by replacing neff
k (λ) → qeffk (λ) with driving

nk, thus replacing qk(λ) by nk in Eq. (96) [cf. Eq. (84)
for the definition of nk]. The temperature dependence of

D(S)
w is illustrated in Fig. 6.
As we will see in Sec. III.C, GHD provides a general

framework for computing Drude weights in TBA formal-
ism. In particular, both Eq. (101) and Eq. (103) are
special cases of the generic GHD result Eq. (116), which
describes the Drude weights of all conserved charges.

C. Generalized hydrodynamics

The theory of generalized hydrodynamics concerns the
evolution of integrable systems initially prepared in a
state ρ0 that is spatially inhomogeneous and then let to
evolve unitarily with a homogeneous Hamiltonian. The
main idea is that at large times, the expectation values
of local observables become slowly varying functions of
x and t. This is much like the situation observed in the
case of homogeneous quantum quenches [see, e.g., (Eisert
et al., 2015; Essler and Fagotti, 2016; Gogolin and Eis-
ert, 2015)]: initially the expectation values of local ob-
servables display fast oscillations but the latter dephase
away for large times and expectation values become sta-
tionary even in the presence of a coherent unitary evo-
lution. In the slow, late-time, regime, it is reasonable to
expect that the expectation values can be described by a
quasistationary state, namely

tr
[
Oxe

−iHtρ0e
iHt
] t≫τ0∼ tr [Oxρst(x, t)] , (104)

whereH is the Hamiltonian of the system, Ox is a generic
observable localized around the point x, ρst(x, t) is the
density matrix describing the quasi-stationary state (re-
taining a slow space-time dependence), and τ0 is the time-
scale for local relaxation. In general, the x-dependence
in Eq. (104) is nontrivial for large but finite times, while
it is typically washed away at infinite times. Think,
for example, of the free expansion of a gas released
from a trap: the density of the gas vanishes for all
x at infinite times, corresponding to an x-independent
limt→∞ ρst(x, t). There are some cases, however, where
nontrivial effects of the problem’s inhomogeneity persist
even at infinite times. In that case, one can explicitly
take the infinite-time limit of Eq. (104) turning it into
an exact statement. An example is the so-called bipar-
titioning protocol where one suddenly joins together two
systems that are initially in different stationary states
(see Sec. IX.B).
The state ρst(x, t) in Eq. (104) has been termed locally

quasi-stationary state (LQSS) in (Bertini and Fagotti,
2016). Specifically, it was argued that, at the lead-
ing order in time, ρst(x, t) is a generalized Gibbs state
constructed with the charges of the Hamiltonian that
controls the unitary time evolution and (x, t)-dependent
chemical potentials. Note that the time scale at which
the simplification (104) arises — often referred to as Eu-
ler time scale — is much larger than the local relaxation
time scale τ0. This means that, at fixed (x, t), ρst(x, t)
is homogeneous, stationary, and admits a “microcanon-
ical” representation in terms of a TBA representative
eigenstate, or, equivalently, of a set of densities of ra-
pidities {ρk(λ, x, t)}. Determining such space-time de-
pendent functions is the central problem of the theory.
A macroscopic number of constraints on these func-

tions are obtained by considering the expectation values
of the continuity equations of all local and quasilocal con-
served charges from Eq. (72), namely

∂tq
(n)
x (t) + j(n)x (t)− j

(n)
x−1(t) = 0, x = 1, . . . , L, (105)

where q
(n)
x is the density of charge Qn and j

(n)
x its cur-

rent.15 Here and in the following, we suppress the addi-
tional index s, keeping only the generic index n for con-
served charges. Assuming the validity of Eq. (104), one
obtains that, to leading order in time, the expectation
value of (105) reads as

∂ttr
[

q
(n)
0 ρst(x, t)

]

+ ∂xtr
[

j
(n)
0 ρst(x, t)

]

= 0 . (106)

We remark that this equation is already in the ther-
modynamic limit and, moreover, on its r.h.s., there are

15 We here simplify the notation introduced in Sec. II by writing

j
(n)
x instead of j

(Qn)
x .
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sub-leading corrections of O(t−b) with b > 0. As shown
in (Bertini et al., 2016; Castro-Alvaredo et al., 2016), the
constraint (106) is sufficient to fix the densities of rapidi-
ties to leading order in time. Specifically, Eq. (106) is
equivalent to the following continuity equation for the
densities of rapidities

∂tρk(λ, x, t) + ∂x(v
d
k(λ, x, t)ρk(λ, x, t)) = 0. (107)

Here, vdk(λ, x, t) is the group velocity of dressed excita-
tions on the state ρst(x, t). The physical interpretation
of this equation is straightforward: to leading order in
time, the dynamics of {ρk(λ, x, t)} can be described as
if they were quasimomentum distributions for Ns species
of free classical particles moving in a density-dependent
background. Indeed, the only effect of the interaction
is a dressing of the group velocity. These classical par-
ticles can be thought of as an “asymptotic” version of
the stable modes characterizing Bethe-ansatz integrable
models. Indeed, for very large times and distances, the
modes loose all phase information and behave like clas-
sical particles.
The crucial step in passing from Eq. (106) to Eq. (107)

makes use of the following expression for the expectation
value of generic currents on the macrostate {ρn(λ)}

jQ[ρ] =

Ns∑

k=1

∫

dλ qk(λ)v
d
k(λ)ρk(λ), (108)

where qk(λ) is the bare charge of the associated density
(c.f. Eq. (91)). This form has been originally proposed for
relativistic integrable quantum-field theories with diago-
nal scattering (Castro-Alvaredo et al., 2016) — through
a crossing-symmetry argument — and for the spin-1/2
XXZ chain (Bertini et al., 2016) — through a semiclas-
sical argument. Initially, however, its validity could only
be established numerically (Bertini et al., 2016; Ilievski
and De Nardis, 2017a) or for some special currents
(Bertini et al., 2016; Urichuk et al., 2019). The numerical
accuracy of (108) and its model-independent form trig-
gered a fervent activity aimed at proving it rigorously
(Borsi et al., 2020; Fagotti, 2017; Vu and Yoshimura,
2019; Yoshimura and Spohn, 2020) for all Bethe-ansatz
integrable models. This endeavour has been concluded by
(Pozsgay, 2020), who reports a complete proof of (108) in
the framework of the quantum-inverse scattering method.
This proof encompasses all Yang-Baxter integrable lat-
tice systems. In particular, this includes all Bethe-ansatz
integrable lattice models (nested or not) such as the spin-
1/2 XXZ chain and the one-dimensional Fermi-Hubbard
model. Finally, we remark that the form (108) for the ex-
pectation values of currents has been shown to hold also
for certain integrable classical field theories (Bastianello
et al., 2018; Bulchandani et al., 2019; Cao et al., 2019;
Doyon, 2019b; Spohn, 2020b).
The simplification introduced by Eq. (107) is remark-

able: to determine the late-time properties of an inte-

grable quantum many-body system, one does not need
to solve the many-body Schrödinger equation but an im-
mensely simpler system of differential equations. After
discretizing the rapidity, these equations can be treated
by standard methods for initial-value partial differential
equations (Møller and Schmiedmayer, 2020), by “char-
acteristics” (Bulchandani, 2017; Doyon et al., 2017) or
by “molecular dynamics” (Doyon et al., 2018), i.e., by
simulating the dynamics of the classical gas whose rapid-
ity distributions obey Eq. (107). There is, however, a
remaining nontrivial step to make before a solution can
be obtained: one has to find the right initial conditions
for {ρk(λ, x, t)}. This problem has not yet been solved
for all initial states ρ0 but only for a number of particu-
lar choices (Bulchandani et al., 2017, 2018; Caux et al.,
2019; Doyon et al., 2017). Importantly, some of these
choices give a good characterization of experimentally-
accessible initial configurations. This has been explicitly
demonstrated in two recent cold-atom experiments (Mal-
vania et al., 2020; Schemmer et al., 2019), which have
shown that GHD describes accurately the dynamics of
nearly integrable 1D Bose gases in all accessible interac-
tion regimes.
Let us now focus on the most popular initial configu-

ration accessible with GHD: the bipartitioning protocol,
i.e., the time evolution of an initial state composed of
the tensor product of two different homogeneous states
ρ0 ∼ ρL⊗ ρR (see Sec. IX.B). As mentioned before, since
in this case, we can explicitly take the infinite-time limit,
Eq. (107) becomes exact. The solution is a function of the
scaling variable ζ = x/t, usually termed “ray”, and can
be “implicitly” written as (Bertini et al., 2016; Castro-
Alvaredo et al., 2016)

ϑk(λ, ζ)=[ηLk (λ)−ϑRk (λ)] Θ[vdk(λ, ζ)− ζ]+ϑRk (λ), (109)

where Θ(x) is the step-function and ϑ
L/R
k (λ) characterize

the homogeneous GGE emerging at infinite distance from
the junction on the left and on the right, respectively.16

This solution is implicit because vdk(λ, ζ) depends itself on
ϑk(λ, ζ). The explicit result is obtained by formulating
an initial guess for vdk(λ, ζ) and iterating Eqs. (109), (90),
and (96) until convergence is reached (this is typically
achieved in less than ten steps). This protocol has been
used for studying nonlinear transport in integrable quan-
tum many-body systems on the lattice (Bertini et al.,
2016; Bertini and Piroli, 2018; Bertini et al., 2018b; Col-
lura et al., 2018; De Luca et al., 2017; Gruber and Eisler,
2019; Mazza et al., 2018; Piroli et al., 2017) as well as

16 We assumed that ρL/R have cluster decomposition proper-

ties. Namely, they satisfy lim|x−y|→∞ 〈O1(x)O2(y)〉L/R =

〈O1(x)〉L/R 〈O2(y)〉L/R where the operators Oi(x) are local (i.e,

they act trivially far away from the site xi) and 〈O(x)〉L/R ≡

tr[O(x)ρL/R].
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on the continuum (Bertini et al., 2019; Castro-Alvaredo
et al., 2016; Mestyán et al., 2019). Moreover, it has also
been used for analysing the dynamics of entanglement in
inhomogeneous situations (Alba, 2018; Alba et al., 2019;
Bertini et al., 2018a; MestyÃ¡n and Alba, 2020). Next,
in Sec. III.C.1, we will discuss how this protocol can be
used for computing Drude weights.
In concluding this brief review of GHD, we must men-

tion that Eq. (107) does not represent an end point: there
are currently many ongoing efforts to extend its range of
applicability. First of all, the equation furnishes only
a leading-order-in-time characterization, or, more pre-
cisely, describes the system for large times t and length-
scales x ∼ t. In analogy with ordinary hydrodynamics,
however, one would expect GHD to describe the asymp-
totic behavior of the system also on other lengthscales,
for example, the diffusive one where x ∼

√
t. This can

be achieved by finding the sub-leading corrections in t to
Eq. (107). In particular, in Sec. III.C.2, we will briefly
discuss a correction, recently identified in (De Nardis
et al., 2018), which is able to describe diffusive behav-
iors. Currently, however, a systematic method to find
all sub-leading corrections to Eq. (107) has been devised
only in the noninteracting case (Fagotti, 2017, 2020). An-
other active research strand is to extend Eq. (107) to
the case in which the time evolution is determined by a
spatially inhomogeneous or time-dependent Hamiltonian,
where space and time variations are slow. In particu-
lar, (Doyon and Yoshimura, 2017) presented an extension
valid in the case of a system confined to a slowly varying
trapping potential, (Bastianello et al., 2019) considered
the case of position-dependent Hamiltonian parameters,
and (Bastianello and De Luca, 2019) studied the effects
of time-dependent magnetic fields. Finally, there are on-
going efforts to describe the evolution of the initial-state
correlations under (107) (Ruggiero et al., 2020).

1. GHD results for Drude weights

Drude weights can be computed within GHD following
two different approaches that, crucially, give coinciding
results. Both approaches give access to the most general
Drude weight

D(n,m)
w =

β

2
lim
t→∞

1

t

∑

r

∫ t/2

−t/2

ds 〈j(n)r (s)j
(m)
0 (0)〉

c

=
β

2
lim
t→∞

∑

r

Re[〈j(n)r (t)j
(m)
0 (0)〉

c
], (110)

where 〈·〉c denotes the connected expectation value in a
(grand-canonical) Gibbs Ensemble ρGE ∝ exp[−βH +
∑

i λiOi] (the sum in the exponent of ρGE runs over all
conserved U(1) charges Oi of the system like the total
particle number, magnetization, etc). In Eq. (110), n
and m can label two different conserved charges. In the

case n = m, one recovers the usual “diagonal” Drude
weight of the charge Qn. All results, however, can be
directly extended to the case of expectation values in
more general GGEs. Note that (i) in order to treat all
charges on the same footing, we divided the energy Drude
weight by β and (ii) the correlation function in (110) is
not the Kubo correlation used in Eq. (9). In the limit
t → ∞, the two expressions, however, can be shown to
coincide under mild assumptions (Ilievski and Prosen,
2013).17

The first approach, proposed in (Bulchandani et al.,
2017; Ilievski and De Nardis, 2017b), evaluates the Drude
weight using the following formulation. One considers a
bipartitioning protocol that connects two halves of the
system (left “L” and right “R”) initially prepared in the
following different GGEs

ρGGE,L/R ∝ exp[−βH +
∑

i

µiNi ± (βm/2)Qm] , (111)

where Qm is the m-th conserved charge of the system. In

this setting, one can compute D(n,m)
w as follows (Vasseur

et al., 2015)

D(n,m)
w = lim

βm→0
lim
t→∞

β

2tβm
tr[j

(n)
0 e−iHtρ0e

iHt], (112)

where ρ0 ∼ ρGGE,L ⊗ ρGGE,R. Using Eq. (108) one can
express this relation in terms of TBA quantities as

D(n,m)
w =

β

2

Ns∑

k=1

∫

dζ

∫ Λ

−Λ

dλ qn,k(λ)
∂[vdk(λ, ζ)ρk(λ, ζ)]

∂βm

∣
∣
∣
∣
βm=0

,

(113)
where qn,k(λ) are the bare charges corresponding to Qn.
The second approach, introduced in (Doyon and

Spohn, 2017), computes the Drude weight using “hydro-
dynamic projections”. The idea is to write the Drude
weight in the form Eq. (110) and expand it in the ba-
sis of conserved charges (appropriately orthogonalised).
More precisely, one views

∑

r

〈j(n)r (t)j
(n)
0 (0)〉

c
≡ (j(n)|j(m)), (114)

as a scalar product in the space of local operators and
assumes that the only contributions surviving at infinite
times are coming from the overlap with conserved-charge
densities

lim
t→∞

(j(n)|j(m)) =
∑

k,k′

(j(n)|q(k))[C−1]kk′(q(k
′)|j(m)) (115)

17 Interestingly, for integrable models, limt→∞
∑

r 〈j
(n)
r (t)j

(n)
0 (0)〉

c

turns out to be real. This implies that the Drude weight can also

be defined using a “asymmetric” integration, namely D
(n,m)
w =

β
2
limt→∞

1
t

∑

r

∫ t
0 ds 〈j

(n)
r (s)j

(m)
0 (0)〉

c
.



26

where we defined Cnm = (q(n)|q(m)). This reasoning is
similar in spirit to that leading to the Mazur bound but
it is carried out directly in the thermodynamic limit.
In general, this approach can be used to compute the
asymptotic behavior (large t large x) of dynamical cor-
relation functions in generic inhomogeneous situations
(Doyon, 2018).
The quantities appearing in Eq. (115) are all directly

computed within GHD and lead to the following final
result

D(n,m)
w =

β

2

Ns∑

k=1

∫ Λ

−Λ

dλ
ρtk(λ)(v

d
k(λ))

2qeffn,k(λ)q
eff
m,k(λ)

(1 + ηk(λ))(1 + η−1
k (λ))

, (116)

where vdk(λ) and qeffm,k(λ) are the group velocity of exci-
tations and the effective charge in the Gibbs state, re-
spectively (i.e., with densities of rapidities obtained from
solving (90) and (97) with all Lagrange multipliers van-
ishing but β and µ). Remarkably, as shown in (Doyon
and Spohn, 2017), this expression agrees with that ob-
tained from Eq. (113) if one plugs in the implicit solution
(109) of the GHD equation for the bibartitioning protocol
and takes the derivative explicitly.
Three generic features of Eq. (116) are: (i) it is sym-

metric under the exchange of n and m, in accord with
Onsager reciprocal relations; (ii) the Drude weight is ob-
tained by summing up “elementary Drude weights” (the
integrand of (116)) for each quasiparticle in the system;
(iii) the Drude weight of a certain quantity vanishes when
the associated effective charges vanish. This happens, for
example, in the case of the spin transport in the spin-1/2
XXZ chain with |∆| ≥ 1 at zero magnetization and for
the charge transport in the Fermi-Hubbard model at half
filling.
The expression Eq. (116) holds for all TBA solvable

models. Its generalization to the nested case has been
first reported in (Ilievski and De Nardis, 2017a) and,
again, corresponds to a sum of elementary Drude weights
for each type of quasiparticle in the system. In particu-
lar, we see that Eq. (116) agrees with the special cases
(101) and (103) discussed in the previous section once one
restores the trivial β factor in the energy Drude weight.
Moreover, the nested generalization of Eq. (116) repro-
duces the result of (Fujimoto and Kawakami, 1998) for
the charge Drude weight in the Fermi-Hubbard model.
This follows by a direct comparison between Eqs. (5)
and (7) of (Ilievski and De Nardis, 2017a) and Eq. (35) of
(Fujimoto and Kawakami, 1998), nonetheless, to the best
of our knowledge, it has not been noticed in the litera-
ture. The main point is to note that ξc(k), ξsk(λ), ξbk(λ)
in (Fujimoto and Kawakami, 1998) are exactly the “ef-
fective electron charges” for the Fermi-Hubbard chain
[cf. Eqs. (A46) in the supplemental material of (Ilievski
and De Nardis, 2017a)]. In other words, they fulfill the
nested generalization of the dressing equations (96) with
driving terms respectively given by ξ0c (k) = 1, ξ0sk(λ) =

0, ξ0bk(λ) = 2k [cf. Eqs. (15)–(17) and Eqs. (29)–(31) in
(Fujimoto and Kawakami, 1998)].

2. GHD results for diffusion constants

In order to access the diffusive regime, one needs to
identify the leading corrections to Eq. (106), going be-
yond the Euler scale. A scheme to achieve this goal —
based on two main assumptions — has been proposed
in (De Nardis et al., 2018) [see also (De Nardis et al.,
2019a; Gopalakrishnan et al., 2018; Gopalakrishnan and
Vasseur, 2019)]. The first assumption is that for large
t, the system can be characterised using hydrodynam-
ics also on lengthscales x ∼

√
t. Namely, one assumes

that local observables are still described by a slowly vary-
ing quasi-stationary state ρst(x, t). This state, however,
cannot be interpreted as a space-time dependent GGE
anymore, but it has contributions proportional to the
spatial derivatives of the Lagrange multipliers. Under
this assumption, Eq. (106) continues to hold also to the
first sub-leading order. The expectation values of the
currents, however, are no longer given by Eq. (108) and
include corrections written in terms of spatial derivatives
of the densities of rapidities. Specifically, they can be
written as (De Nardis et al., 2019a)

tr [jn,0ρst(x, t)] =

Ns∑

k=1

∫

dλ qn,k(λ)v
d
k(λ)ρk(λ, x, t)

− 1

2

∫

dλdµ

Ns∑

k,k′=1

qn,k(λ)Dk,k′(λ, µ)∂xρk′(µ, x, t), (117)

where the kernel Dk,k′(λ, µ) depends on {ρk(µ, x, t)}.
This kernel is related to the diffusion (Onsager) matrix
defined as18

Dn,m=
∑

r

∫ ∞

−∞
dt

(

〈j(n)r (t)j
(m)
0 (0)〉

c
− 2

β
D(n,m)

w

)

(118)

as follows (De Nardis et al., 2018)

Dn,m=
∑

p

∫

dλdµ

Ns∑

k,k′=1

qn,k(λ)Dk,k′(λ, µ)qp,k′(λ)Cp,m (119)

where the first sum is over all the conserved charges of
the system and the matrix Cp,m has been introduced
below Eq. (115). Note that it is always possible to
add a “derivative term” ∝ ox − ox−1 to a charge den-
sity (where ox is a local operator), without modifying

18 Note that (118) does not coincide with the Onsager matrix given
in Eq. (15) as in the latter we used Kubo correlation functions.
Once again, however, the two matrices can be shown to coincide
under mild assumptions (Ilievski and Prosen, 2013).
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the total charge. This introduces an ambiguity in the
definition of charge densities beyond the leading order
[see (Fagotti, 2020) for more details]. In particular, the
kernel Dk,k′(λ, µ) depends on the specific choice of the
densities of charges while the Onsager matrix is invari-
ant (De Nardis et al., 2019a). The simple relation (119) is
obtained by taking charges and currents to be scalar un-
der PT -symmetry (De Nardis et al., 2019a). Finally, we
remark that corrections similar to Eq. (117), i.e., depend-
ing on the spatial derivatives of the densities of rapidities,
appear in the expectation values of all local observables
with kernels that are generically unknown.
The explicit TBA expression for Eq. (118) in models

with a single species of quasiparticles has been deter-
mined in (De Nardis et al., 2018) through an expansion
in finite-temperature form factors19. In particular, it has
been shown that Eq. (118) is fully determined by form
factors involving two particle-hole excitations. The ex-
pression for an arbitrary number of quasiparticles species
has later been presented in (De Nardis et al., 2019a) and
reads as

Dn,m=

∫
dµ1dµ2

2

Ns∑

k,k′=1

{
ρhk(µ1)

1 + ηk(µ1)

ρhk′(µ2)

1 + ηk′(µ2)

×
(

T eff
k′,k(µ2, µ1)q

eff
n,k′(µ2)

σk′ρtk′(µ2)
−
T eff
k,k′(µ1, µ2)q

eff
n,k(µ1)

σkρtk(µ1)

)

×
(

T eff
k′,k(µ2, µ1)q

eff
m,k′(µ2)

σk′ρtk′(µ2)
−
T eff
k,k′(µ1, µ2)q

eff
m,k(µ1)

σkρtk(µ1)

)

× |vdk(µ1)− vdk′(µ2)|
}

, (120)

where both the effective charges qeffn,k(λ) and the “effec-

tive scattering kernel” T eff
k,k′(λ, µ) fulfill (96) with driving

functions given by qn,k(λ) and Tk,k′(λ − µ) (T eff
k,k′(λ, µ)

for fixed values of its “second” arguments k′ and µ), re-
spectively. We note that, to obtain the result (120), De
Nardis, Bernard, and Doyon conjectured a general form
for the kinematical poles for finite-density form factors:
this represents the second main assumption of (De Nardis
et al., 2018).
Equation (120) can be interpreted by realizing that,

at the diffusive scale, the conserved modes of interact-
ing integrable models, i.e., the quasiparticles, do not fol-
low exactly free classical trajectories. As a consequence
of the scattering, they perform a noisy motion around
the classical trajectories with a variance that grows as√
t. Such a noisy motion is responsible for the diffu-

sive behavior (De Nardis et al., 2019a; Gopalakrishnan
et al., 2018; Gopalakrishnan and Vasseur, 2019). This

19 In this context, the term “form factor” indicates the matrix ele-
ment of a local operator between two Hamiltonian eigenstates.

simple argument can be refined to obtain a quantita-
tive prediction in agreement with Eq. (120) in the linear-
response regime (Gopalakrishnan et al., 2018). Moreover,
in accordance with this interpretation, Eq. (120) vanishes
for noninteracting models. Finally, we mention that a
non-trivial check of (120) has recently been presented in
(Doyon, 2019a; Medenjak et al., 2019) where the equation
has been re-obtained using the hydrodynamic projection
method.
Including the “diffusive correction” Eq. (117) in the

expectation value of the currents, the continuity equation
for the space-time-dependent densities of rapidities takes
the following Navier-Stokes form (De Nardis et al., 2018)

∂tρk(λ, x, t) + ∂x(v
d
k(λ, x, t)ρk(λ, x, t)) =

+
1

2
∂x

[
∫

dµ

Ns∑

k′=1

Dk,k′(λ, µ)∂xρk′(µ, x, t)

]

. (121)

Of particular interest for this review is the case of the
spin-1/2 XXZ chain with |∆| > 1 for small perturba-
tions around a zero-magnetization (mz = 0) equilibrium
state. In this case, Eq. (121) leads to the following heat-
like equation for the profile m(x, t) of the magnetization
density (De Nardis et al., 2019a)

∂tmz(x, t) = D(S)∂2xmz(x, t) , (122)

where the spin-diffusion constant is given by the following
sum over the “elementary diffusion constants” of different
quasiparticles

D(S) =

Ns∑

k=1

∫ π/2

−π/2

dµ
ρhk(µ)

1 + ηk(µ)
|vdk(µ)|W2

k , (123)

Here, the rapidity-independent coefficient Wk reads as
(De Nardis et al., 2019b)

Wk = lim
k′→∞

T eff
k′,k(µ, λ)

ρtk′(µ)
=

1

2Tχ(β)
∂δn

eff
k , (124)

where neff
k is the effective magnetization [cf. Eq. (84)

for the definition of nk and Eq. (96) for that of effective
charges], T is the temperature, χ(β) the static suscepti-
bility, and δ a small deviation from zero magnetization.
As shown in (De Nardis et al., 2019b), substituting

(124) into (123) and performing a few manipulations, one
obtains an expression for the diffusion constant which has
the same form as the right hand side of the bound (79)
but involves a modified spin Drude weight.

IV. THEORETICAL AND COMPUTATIONAL METHODS

While integrable systems as such in principle allow for
analytically exact solutions, computing the current auto-
correlation functions that enter into the Kubo formalism
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is a formidable task and no complete and general solution
from Bethe-ansatz techniques exists so far. Moreover,
for non-integrable models, one needs to resort to mostly
numerical methods or universal low-energy descriptions
such as bosonization.
We will concentrate the discussion on the specifics of

the spin-1/2 XXZ chain for concreteness and will point
out aspects that are important for the theoretical treat-
ment of other models whenever necessary.

A. Low-energy theory

1. Field theory

The low-energy excitations of a large class of 1d models
are not fermionic quasiparticles but collective (bosonic)
modes, forming the so-called Tomonaga-Luttinger liquid
(TLL) (Giamarchi, 2004; Schönhammer, 2004). The low-
energy theory can be solved using bosonization, and the
corresponding bosonic low-energy field theory takes the
form (for one fermionic species)

H =
v

2

∫

dx
[

Π2 + (∂xφ)
2
]

, (125)

where Π is the conjugate momentum of the bosonic field
φ with the commutation relation [φ(x),Π(y)] = iδ(x−y).
The TLL parameter K, which usually appears as a pref-
actor 1/K2 in front of the second term, has already been
absorbed via a canonical transformation of the fields. For
multiple species, such as is the case for the Hubbard
chain, the low-energy Hamiltonian is a sum of indepen-
dent Luttinger liquids. For the Hubbard chain, these
describe collective charge and spin excitations.
For integrable systems, both K and the spin velocity

v are known from Bethe ansatz. For example, for the
spin-1/2 XXZ chain, one obtains [see, e.g., (Essler and
Konik, 2005)]

K =
π

2

1

π − arccos(∆)
, v = J

π

2

√
1−∆2

arccos∆
. (126)

The current operators associated with the spin density
∼ ∂xφ and with the energy density of the Tomonaga-
Luttinger liquid Hamiltonian take the form (Giamarchi,
2004; Heidrich-Meisner et al., 2002)

J (S) = −v
√

K

π

∫

dxΠ, J (E) = −v2
∫

dxΠ∂xφ, (127)

and are both strictly conserved. The corresponding
Drude weights read

D(S)
w =

Kv

2π
, D(E)

w =
π

6
vT. (128)

If a certain microscopic model falls into the TLL uni-
versality class, the low-energy behavior of various corre-
lation functions, such as the momentum distribution or

the local density of states, is determined by Eq. (125).
Transport properties, however, are nonuniversal: On the
microscopic level of lattice Hamiltonians, they depend
on integrability and the model parameters. In contrast,
all gapless spin chains fall into the TLL universality
class and at low T map to Eq. (125), which by virtue
of Eq. (128) describes a ballistic conductor (Giamarchi,
1991, 1992). Information about the microscopic origin
of the integrability and on the conserved charges is thus
lost by going to the continuum limit. The information
on integrability is, in principle, contained in relations be-
tween the irrelevant operators that are discarded in the
process. Accounting for these relations in the calculation
of transport coefficients in a systematic manner is tech-
nically very hard and has not been accomplished yet.
In order to describe transport beyond the purely ballis-

tic case, one needs to resort to a more generic low-energy
Hamiltonian. The RG irrelevant corrections to Eq. (125)
which are most important in this context are given by
umklapp scattering and band curvature:

Hu = λu

∫

dx cos
(

4
√
πKφ

)

Hb =

∫

dx
[
λ+(∂xφL)

2(∂xφR)
2 + λ−(∂xφL)

4 + λ−(∂xφR)
4
]
,

(129)

where φ = φL+φR, and the prefactors λu,+,− are known
for integrable systems (Lukyanov, 1998). In an exten-
sion of earlier works (Giamarchi and Schulz, 1988) and
(Giamarchi, 1992), the influence of these terms was stud-
ied via a finite-T bosonic self-energy perturbation theory
(Sirker et al., 2009, 2011). This leads to a purely diffusive

form of the optical spin conductivity

σ(q, ω) =
Kv

π

iω

[1 + b(T )]ω2 − [1 + c(T )]v2q2 + 2iγ(T )ω
,

(130)
whose real part takes a Lorentzian form in the long-
wavelength limit q → 0:

Re σ(ω) =
Kv

π

2γ(T )

[1 + b(T )]2ω2 + 4γ(T )2
. (131)

The coefficients b(T ) and c(T ) as well as the decay rate
γ(T ) are functions of v,K, λu,+,− with γ, b, c(T → 0) →
0. In the zero-temperature limit, Eq. (131) recovers the

expression for D(S)
w from Eq. (128). The Drude weight

contribution to the conductivity at finite T , however, is
missed and can at present only be accounted for by hand
(Sirker et al., 2011) using a memory-matrix approach
[see, e.g., (Rosch and Andrei, 2000)].
Other exceptions to Luttinger-liquid universality are,

e.g., real-time, real-space correlators, which already for
free lattice fermions are governed by high-energy excita-
tions. Further insights can be gained from nonlinear TLL
theory (Imambekov et al., 2012).
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The above-mentioned bosonic self-energy
perturbation-theory approach (Sirker et al., 2011)
can also be used to compute the density correlation
function. One finds that, at long times, the density
autocorrelations are governed by a diffusive term
∼
√

γ/t, which is consistent with numerical tDMRG
data (Karrasch et al., 2015b), but disagrees with earlier
field-theory predictions (Narozhny, 1996). The formal-
ism was subsequently extended to incorporate the effects
of nonlinear Luttinger liquids at finite temperature
(Karrasch et al., 2015b). While the integrability of a
system drastically affects the long-time behavior of the
global current autocorrelation function (i.e., the Drude
weight), one does not expect a similar influence on the
density-density correlations of local density operators
such as szr. Thus, there is no need to incorporate
conserved quantities by hand, and field-theoretical
approaches can be used to determine the long-time
behavior of these quantities at low energies (Karrasch
et al., 2015b; Sirker et al., 2011).

2. Semiclassical approach

Damle and Sachdev introduced a semiclassical pic-
ture of thermally excited particles to compute the low-
temperature behavior of the integrable, gapped, quan-
tum O(3) non-linear sigma model (Damle and Sachdev,
1998; Sachdev and Damle, 1997) as well as of the Sine-
Gordon field theory (Damle and Sachdev, 2005). The
former describes the low-energy behavior of integer-S
(i.e., gapped) quantum spin chains in the limit of large
S, for which the work of Damle and Sachdev predicts a
zero Drude weight (Sachdev and Damle, 2000) and dif-
fusive dynamics with a conductivity that at low tem-
peratures diverges as σdc ∝ 1/

√
T . The methodology

was subsequently extended into various directions; e.g.,
a hybrid semiclassical-DMRG framework was developed
(Moca et al., 2017) and out-of-equilibrium setups were
studied (Bertini et al., 2019; Werner et al., 2019).

The range of validity of the semiclassical approach was
investigated both for the Sine-Gordon model as well as
for integer-S spin chains by comparing with DMRG or
GHD results (Bertini et al., 2019; De Nardis et al., 2019b;
Moca et al., 2017; Werner et al., 2019). The current belief
is that semiclassics give the correct qualitative prediction
for the low-temperature limit.

B. Exact diagonalization

Exact diagonalization (ED) has been a major work
horse in the numerical analysis of finite-temperature
transport properties (Heidrich-Meisner et al., 2003; Her-
brych et al., 2011; Karrasch et al., 2013b; Narozhny et al.,
1998; Rabson et al., 2004; Zotos and Prelovšek, 1996).

The entire spectrum and all eigenstates are computed
and therefore, practically any observable or correlation
function can be extracted. However, there is the obvious
limitation that only small system sizes can be accessed.
For the spin-1/2 XXZ chain, routinely, the Hamiltonian
can be diagonalized for L ∼ 20 sites by exploiting transla-
tional invariance (see (Sandvik, 2013) for the implemen-
tation of U(1) and discrete symmetries in ED). Access-
ing L ∼ 24 is possible with some effort (Heidrich-Meisner
et al., 2006) for spin-1/2 chains. For the Hubbard chain,
the larger local Hibert space of four states further re-
stricts the accessible system sizes, which can be over-
come by using, e.g., dynamical typicality as described in
Sec. IV.C. Technically, one needs to properly account for
the fermionic statistics, which is important for correla-
tion functions, yet a standard and well-known aspect of
the numerical treatment of fermionic systems.

1. Formal expressions evaluated in ED

We illustrate the main aspects for the example of the
thermal and the spin conductivity in the spin-1/2 XXZ
chain. The relevant expressions result from Eq. (12) by
expanding the thermal expectation values in a basis of
many-body eigenstates |n〉, which we understand to be
taken from a subspace with fixed total magnetization Sz.
Strictly speaking, by doing so, we work with a finite sys-
tem and hence take t → ∞ first and L → ∞ next. We
will first discuss the expressions and then comment on
this conceptual aspect below. Note that one can either
work in a canonical ensemble, i.e., fixed Sz. In this case,
the sums in the following expressions run over all eigen-
states from that subspace. Alternatively, one can carry
out a grandcanonical average over all values of Sz. Then,
the sums have to be understood as:

∑

n

→
∑

Sz

∑

n(Sz)

, (132)

where the second sum runs over all eigenstates in the
subspace with fixed Sz.

Foe the spin conductivity, we obtain the generic situ-

ation that both the Drude weight D(S)
w and the regular

part σ′(ω) can be nonzero in finite systems:

D(S)
w =

〈−Tkin〉
2L

− 1

TL

∑

n,n′

En 6=E
n′

pn
|〈n|J (S)|n′〉|2
En − En′

(133)

σ′(ω) =
1

TL

1− e−βω

ω
×

∑

n,n′

En 6=E
n′

pn
|〈n|J (S)|n′〉|2
En − En′

δ(ω − (En − En′))
(134)
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FIG. 7 (Color online) Finite-size scaling of the spin Drude

weight D(S)
w in the high-temperature limit β = 0, as presented

in (Steinigeweg et al., 2014a, 2015): Crosses indicate DQT
data while other symbols indicate ED data. Similar ED data
can be found in, e.g., (Heidrich-Meisner et al., 2003; Herbrych
et al., 2011; Karrasch et al., 2013b; Rabson et al., 2004; Zotos
and Prelovšek, 1996).

where pn = e−βEn/Z in the canonical case and pn =
e−βEn−βbSz

/Z in the grand-canonical case, and Z is the
partition function. Tkin is the kinetic energy, which for
the spin-1/2 XXZ chain from Eq. (1) contains all terms
but those proportional to szrs

z
r+1.

In a 1d system, the Drude weight can also be obtained
from the diagonal matrix elements of the current operator
plus contributions from degenerate subspaces:

D(S)
w =

1

2TL

∑

n,n′

En=E
n′

pn |〈n|J (S)|n′〉|2 , (135)

which results from the absence of any superfluid density
in a 1d system at finite temperatures (Zotos et al., 1997).
Equations (133) and (135) are identical (i) at β = 0 or (ii)
at β > 0 in the thermodynamic limit. Practically, they
are already indistinguishable at sufficiently high temper-
atures for the accessible system sizes L . 20 (Heidrich-
Meisner et al., 2003; Mukerjee and Shastry, 2008).
An example for ED data for the spin Drude weight of

the XXZ chain is shown in Fig. 7; the data was obtained
in a grand-canonical ensemble using periodic boundary
conditions. These results will be discussed further in Sec.
VI. Here, we note that for β = 0 and, e.g., commensurate
points ∆ = cos (π/3) = 1/2, the convergence seems fast
and indeed yields agreement with other methods such as
the lower bound from Prosen and Ilievski (2013) tDMRG
(see the discussion in Sec. VI.C.4) or TBA (Urichuk et al.,
2019; Zotos, 1999). A recent Bethe-ansatz-based cal-
culation (Klümper and Sakai, 2019) of the spin Drude
weight for commensurate values such as m = 3, 4, 5, 6 in
∆ = cos (π/m) observes increasingly large finite-size ef-
fects at lower temperatures. One should realize, though,
that this calculation extracts the Drude weight from a
set of rapidities, which is different from grand- or canon-
ical ensemble used in exact diagonalization. Therefore,

no quantitative insight on the finite-size dependencies of
other methods can be gained from (Klümper and Sakai,
2019).
For thermal transport (or any transport channel for

which the current is exactly conserved), the expression
for the associated Drude weight can be further simplified
from the form of Eq. (135) resulting in

D(E)
w =

1

2T 2L

∑

n

pn 〈n|(J (E))2|n〉 . (136)

This quantity exhibits the same mild finite-size depen-
dencies as, e.g., the specific heat (Alvarez and Gros,
2002a). For instance, for L = 20, the ED data agree

well with the exact solution for D(E)
w down to T & 0.1J

(Heidrich-Meisner et al., 2002).
As an alternative to the aforementioned expressions,

one can also extract the spin Drude weight from the av-
erage curvature of many-body eigenstates in systems with
twisted boundary conditions parametrized via φ (Kohn,
1964):

D(S)
w =

1

2L

∑

n

pn

(
∂2En(φ)

∂φ2

)∣
∣
∣
∣
φ=0

. (137)

This has the advantage that only eigenenergies need to
be evaluated but a numerical differentiation is required.

2. Role of boundary conditions, symmetries and choice of
ensemble

The choice of the boundary conditions, symmetries and
the ensemble can all affect the finite-size data and their
convergence to the L→ ∞ limit.
For systems with periodic boundary conditions, one

observes weight in σ′(ω) in a frequency window ω < 1/L
for certain values of the anisotropy ∆ (Herbrych et al.,
2012; Naef and Zotos, 1998). Similarly, for systems with
open boundary conditions, the Drude weight is exactly
zero for finite L, but there exist precursor peaks in σ′(ω)
at small frequencies that move towards ω = 0 as L in-
creases (Brenes et al., 2018; Rigol and Shastry, 2008).

These observations suggest subtleties in extracting D(S)
w

from finite-size data at exactly zero frequency. A use-
ful strategy is to work with twisted boundary conditions
(also inspired by Kohn’s expression (137)) and a finite
nonzero twist angle. This reduces the symmetries of
the problem (see the discussion below) and the conver-
gence with respect to L can be accelerated (Sánchez and
Varma, 2017).
The choice of the ensemble for the computation of the

Drude weight can matter as well. Specifically, states ap-
pearing in the sum over n in, e.g., Eq. (135), can either be
chosen from a single subspace with a fixed Sz (canonical
approach) or an average over all Sz (grandcanonical ver-
sion). For concreteness, we focus on the case of a vanish-
ing external magnetic field, corresponding to a vanishing
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average 〈Sz〉 = 0. For very large systems, one expects
these different ensembles to yield the same result, which
is confirmed in numerical simulations (Karrasch et al.,
2013b; Sánchez and Varma, 2017), yet on finite systems,
the differences can be significant. For instance, at ∆ = 0,
the grandcanonical version converges faster to the L = ∞
result, while close to ∆ = 1, the convergence of canonical
data seems to be faster (Herbrych et al., 2012; Karrasch
et al., 2013b).

Symmetry constraints on the matrix elements of
〈n|J (S)|m〉 play another important role and are at the
root of some of the aforementioned finite-size dependen-
cies. For instance, in the Sz = 0 subspace (L even) that
is symmetric under spin inversion Z†szrZ = −szr, all diag-
onal matrix elements vanish identically, i.e., 〈n|J (S)|n〉 =
0 since the spin current is antisymmetric under Z. One
can extend this to show that there is no contribution from
the Sz = 0 subspace on finite systems with L even and
incommensurate values of ∆ 6= cos(πℓ/m) at all (Sánchez
and Varma, 2017). Therefore, in a canonical evaluation

of D(S)
w , the leading contribution in small Sz comes from

odd L and Sz = 1/2 (Herbrych et al., 2012). Interest-
ingly, for commensurate ∆ = cos(πℓ/m), degeneracies
appear for L ≥ Lmin = 2m (Sánchez and Varma, 2017),
implying that for certain values of ∆ and small L, es-

sential contributions to D(S)
w are missed. Because of the

sum rule, these contributions must sit at small frequen-
cies on smaller system sizes, and therefore, a rather in-
tricate, size-dependent transfer of weight from low- to
zero-frequency occurs (see (Naef and Zotos, 1998) for an
early discussion). A comprehensive discussion of symme-
try constraints on the matrix elements of the spin cur-
rent and an analysis of contributions of degenerate and
nondegenerate subspaces can be found in (Mukerjee and
Shastry, 2008; Narozhny et al., 1998) and, in particular,
in (Sánchez and Varma, 2017).

Obviously, a theory for the finite-size dependencies of
the Drude weight would be highly desirable. An interpre-
tation was put forward in (Steinigeweg et al., 2013) [see
also (Prosen, 1999)]: the Drude weight [see Eq. (135)], up
to degeneracies, measures the spread of diagonal matrix
elements of current operators in eigenstates and is thus a
measure of how closely this observable obeys the eigen-
state thermalization hypothesis (ETH) (D’Alessio et al.,
2016) already on finite systems. On general grounds,
one therefore expects an exponential decrease with sys-
tem size for nonintegrable models [consistent with many
ED studies, see, e.g., (Heidrich-Meisner et al., 2004b;
Prosen, 1999; Zotos and Prelovšek, 1996)], which obey
ETH, and a power-law dependence for integrable mod-
els. These qualitative expectations for the L-dependence
of the Drude weight are supported in most cases for sys-
tem sizes larger than a crossover length scale (Steinigeweg
et al., 2013).

The calculation of the regular part requires some strat-
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FIG. 8 (Color online) Frequency dependence of the charge
conductivity in the Fermi-Hubbard chain at U/th = 16
and β = 0 and at half filling, as obtained from Fourier-
transforming real-time data which uses (a) short times that
are L-independent, tmax th = 4, and (b) long times, tmax th =
100 (Jin et al., 2015). See Sec. VII and Eq. (178) for the
definition of the Hamiltonian.

egy to deal with the δ functions such as broadening or
binning procedures when working directly in frequency
space. The finite system size sets a lower bound on the
accessible frequency range below which finite-size effects
dominate. At low temperatures, a conservative estimate
is ω & 1/L while at high temperatures, much lower fre-
quencies can be accessed due to the dominant contribu-
tions from dense portions of the many-body spectrum.

3. Pitfalls

Let us now discuss the subtle point of the order of lim-
its that was taken, i.e., L→ ∞ after t→ ∞, opposite to
what is formally required. This is born out of the desire
to operate with a closed expression for Drude weights
rather than having to compute time-dependent quanti-
ties first and then carry out the limits. In fact, there is
no known way of expressing the Drude weight other than
introducing a discrete set of eigenstates and hence going
to infinite t at finite L first.

In ED, this approach is unavoidable, since system sizes
are finite by definition. What could go wrong? One
might be worried about mistaking a nonintegrable system
for a ballistic conductor, since every finite system with
discrete lattice translation invariance can have nonzero
finite-T Drude weights in the spin, charge or energy chan-
nel. Thus, a careful finite-size analysis is required to deal
with this. In those cases for which exact or accepted
results for the Drude weight are known (such as free sys-
tems or the energy Drude weight of the spin-1/2 XXZ
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chain) increasing system size in ED data leads to sys-
tematic convergence to the correct result. This observa-
tion lends confidence to the reliability of the analysis of
finite-size trends. Care must be taken in the vicinity of
integrable points including limiting cases of free particles
such as the spin-1/2 XX chain, where the generic expec-
tation is that microscopic physics will only unveil itself
once very large systems are reached. Thus, the ED analy-
sis of nonintegrable points better commences from points
deep in the nonintegrable regime (Heidrich-Meisner et al.,
2004b).
Another pitfall can arise in the analysis of finite-

frequency contributions, either from real-time data or
directly in frequency space. A conservative approach is
to only consider data that are L-independent, thus dis-
carding the long times and low-frequency regime. An
example is illustrated in the upper panel of Fig. 8; if the
Fourier transformation is cut off at a short time scale,
convergence in L can be achieved. The Fourier transfor-
mation of long-time data (lower panel) shows significant
finite-size effects at small frequencies (Jin et al., 2015;
Prelovšek et al., 2004).

C. Dynamical quantum typicality

The concept of quantum typicality essentially states
that a single pure state |ψ〉 can have the same properties
as the ensemble density matrix ρ (Gemmer and Mahler,
2003; Goldstein et al., 2006; Popescu et al., 2006). To
be specific, here we look at the expectation value of an
observable A, i.e.,

tr[ρ(t)A] = 〈ψ(t)|A|ψ(t)〉+ ε (138)

(Bartsch and Gemmer, 2009; Reimann, 2007), where ε is
a negligibly small correction (as discussed below in more
detail). If |ψ〉 = |n〉 is a single eigenstate with energy En

and ρ = ρmc the microcanonical ensemble in an energy
shell E ≈ En, then Eq. (138) becomes the diagonal part
of the well-known eigenstate thermalization hypothesis
(ETH)

tr[ρmcA] = 〈n|A|n〉+ ε (139)

(Deutsch, 1991; Rigol et al., 2008; Srednicki, 1994). Even
though the ETH is an assumption, there is solid evidence
that it holds for local few-body observables in noninte-
grable many-body systems (D’Alessio et al., 2016; Nand-
kishore and Huse, 2015). However, in contrast to ETH,
Eq. (138) is a mathematically rigorous statement if |ψ〉
is essentially drawn at random from a sufficiently large
Hilbert space (Bartsch and Gemmer, 2009; Reimann,
2007). In fact, the idea of using random states |ψ〉
has a long history (Alben et al., 1975; De Raedt and
De Vries, 1989; Jaklič and Prelovšek, 1994) and is at
the basis of various numerical approaches to the density

of states (Hams and De Raedt, 2000), thermodynamic
quantities (De Vries and De Raedt, 1993; Sugiura and
Shimizu, 2012, 2013; Wietek et al., 2019), equilibrium
correlation functions (Elsayed and Fine, 2013; Iitaka and
Ebisuzaki, 2003; Rousochatzakis et al., 2019; Steinigeweg
et al., 2014a, 2016b), non-equilibrium processes (Endo
et al., 2018; Monnai and Sugita, 2014; Richter et al.,
2019c), as well as ETH (Steinigeweg et al., 2014c). In
this review, we focus on the case of equilibrium correla-
tion functions.
Using the idea of quantum typicality and considering,

e.g., the canonical ensemble ρ ∝ e−βH , the equilibrium
autocorrelation function of an operator A can be written
as (Elsayed and Fine, 2013; Iitaka and Ebisuzaki, 2003;
Steinigeweg et al., 2014a, 2016b)

Re 〈A(t)A〉 = Re 〈ψ|A(t)A|ψ〉+ ε (140)

with the pure state

|ψ〉 =
√
ρ |Φ〉

√

〈Φ|ρ|Φ〉
, ρ ∝ e−βH , (141)

where the reference pure state |Φ〉 reads

|Φ〉 =
∑

k

ck |k〉 . (142)

Here, |k〉 can be any (orthonormal) basis, e.g., it can be
the common eigenbasis of symmetries. In the basis con-
sidered, the complex coefficients ck must be chosen ac-
cording to the unitary invariant Haar measure (Bartsch
and Gemmer, 2009), i.e., Re ck and Im ck have to be
drawn at random from a Gaussian distribution with zero
mean.20 Assuming A to be a local operator in real space
(or a low-degree polynomial in L), the statistical error ε
in Eq. (140) is bounded from above by ε < O(1/

√
dimeff),

where dimeff = tr[e−β(H−E0)] is the partition function
with the ground-state energy E0. At β = 0, dimeff = dim.
Thus, ǫ decreases exponentially fast as L is increased and
eventually vanishes for L → ∞. At β 6= 0, ǫ can still
be expected to decrease exponentially but less quickly.
The accuracy of the approximation (140) for finite L is
illustrated in Fig. 9 and can be checked in pratice by
comparing to the exact correlation function or by com-
paring the results for two (or more) randomly drawn pure
states. For a discussion of the full probability distribu-
tion of pure-state expectation values, see (Reimann and
Gemmer, 2019).
The central advantage of the r.h.s. of Eq. (140) is that

its evaluation can be done without knowing eigenstates
and eigenenergies. To this end, it is convenient to intro-
duce the two auxiliary pure states

|Φβ(t)〉 = e−iHt√ρ |φ〉 , |ϕβ(t)〉 = e−iHtA
√
ρ |φ〉 (143)

20 Note that other types of randomness have been suggested as well
(Alben et al., 1975; Iitaka and Ebisuzaki, 2004).
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FIG. 9 (Color online) Accuracy of the DQT approximation,
illustrated for the spin-current autocorrelation function in the
spin-1/2 XXZ chain at the isotropic point ∆ = 1 and infinite
temperatures β = 0 (Steinigeweg et al., 2015). (a) ED vs.
DQT for a chain (with a total Hilbert-space dimension of
dim = 2L) and an uncoupled ladder (dim = 4L ≫ 2L) with
L = 10. (b) DQT for L = 33 and two randomly drawn pure
states. For the behavior of spin-spin correlations see, e.g.,
(Balz et al., 2018).

and to rewrite Eq. (140) as

Re 〈A(t)A〉 = Re 〈Φβ(t)|A |ϕβ(t)〉
〈Φβ(0)|Φβ(0)〉

+ ε (144)

(Elsayed and Fine, 2013; Iitaka and Ebisuzaki, 2003;
Steinigeweg et al., 2014a, 2016b). Then, the depen-
dence on t and β occurs as a property of pure states
only and can be obtained by solving the Schrödinger
equation in real and imaginary time, respectively. For
this purpose, any forward-iteration scheme can be used
such as standard fourth-order Runge-Kutta (Elsayed and
Fine, 2013) or more sophisticated Suzuki-Trotter decom-
positions (De Vries and De Raedt, 1993) and Chebyshev
polynomials (Dobrovitski and De Raedt, 2003; Tal-Ezer
and Kosloff, 1984; Weiße et al., 2006). Since in these
schemes, the required matrix-vector multiplications can
be performed without storing (full) matrices in computer
memory, they can access long-time dynamics in large
Hilbert spaces. For instance, the spin Drude weight
of the spin-1/2 XXZ chain with L = 33 (dim = 233)
(Steinigeweg et al., 2014a) [see Fig. 7] and the charge
Drude weight of the Fermi-Hubbard chain with L = 16
(dim = 232) (Jin et al., 2015) have been calculated. Sim-
ilar to tDMRG (see Sec. IV.E), real-time data can be
Fourier-transformed to obtain also information in fre-
quency space (Iitaka and Ebisuzaki, 2003), e.g., the op-
tical conductivity (Steinigeweg et al., 2016b).

Note that recently, dynamical quantum typicality has
been combined with numerical linked cluster expansions
(Tang et al., 2013) to obtain current autocorrelations
in the thermodynamic limit (Richter and Steinigeweg,
2019).

D. Microcanonical Lanczos method

The microcanonical Lanczos method (MCLM) (Long
et al., 2003) also works with single pure states drawn at
random. Yet, in contrast to the last section, these states
are constructed so as to give an accurate approximation
to equilibrium expectation values in the microcanonical
ensemble, i.e., Eq. (141) becomes

|ψ〉 =
√
ρ |Φ〉

√

〈Φ|ρ|Φ〉
, ρ = ρmc ∝

N∑

n=1

|n〉〈n| , (145)

where ρmc is a projector onto an energy shell which (i)
is narrow but at the same time (ii) contains sufficiently
many energy eigenstates N ≫ 1. Therefore, due to (ii),
ETH is not required and typicality arguments can still
be applied (Steinigeweg et al., 2014c). Moreover, MCLM
has been designed to work directly in frequency space
(instead of the time domain discussed before). See (Long
et al., 2003) for an extensive discussion of the method.
In the algorithm presented in (Long et al., 2003), a

pure state |ψ〉 is prepared around a desired energy E by
performing a Lanczos procedure onK = (H−E)2. Then,
the dynamical susceptibility is obtained from

σ′(ω) = − lim
η→0

Im
〈

ψ|J (S) 1
z−H+EJ (S)|ψ

〉

π〈ψ|(J (S))2|ψ〉 , (146)

where z = ω + iη, by using, e.g., a continued fraction
expansion. The quality of the corresponding results was
demonstrated for σ′(ω) of spin-1/2 XXZ chains (Long
et al., 2003). For the extraction of the Drude weight,
which cannot be directly resolved in this approach but
appears as a contribution at small frequencies ω < 1/L,
an ad-hoc integration over a low-frequency regime needs
to be employed.
Since MCLM is a pure-state, Lanczos-based approach,

it can access systems of similar size, e.g., for spin-1/2
chains as long as L . 32 sites are feasible. The ap-
proach has been applied to various physical situations,
including spin-1/2 chains (Herbrych et al., 2012; Long
et al., 2003; Mierzejewski et al., 2011; Okamoto et al.,
2018), ladders (Steinigeweg et al., 2016b; Zotos, 2004),
spin-1 chains (Karadamoglou and Zotos, 2004), spin-full
fermions (Prelovšek et al., 2004), and disordered spin sys-
tems (Barǐsić et al., 2016; Karahalios et al., 2009). Al-
though MCLM has been originally formulated in the fre-
quency domain, carrying out microcanonical calculations
in the time domain is also possible (Steinigeweg et al.,
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2014c). Moreover, other energy filters thanK = (H−E)2

can be chosen (Yamaji et al., 2018). For reviews on
MLCM and other methods in the context of Lanczos di-
agonalization, see (Jaklič and Prelovšek, 2000; Prelovšek
and Bonča, 2013).

E. Finite-temperature matrix product state methods

The density-matrix renormalization group (DMRG)
method was originally devised as a tool to accurately de-
termine static ground-state properties of one-dimensional
systems (White, 1992). Later on, the method was
extended in various directions, e.g., to access spec-
tral functions, real-time evolutions, or thermodynam-
ics (Schollwöck, 2005). From a modern perspective, all
DMRG algorithms can be formulated elegantly if one
introduces the concept of matrix product states (MPS)
(Schollwöck, 2011),

|ψ〉 =
∑

{σr}
tr
[
Mσ1 ·Mσ2 · · ·MσL

]
|σ1σ2 . . . σL〉, (147)

where σr denote single-site quantum numbers at the r-th
site. The (so-called bond) dimension χ of the matrices
Mσl grows exponentially with the amount of entangle-
ment in the state |ψ〉. The idea of a ground-state DMRG
calculation is to determine Mσl variationally for a fixed,
small χ, which is a well-suited tactic for 1d systems obey-
ing the area law (Eisert et al., 2010).
The above language allows one to deal with pure states

and is thus not directly applicable at finite temperatures.
In order to access T > 0, one can introduce the notion
of matrix-product operators, or – equivalently – one can
purify the thermal density matrix ρ = e−βH/Z by ex-
pressing it as a partial trace over a pure state living in
an enlarged Hilbert space,

ρ = trQ|Ψβ〉〈Ψβ |, (148)

where auxiliary degrees of freedom Q encode the thermal
bath (Barthel, 2013; Barthel et al., 2009; Feiguin and
White, 2005; Verstraete et al., 2004). This purification
step is not unique, and a simple choice is for the bath to
be a copy of the system’s degrees of freedom, yet without
any unitary dynamics of its own.
The key point is that a purification of the infinite-

temperature state ρ = 1/Z can be written down ana-
lytically. Again, the representation of this state is not
unique and a common choice is to put each physical de-
gree of freedom into a maximally entangled state with its
copy in the bath by putting both into a singlet state. A
subsequent imaginary time evolution where H acts only
on the physical degrees of freedom that is carried out
using standard DMRG time-evolution methods can then
(in principle) provide a purified version of the thermal
state ρ at any finite temperature. The final thermal ex-
pectation values are obtained by taking the trace over

the auxiliary degrees of freedom. Note that imaginary-,
real-time evolution as well as the trace operation are all
linear, and therefore, we exploit that they can be applied
in arbitrary order.
For instance, correlation functions can be obtained via

[similar to Eq. (140)]

〈A(t)B〉 = 〈Ψ0|e−βH/2U(t)†AU(t)Be−βH/2|Ψ0〉, (149)

where the (matrix product) state |Ψ0〉 purifies ρ =
1/Z at β = 0. If the Hamiltonian at hand contains
only short-ranged interactions, both the real and the
imaginary time evolutions appearing in Eq. (149) can
be computed straightforwardly (Daley et al., 2004; Vi-
dal, 2004; White and Feiguin, 2004), e.g., by split-
ting them up into small steps, U(t) = exp(−iHt) =
exp(−iHδt) exp(−iHδt) · · · . One can then Trotter-
decompose the exponentials exp(−iHδt) into mutually
commuting local terms, which can be applied straightfor-
wardly to a MPS (Paeckel et al., 2019; Schollwöck, 2011;
Vidal, 2004). Other ways to incorporate finite temper-
atures within DMRG include a Lindbladian superopera-
tor approach (Zwolak and Vidal, 2004), a transfer-matrix
formulation (Sirker and Klümper, 2005), or a probabilis-
tic sampling over pure states (White, 2009).
The crucial step when applying e−iHδt to a given MPS

is to truncate the bond dimension by neglecting singu-
lar values below a certain threshold. This is the best
approximation in the 2-norm of the wavefunction. The
discarded weight is the key numerical control parameter;
fixing it means fixing the error of the calculation. One
usually runs calculations for several different values un-
til physical observables have converged up to a desired
accuracy [an example for this is shown in Fig. 10(c)].
If entanglement builds up linearly with time, the bond

dimension χ grows exponentially and so does the compu-
tational effort. This severely limits the accessible time
scales (Barthel et al., 2009). The strengths of time-
dependent DMRG (t-DMRG) are that the system size
can easily be chosen large enough to be effectively in the
thermodynamic limit (due to a finite effective speed of in-
formation propagation (Lieb and Robinson, 1972)) and
that it is not limited to integrable models or translation-
ally invariant cases.
At finite temperatures, one can exploit the fact that

some of the entanglement growth is “unphysically” tak-
ing place in Q and can thus be removed (Karrasch et al.,
2012, 2013a). Mathematically, the state |Ψβ〉 appearing
in Eq. (148) is not unique but only determined up to an
arbitrary unitary rotation, which can be chosen such that
the entanglement is minimized. If this unitary is taken
as a backward time evolution in Q with an operator HQ
that has the same form as H (but acts in Q), which
amounts to replacing U(t) by Ũ(t) = exp{−i(H −HQ)t}
in Eq. (149), then the entanglement growth is slowed sig-
nificantly and larger time scales become accessible. This
is illustrated in Fig. 10(a) and (Karrasch et al., 2012,
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FIG. 10 (Color online) Benchmark of the improved finite-T
t-DMRG algorithm for the spin-1/2 XXZ chain (1). (a) Spin
autocorrelation function for ∆ = 0 computed using both the
standard algorithm (149) and the improved version (U re-

placed by Ũ) with a fixed bond dimension of χ = 60. The
exact solution is shown as a reference. The data is taken from
(Karrasch et al., 2012). (b) Spin current autocorrelation func-
tion at ∆ = 0.5 calculated using Eq. (150) with a fixed dis-
carded weight. The data is taken from Karrasch et al., 2015a.
Both the analytical result of Prosen and Ilievski, 2013 and the
time scale reached in the t-DMRG calculation of Sirker et al.,
2009 are shown for comparison. (c) Same as in (b) but for
different discarded weights which each differ by one order of
magnitude (the two values denote the discarded weight dur-
ing the two different time evolutions in Eq. (150), see (Kennes
and Karrasch, 2016)). Data obtained using a fixed bond di-
mension of χ = 200 is shown for comparison.

2013a). It was later shown that the backward time evo-
lution in Q appears naturally in an operator-space lan-
guage (Barthel, 2013; Tiegel et al., 2014). Its form can
also be motivated from the fact that |Ψβ〉 is an eigenstate
of H − HQ but not of H (Kennes and Karrasch, 2016).
Further optimization schemes were discussed in (Barthel,
2013; Karrasch et al., 2013a). A method which in practice
allows one to find the minimally entangled representation
by iteratively minimizing the second Renyi entropy was
presented in (Hauschild et al., 2018).
Moreover, it was suggested (Barthel, 2013) to rewrite

〈A(2t)B〉 = 〈A(t)B(−t)〉 as

〈A(2t)B〉 = 〈Ψ0|e−βH/2AŨ(t)
︸ ︷︷ ︸

〈φ1|

Ũ(t)Be−βH/2|Ψ0〉
︸ ︷︷ ︸

|φ2〉

, (150)

and to determine the states |φ1,2〉 via separate time evo-
lutions. This again gives access to larger time scales by
about a factor of two or less [see Fig. 10(b)].

The so-improved finite-T t-DMRG algorithm can be
used to determine Drude weights and diffusion constants
by looking at the long-time limit of, e.g., the current cor-
relation function (Karrasch et al., 2012, 2013b, 2015a,
2014a,b) or from local quenches (Karrasch et al., 2014b,
2017) as well as in the bipartitioning protocol (Kar-
rasch, 2017a; Vasseur et al., 2015). The strength of such
quenches can be tuned in order to reduce the build-up of
entanglement and thus extend the simulation time, and
it is observed that certain bipartitioning protocols (see
also Sec. IX.B) are the best suited route to determine
Drude weights (Karrasch, 2017a). Frequency-resolved
quantities can be determined from Fourier transforma-
tions (Karrasch et al., 2015a, 2016, 2014a), which can be
improved by using so-called linear prediction methods
(Barthel et al., 2009).

Another possibility to obtain transport properties on
longer time scales is to employ the time-dependent vari-
ational principle approach (Haegeman et al., 2011), but
the approach has its own advantages (Leviatan et al.,
2017) and shortcomings (Kloss et al., 2018). Descen-
dants of ‘Lanczos DMRG’ methods, which directly yield
frequency-dependent quantities (Holzner et al., 2011;
Tiegel et al., 2014), are another promising avenue but
have not been pursued yet in transport setups. A
very promising direction has recently been pursued by
(Rakovszky et al., 2020). Operators with a local support
are evolved in the presence of a bath with a coupling
strength Γ that controls dissipation. The diffusion con-
stant is recovered in the limit of Γ → 0 and agreement
with previous studies has been observed (Steinigeweg
et al., 2014b).

F. Quantum Monte Carlo

For all spin systems on non-frustrated lattices, quan-
tum Monte Carlo methods, such as the stochastic series
expansion (SSE) (Sandvik, 2013; Syljůasen and Sand-
vik, 2002), or the cluster methods using loop updates
(Evertz et al., 1993) provide essentially exact results for
the thermodynamics and static correlations on large sys-
tems. Computing frequency-resolved quantities, though,
is notoriously difficult due to the ill-defined problem of
the analytic continuation from imaginary time to real
time. One can avoid the problem by directly comput-
ing the response on the imaginary axis and comparing
to theoretical predictions expressed in imaginary rather
than real time. This method works best at low temper-
atures, where the set of available Matsubara frequencies
ωβ = 2πn/β (n ∈ Z) is more dense. Therefore, QMC
studies of transport in 1d spin systems (Alvarez and Gros,
2002a,b,c; Grossjohann and Brenig, 2010; Heidarian and
Sorella, 2007; Louis and Gros, 2003) and Fermi-Hubbard
models (Kirchner et al., 1999) are complementary to
finite-temperature DMRG, ED, and dynamical typical-
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ity. The claims of some of these QMC studies conflict
with the bulk of the literature. For instance, both (Kirch-
ner et al., 1999) and (Heidarian and Sorella, 2007) claim
evidence of ballistic transport in gapless nonintegrable
models. While there has not been any systematic com-
parison between QMC data and other numerical methods
(which is hampered by the different temperature regimes
that these methods work in), a generic issue related to
the analytical continuation from the imaginary axis to
the real–frequency axis arises at low temperatures. Since
Matsubara frequencies ω ∝ T , there is a poor resolution
whenever the width of a peak in the spectral feature is
smaller than kBT .
The statistical errors in QMC calculations are typi-

cally larger for higher-order correlation functions and it is
therefore preferable (Alvarez and Gros, 2002a,c; Grossjo-
hann and Brenig, 2010) to work with two-site correlation
functions instead of directly evaluating current-current
correlations (Heidarian and Sorella, 2007). At finite mo-
mentum q and frequency ωn, one can relate the dynam-
ical conductivity σq(ωn) given by (Alvarez and Gros,
2002c)

σq(ωn) =
〈−Tkin〉 − J

(S)
q (ωn)

ωn
(151)

to the dynamical spin susceptibility Sq(ωn) via

〈−Tkin〉 − J (S)
q (ωn) =

ω2
n

q̃2
Sq(ωn) . (152)

Note that, compared to Eq. (61), there is a minus sign,
due to imaginary time. The expressions entering here
are:

J (S)
q (ωn) =

1

L

∫ β

0

eiωnτ 〈J (S)
q (τ)J (S)

−q (0)〉 dτ , (153)

Sq(ωn) =
1

L

∫ β

0

eiωnτ 〈Sz
q (τ)S

z
−q(0)〉 dτ , (154)

where τ is imaginary time.
The strategy pursued in (Alvarez and Gros, 2002a,c)

is to fit the numerical data to a phenomenological ansatz
(see (Alvarez and Gros, 2002c) for details). One notable
result of (Alvarez and Gros, 2002a,c) is a Drude weight

D(S)
w (T ) = const. at low temperatures for commensurate

points ∆ = cos(π/m) (m = 1, 2, . . . ) in the gapless phase
of the spin-1/2 XXZ chain, in contradiction to the TBA
results for the temperature dependence (Zotos, 1999). It
thus remains open whether the specific ansatz of (Alvarez
and Gros, 2002c) is justified and whether finite tempera-
tures were actually resolved in these QMC studies, which
reproduce the zero-temperature Drude weight away from
∆ = 1 with excellent accuracy.
Another QMC work (Grossjohann and Brenig, 2010)

focused on the spin-1/2 XXX chain and aimed at verify-
ing the field-theoretical prediction of (Sirker et al., 2009,

2011) for the dynamical spin susceptibility Sq(ωn). Qual-
itatively, a diffusive form at small wavelength is expected
based on the perturbative bosonization analysis of (Sirker
et al., 2009), cf. Sec. IV.A. This is consistent with QMC
data, yet quantitative deviations for the decay rate γ were
reported.

V. OPEN QUANTUM SYSTEMS

In this section, we describe methods that use an ex-
plicit external driving, such that a system evolves to a
nonequilibrium steady state (NESS) (Marro and Dick-
man, 1999; Schmittmann and Zia, 1995). The NESS de-
scribes a time-averaged system’s density operator from
which one can then evaluate expectation values of ob-
servables. A particular emphasis will be put on the
boundary-driven Lindblad setting as the most frequently
used framework to obtain the NESS.

We note that open quantum systems are sometimes
also studied numerically with a unitary time evolution,
i.e., the leads are treated on the Hamiltonian level and as
finite system. We will not further discuss this approach
here, but mention studies that looked at spin chains
(Branschädel et al., 2010; Lange et al., 2018a, 2019) or
electronic systems (Einhellinger et al., 2012; Heidrich-
Meisner et al., 2010; Kirino and Ueda, 2010; Knap et al.,
2011) sandwiched between leads. An alternative formu-
lation used in studies of mesoscopic systems, particularly
in the absence of interactions, is to describe the system’s
properties by a scattering matrix and the leads by occu-
pation numbers, leading to Landauer-Büttiker type for-
mulas (Nazarov and Blanter, 2009). Finally, we mention
that there exist some settings that are able to produce
a NESS within the unitary dynamics. One is the bipar-
titioning protocol where one prepares two semi-infinite
chains in different initial states and then evolves unitary
in time [see Sec. IX.B]. Another is to use a Lagrange mul-
tiplier to add a current operator to the Hamiltonian, see,
e.g., (Antal et al., 1997a).

A. Non-equilibrium steady-state driving

A canonical way of studying nonequilibrium proper-
ties is to induce a NESS using some kind of reservoirs
and to measure its properties. In studies of classical sys-
tems (Dhar, 2008; Lepri et al., 2003), where many dif-
ferent types of reservoirs are available, this is, in fact,
a method of choice to study transport (Derrida, 2007;
Marro and Dickman, 1999; Schmittmann and Zia, 1995).
Compared to linear-response calculations, no extra care
is needed when treating anomalous transport often ob-
served in classical nonintegrable 1D systems, such as, for
instance, in the celebrated Fermi-Pasta-Ulam-Tsingou
model (Dauxois, 2008; Fermi et al., 1955). Quantum
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NESS studies are fewer, one reason being that it is not
so easy to construct quantum reservoirs that one can ef-
ficiently simulate. As we shall see in this section, the sit-
uation has been changing in recent years, with increased
research into quantum master equations.

In a one-dimensional system it suffices to use one reser-
voir at each chain end and, provided they are different,
the system will, after a long time, evolve into a NESS ρ∞.
Once one gets the NESS, the main quantity used to as-

sess the transport is the NESS current j
(S)
r , which is just

the expectation value of the current operator. The cur-
rent is always defined such that the continuity equation
holds, and therefore, at sites r, on which the reservoirs
act, it must account also for the bath action. In the bulk,
though, where the evolution is unitary, the current oper-

ator is the standard j
(S)
r obtained from the commutator

between hr and the local density szr, see, e.g., Eq. (4),

and therefore, the NESS current is j(S) = tr(ρ∞j
(S)
r ).

Due to the continuity equation, j(S) is independent of
the lattice site r. Provided one has diffusion the current
will scale as j(S) = −D(S) ∆µ

L (i.e., Fourier’s, Fick’s, or
Ohm’s law), where ∆µ is the difference in driving poten-
tials,21 and D(S) a diffusion constant. If the system is
not diffusive one will instead have a more general scal-
ing, namely, keeping ∆µ fixed the current will scale with
system length L as

j(S) ∼ 1

Lγ
. (155)

Depending on γ one has (i) diffusive transport for γ = 1,
(ii) ballistic transport for γ = 0, (iii) superdiffusive trans-
port for 0 < γ < 1, and (iv) subdiffusive transport for
γ > 1. Localization corresponds to γ → ∞. See (Dhar
et al., 2019) for a review of anomalous transport in clas-
sical systems. The type of transport can also be rec-
ognized from the NESS profile of a conserved density.
Similarly as in classical systems, one expects some fi-
nite boundary “jumps” close to the location of driving,
i.e., an impedance mismatch. Disregarding those, in the
bulk, one will have a linear profile for a diffusive system, a
flat profile for a ballistic system, and a domain-wall-like
profile for an insulator. In short, in order to keep j(S)

constant, local areas with higher resistivity will support
higher density gradients, and vice versa. Heuristic profile
shapes can also be associated to anomalous γ (Žnidarič
et al., 2016; Žnidarič, 2011), though it is not clear how
universal they are. Assuming a single-exponent scaling
(Li and Wang, 2003), these γ are connected to the cor-
responding dynamical exponents in the context of linear

21 For spin transport ∆µ will be equal to a magnetization difference
between chain ends and should not be confused with the chemical
potential.

response functions, see Eq. (41),

α′ =
2

γ + 1
. (156)

A crucial question is how to efficiently implement reser-
voirs. One possibility is to describe the system and
the (infinite) reservoirs as one large Hamiltonian system.
Then one can derive the evolution equation of the sys-
tem alone by tracing out the reservoir degrees of free-
dom. A problem with this approach is that the obtained
equations are in general very complicated. For instance,
the resulting master equation is nonlocal in time with a
complicated memory kernel and in general, is no easier to
treat than the original problem (Breuer and Petruccione,
2002). Depending on further approximations one gets
a so-called Redfield master equation (Redfield, 1965),
which we shall not discuss, or a simpler Lindblad mas-
ter equation. An exception are quadratic systems (i.e.,
non-interacting) where the physics is rather simple since
quadratic translationally invariant systems display bal-
listic transport.
A more pragmatic approach is to simply seek an evo-

lution equation for the system’s density matrix that is
able to describe the NESS situation and which is as sim-
ple as possible – meaning that it still obeys all the rules
of quantum mechanics. After all, in the thermodynamic
limit, the bulk conductivity or transport type should not
depend on the details of the driving, provided the dy-
namics is sufficiently ergodic. While this is seemingly
natural, this assumption has to be checked in each indi-
vidual system, especially in integrable systems. Next, we
shall elaborate on such a setting.

B. Lindblad master equation

Let us argue for the simplest master equation govern-
ing the evolution of the system’s density operator. Quan-
tum mechanics is linear and therefore, we require that the
evolution of ρ(t) is also linear, and furthermore, that it
maps density operators to density operators. Namely,
if ρ(0) ≥ 0, ρ(t) ≥ 0 should also hold. Requiring also
that a map that is trivially extended to a larger space
(i.e., one that acts as an identity on added degrees of
freedom) also maps any positive semidefinite operator
on that larger space to a positive semidefinite opera-
tor, means that such a map should be completely pos-
itive and not just positive. Such maps are known as
completely positive trace-preserving (CPTP) maps (Al-
icki and Lendi, 2007). The class of CPTP maps is still
too broad a set and therefore, one requires an addi-
tional property, namely, that the action of reservoirs is
as “random” as possible. In other words, the maps have
no memory, i.e., they correspond to a Markovian evo-
lution. Formally, this means that the evolution gen-
erated by the linear (super)operator L should form a
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dynamical semigroup: the evolution can be split into
smaller steps, ρ(t1+ t2) = eL·(t1+t2)ρ(0) = eL·t1eL·t2ρ(0).
It has been shown that any such evolution in a finite
Hilbert space (Gorini et al., 1976) as well as in an infi-
nite one (Lindblad, 1976) can be written in the form of
the Lindblad master equation (also LGKS – Lindblad,
Gorini, Kossakowski, Sudarshan),

d

dt
ρ(t) = L(ρ(t)) = i[ρ(t), H] + Ldiss(ρ(t)), (157)

Ldiss(ρ) =
∑

j

[Lj ρ, L
†
j ] + [Lj , ρ L

†
j ],

where Lj are Lindblad operators that describe the ac-
tion of reservoirs. Note that the Lj can be any op-
erators, also non-Hermitian ones. Conversely, a Lind-
blad master equation with given Lj and H generates a
CPTP map. For a historical account and earlier uses and
occurrences of such an equation, see (Chruściński and
Pascazio, 2017). In a finite-dimensional Hilbert space,
Brouwer’s fixed point theorem (Milnor, 1965) guarantees
the existence of at least one fixed point. Namely, a con-
tinuous map, eLt in our case, of a compact convex set
(a set of density matrices) on itself has a fixed point,
Lρ∞ = 0. Typically and under certain algebraic condi-
tions on Lj and H (Evans, 1977; Frigerio, 1977; Spohn,
1977), there is exactly one steady state and, therefore,
any initial state converges after long time to that unique
NESS, limt→∞ eL·tρ(0) = ρ∞. Systems described by the
Lindblad equation are often called open systems (Alicki
and Lendi, 2007; Breuer and Petruccione, 2002), as op-
posed to closed systems where the evolution is unitary.
Depending on the driving type, one can distinguish

the case of global Lj , see e.g., (Saito, 2003; Saito and
Miyashita, 2002; Saito et al., 2000), or that of local
Lj , e.g., (Mejia-Monasterio and Wichterich, 2007; Michel
et al., 2003; Steinigeweg et al., 2009a). A somewhat re-
lated scheme is that of a stochastic heat bath in which
one measures and stochastically resets the boundary
spin (Mejia-Monasterio et al., 2005; Mejia-Monasterio
and Wichterich, 2007). Another hybrid way to model
a bath is by describing it as a lead (with a certain
number of lattice sites) that is in addition coupled to
a Lindbladian dissipation. For noninteracting leads, one
can construct dissipators that thermalize such free sys-
tems (Ajisaka et al., 2012; Dzhioev and Kosov, 2011;
Guimarães et al., 2016), or model nontrivial spectral
properties of the bath (Arrigoni et al., 2013; Brenes et al.,
2020c; Schwarz et al., 2016). For a discussion of thermal-
ization properties of such baths, see (Reichental et al.,
2018).
One of the simplest choices are local Lj that act only

on the edges of the chain, such that the bulk dynamics
is still fully coherent and determined by H (see Fig. 11).
This is similar to the way classical nonequilibrium lattice
models are driven (Derrida, 2007; Marro and Dickman,
1999; Schmittmann and Zia, 1995), where the bath acts
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FIG. 11 (Color online) Top: NESS boundary Lindblad driv-
ing. Bottom: typical NESS density profiles for diffusive
(blue), superdiffusive (red), and ballistic transport (black).

only on the boundary. The resulting locally-driven Lind-
blad equation is a mathematically sound NESS setting,
without any shortcomings such as the violation of pos-
itivity at short times encountered in the Redfield equa-
tion. Moreover, this setting often allows for the simula-
tion of very large systems (hundreds of spins), and, some-
times, even permits exact solutions. Justifying local Lj

on microscopic grounds is not easy; the standard weak-
coupling microscopic derivation (Breuer and Petruccione,
2002) will typically result in nonlocal Lj . In particular,
requiring an exact thermal steady state for equilibrium
driving demands nonlocal Lj (so-called Davies genera-
tors (Davies, 1974)) that have to be constructed by diag-
onalizing each particular H. This is neither practical nor
in the spirit of having an effective bath description that
is system-independent. From a practical point of view,
demanding exact thermal states is anyway too strong as
it suffices that one is sufficiently close. For a system
possessing good thermalization properties, it should not
matter how one drives such a system in the thermody-
namic limit. The reason it that, far away from the bound-
aries, a generic system will anyway self-thermalize and
therefore, boundary effects, protruding a finite distance
into the system, are expected to cause only subleading
corrections. This behavior, however, is not guaranteed
in an integrable system (Mendoza-Arenas et al., 2015;
Žnidarič et al., 2010).

Note that things are different if one studies small sys-
tems – there one should pay close attention to thermo-
dynamic details of local Lindblad driving (Barra, 2015)
as well as to the fact that quantities such as, e.g., the
temperature, might not have a well defined thermody-
namic meaning (Hartmann et al., 2004; Kliesch et al.,
2014). We remark that one can nevertheless provide a
kind of “microscopic” picture also to local Lj . Hermitian
Lj , such as the dephasing Lj ∼ szj , can be obtained via
Gaussian noise (Gardiner and Zoller, 1991), while general
Lj can be, somewhat more artificially, obtained by a con-
tinuous non-ideal measurement (Breuer and Petruccione,
2002), or by an instantaneous repeated interaction with
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a bath (Attal and Pautrat, 2006; Karevski and Platini,
2009).

1. Infinite-temperature magnetization driving

Let us have a closer look at one of the simplest cases
of Lindblad driving, where the Lindblad operators act on
a single site and induce infinite-temperature spin trans-
port. A one-site driving is given by two Lindblad oper-
ators that flip a spin up or down with different proba-
bilities, thereby trying to induce a net magnetization at
that site. They are given by

L1 =
√

Γ(1 + µ)s+r , L2 =
√

Γ(1− µ)s−r , (158)

where Γ is the coupling strength, µ the driving strength,
and s±r = (sxr ± isyr). In the absence of any Hamiltonian,
that is, driving a single-site system, they have a unique 1-
site steady state ρ ∼ ✶+µ2szr, and therefore, they model
a bath that tries to induce a magnetization +µ at site r,
i.e., 2tr(szrρ) = µ.
To induce a NESS in a long chain, one uses one such

pair of Ls at each chain end. For instance, using +µ
driving at the left end and −µ at the right end results in
a NESS with a position-dependent magnetization along
the chain and a nonzero spin current (see Fig. 11). Simi-
lar Lindblad driving has already been used in early stud-
ies (Michel et al., 2004, 2003; Wichterich et al., 2007) and
numerous subsequent ones, e.g., (Balachandran et al.,
2018; Landi et al., 2014; Mendoza-Arenas et al., 2013a;
Popkov et al., 2013; Prosen and Žnidarič, 2009). For
µ = 0, one has a trivial steady state ρ ∼ ✶, i.e., an
infinite-temperature state, and one can interpret (158)
as spin driving at infinite temperature. For non-zero µ,

the NESS current j
(S)
r is nonzero and is the main observ-

able.
As described in Sec. V.A, the transport type can then

be extracted by evaluating the expectation value of the

current j
(S)
r and of the magnetization szr=1,L. Due to a

“boundary resistance” associated to a particular driving
one will typically have boundary jumps in magnetization
– the expectation value of szr=1,L will not be exactly ±µ.
However, the size of such jump is proportional to j

(S)
r

and therefore goes to zero in the thermodynamic limit
provided the current goes to zero, which is true for sub-
ballistic transport. In the thermodynamic limit, the dif-
ference in driving potential is therefore simply ∆sz = µ,
and furthermore, the current expectation value in the
NESS can be evaluated at any site r. From its depen-
dence on L given in Eq. (155), one can therefore extract
the transport type, and in the case of diffusion, also the
diffusion constant from j(S) = −D(S) µ

L .
We note that the Lindblad driving parameters are, in

general, not simply related or equal to thermodynamic
parameters. For instance, for a 1-site spin driving (158)
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FIG. 12 (Color online) Comparison of results for the spin-

diffusion constant D(S) obtained from NESS simulations
(empty symbols) and unitary domain-wall spreading (full
symbols) in the spin-1/2 XXZ chain with a quasiperiodic mag-
netic field of amplitude λ. Details can be found in (Žnidarič
and Ljubotina, 2018). Unitary domain-wall spreading is a
particular case of a bipartitioning protocol, see Sec. IX.B for
details.

and H = 0 one gets a 1-site steady state density op-
erator ρ ∼ ✶ + µσz for which the ratio of probabilities
of finding the spin in up and down states is 1+µ

1−µ . Ar-

guing that this ratio can be equated to e−∆E/T given
by the equilibrium distribution, where ∆E is the energy
difference between the up and down states, would incor-
rectly associate a particular finite T to a given µ. At
the boundary where the L act, there will be a nontrivial
interplay between driving and a nonzero H (boundary
effects), causing the state there, in general, not to be
thermal. However, far away from the boundaries, one
does expect thermalization (at least in non-integrable
systems) and therefore, thermodynamic parameters de-
scribing local equilibrium can be determined from local
observables (Mendoza-Arenas et al., 2015; Žnidarič et al.,
2010) [see also (Shirai and Mori, 2018) for an alternative].
An important question is whether the linear-response

Green-Kubo type calculation and the NESS one in the
limit of small µ give the same transport coefficient. This
is, in general, a difficult question with no rigorous mathe-
matical connection between the two transport coefficients
known in general, either for quantum or for classical sys-
tems (Bonetto et al., 2000). We shall outline one specific
result for the spin driving given in Eq. (158).
In the limit of weak driving µ≪ 1, one can use pertur-

bation theory to get the NESS linear-response correction
to the infinite-temperature equilibrium state ∼ ✶. Sim-
ilar to classical systems (Kundu et al., 2009), one can
derive a NESS Kubo-like expression (Kamiya and Take-
sue, 2013; Žnidarič, 2019) for the diffusion constant D(S)

at infinite temperature,

D(S) = lim
L→∞

4L

∫ ∞

0

tr(j
(S)
r j

(S)
r′ (t))

2L
dt (159)

for any r and r′, where j(S)r (t) := eL0tj
(S)
r , defined with
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L0 being the equilibrium Liouvillian propagator (i.e., L
with µ = 0). Although looking similar to the equilibrium
Kubo formula Eq. (12), the content is quite different.
For instance, the time integral is, due to the dissipative
nature of L0, always well defined, even for finite L. Al-
ternatively, the expression can be rewritten as (Žnidarič,
2019)

D(S) = L(8Γ)2
∫ ∞

0

tr(szLs
z
1(t))

2L
dt, (160)

where sz1(t) := eL0tsz1. The NESS diffusion constant D(S)

is equal to the transfer probability accross the chain un-
der evolution by L0 that is unitary in the bulk and dis-
sipative at the edges. Even though it looks as if D(S)

depends on Γ, this is not the case. One can show that
in the thermodynamic limit, provided the unitary dy-
namics is perfectly diffusive and all parameters are held
fixed (including Γ), this dependence is exactly compen-
sated by a dissipative decay of sz1(t), resulting in exactly
the same diffusion constant as the unitary Green-Kubo
approach (Žnidarič, 2019). Quantitative agreement be-
tween the Lindblad and the unitary linear response
Green-Kubo calculations of the diffusion constant has
been verified in chaotic models, for instance, the spin-1/2
XX ladder (Steinigeweg et al., 2014b; Žnidarič, 2013a).
Similarly, one can compare the Lindblad approach with
the unitary dynamics in an out-of-equilibrium setting.
Once again, to have a meaningful comparison one should
focus on quantities accessible by both methods, such as
the diffusion constant. So far, an extensive comparison
has not been performed, however, an example is shown
in Fig. 12 for a spin-1/2 XXZ model in the presence of
a quasiperiodic potential. Specifically, the figure shows
a comparison between the diffusion constant obtained
in the Lindblad evolution using a driving as specified
in Eq. (158) and that extracted from the domain-wall
spreading in a bipartitioning protocol (see Sec. IX.B).
For non-diffusive systems (i.e., for superdiffusive or

subdiffusive) the relationship between unitary and NESS
approaches is less clear, although usually the same scal-
ing exponent is observed (both for superdiffusive systems,
such as the spin-1/2 Heisenberg chain (Ljubotina et al.,
2017), as well as for subdiffusive dynamics in a quasiperi-
odic potential (Varma and Žnidarič, 2019)). It has been
also demonstrated (Jin et al., 2020) that for ballistic sys-
tems the above Lindblad driving (158) gives the same re-
sult as the Landauer-Büttiker formula at infinite temper-
ature. One case, believed to be special, where NESS and
unitary dynamics do not agree, is a noninteracting criti-
cal model displaying multifractality (Purkayastha et al.,
2018; Varma et al., 2017). One should be also aware that
in the non-linear response regime, i.e., at large µ, one can
get a different behavior. An explicit example is the spin-
1/2 XXZ chain at maximal driving µ = 1 (Prosen, 2011a)
or close-to-maximal driving (Benenti et al., 2009a,b). It
remains to be explored if and how a boundary-driven

Lindblad setting can be used to extract the Drude weight
or a frequency-dependent conductivity. Using simply a
time-periodic driving µ in a Markovian Lindblad equa-
tion (Floquet Lindblad), see, e.g. (Žnidarič et al., 2011),
likely does not give the same information as σ′(ω).
Note that the coupling strength Γ introduces an “en-

ergy” scale into the system and therefore, the limits of
Γ → 0 (or Γ → ∞) will typically not commute with ei-
ther the thermodynamic limit or, for instance, the limit
of ∆ → ∞ in the Heisenberg model. The limit of weak
boundary coupling Γ → 0 causes a decoupling of the bulk
from the boundary, resulting in a different scaling of cur-
rent and density with Γ (Prosen, 2011b). This means
that weak boundary coupling Γ ≪ 1 cannot be used to
probe bulk transport. Similar caution is required also in
the limit of Γ → ∞, especially if there is any other di-
verging energy scale with which a scale introduced by Γ
can “compete”. As an example, if one takes the limit of
∆ → ∞ in the spin-1/2 XXZ spin chain, then a different
behavior of the diffusion constant might be obtained de-
pending on how one scales Γ (Žnidarič, 2011). This is a
likely cause of a discrepancy in the value of the diffusion
constant at large ∆ between closed-system Kubo formula
calculations (Karrasch et al., 2014b; Steinigeweg et al.,
2009a) and the NESS result (Žnidarič, 2011) obtained for
a particular coupling-strength scaling Γ ∼ ∆. Namely,
in the studies (Karrasch et al., 2014b; Steinigeweg et al.,
2009a), the infinite-temperature limit is taken first, and
therefore, even at large ∆, one has a coupling between all
states. The Lindblad setting, by contrast, with its finite
(but large Γ), is closer to the case when one takes the
limit ∆ → ∞ first, i.e., at finite T in the limit ∆ → ∞
one decouples states with differing number of domain-
walls.

2. Solving the Lindblad equation

How does one solve a many-body Lindblad equation?
Provided the whole Liouvillian is quadratic (in, e.g.,
fermionic operators) one can use the so-called 3rd quan-
tization method (Prosen, 2008), simplifying diagonaliza-
tion of the full 4L × 4L Liouvillian to a diagonaliza-
tion (Prosen, 2010) of a 2L×2L matrix describing decay
modes. In some exceptional quadratic (Žnidarič, 2010b)
as well as non-quadratic systems [see, e.g., (Ilievski, 2017;
Karevski et al., 2013; Popkov and Livi, 2013; Prosen,
2011a, 2014a, 2015; Vanicat et al., 2018)], one can even
get a closed matrix-product-operator (MPO) NESS solu-
tion.

Numerically, one can use full diagonalization (allow-
ing L ≈ 10 for spin-1/2), or an explicit integratation of
an exponential set of differential equations [see (Weimer
et al., 2019) for an overview]. An alternative approach,
often used in atomic, molecular and optical system, is the
quantum-trajectory method (Breuer and Petruccione,
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2002) that evolves |ψ(t)〉 and averages over stochastic
jumps to get ρ. Writing down |ψ(t)〉 in full one is again
limited to small systems L ≈ 16 (Johansson et al., 2012),
however, using the MPS ansatz one can extend the avail-
able system sizes (Daley, 2014). For large systems, as
needed in transport studies, the method of choice is a ver-
sion of time-dependent DMRG (tDMRG) (Daley et al.,
2004; Verstraete et al., 2004; White and Feiguin, 2004;
Zwolak and Vidal, 2004), also called time-evolved block
decimation (TEBD) method, used to evolve in time ρ(t)
until the NESS is reached. One could also try to avoid
time evolution by directly targeting the NESS (i.e., the
“ground state” of a non-Hermitian L) using Lanczos-
type methods (Arnoldi, L ≈ 15) or again employ the
DMRG (Casagrande et al., 2020; Cui et al., 2015). In-
variably though, as in time evolution, the bottleneck will
be a small gap of L (Žnidarič, 2015).

The tDMRG for Lindblad equations works by writ-
ing the state ρ in terms of a matrix-product operator
ansatz, exactly the same as for pure states (147), the
only difference being that the local Hilbert-space dimen-
sion in the operator space is the square of the pure-state
dimension. For instance, for spin-1/2, it is 4, spanned,
for instance, by Pauli matrices and the identity, which
are orthogonal with respect to the Hilbert-Schmidt inner
product. By discretizing the time evolution into small
time steps δt and by using a Trotter-Suzuki decompo-
sition of the time-evolution operator resulting in eLδt,
one propagates some initial density operator, such as
ρ(0) ∼ ✶, in time until it converges to the NESS. The
basic ingredient is a two-site nearest-neighbor transfor-
mation, similar to the time evolution of marix-product
states (Schollwöck, 2011). Because non-unitary evolu-
tion eventually spoils the optimal truncation via Schmidt
decomposition, it is worthwhile to occasionally reorthog-
onalize the state [see, e.g., (Žnidarič, 2010a)]. For fur-
ther implementations by various groups, including open-
source codes, see (Al-Assam et al., 2016; Bernier et al.,
2018; Brenes et al., 2018; Fishman et al., 2020; Schulz
et al., 2018; Volokitin et al., 2019).

In unitary tDMRG simulations of MPS or MPOs (see
Sec. IV.E), where one needs to account for the unavoid-
able entanglement growth, one fixes the discarded weight
to a set number. As a consequence, the bond dimension
necessary to maintain the same truncation per time step
grows as a function of time, generically in an exponential
way (Schollwöck, 2011). As a consequence, the accessi-
ble time scales are of the order of several O(10/J). The
tDMRG simulations for solving Lindblad master equa-
tions are, on the other hand, often carried out with a
fixed bond dimension. This methodological choice (fixed
bond dimension) is motivated by two arguments: First,
dissipative dynamics is expected to exhibit a much milder
entanglement growth than pure-state simulations, albeit
still present [see the discussion in, e.g., (Prosen and
Žnidarič, 2009)]. Second, one is not interested in the time

evolution of, e.g., currents as such, but only in the NESS.
Since in the cases of interest, the NESS is unique, differ-
ent initial states should lead to the same NESS. Thus,
numerical errors in accounting for the real-time evolu-
tion due to working at a fixed bond dimension should, to
a certain degree, not prevent the system from converg-
ing to the correct NESS. A detailed analysis regarding
the role of the discarded weight in tDMRG simulations
of Lindblad equations has not been reported in the lit-
erature. For instance, it is unclear whether significant
truncation errors during the time evolution can possibly
spoil the approach to the correct NESS. In the practical
analysis of tDMRG simulations of Lindblad systems, one
checks the convergence of the NESS currrent with the
bond dimension, as will be illustrated next.
There are two main quantities that determine the effi-

ciency and accuracy of the tDMRG simulations for Lind-
blad equations. One is the truncation error due to rep-
resenting the NESS with a finite-bond MPO, the other
is the required convergence time to the NESS that is
given by the inverse gap of the Lindbladian superop-
erator L from Eq. (157). Note that the Trotter time
step should be chosen small enough such that it does
not dominate over the truncation error. The size of the
truncation error is connected to the operator “entangle-
ment” (Prosen and Pižorn, 2007) of the resulting NESS
ρ∞ =

∑

k

√
λkAk ⊗Bk given by the Shannon entropy of

the non-negative λk (
∑

k λk = 1) obtained via the op-
erator Schmidt decomposition, for instance, for a sym-
metric bipartition. If one starts from an identity initial
state, which has zero operator entanglement, the opera-
tor entanglement will typically monotonically grow with
time until it reaches its maximum value once the NESS
is reached. Provided the operator entanglement of the
NESS is low, the method is efficient as a small bond di-
mension suffices. For a small magnetization driving µ
(158), one typically observes the asymptotic scaling

λk ∼ µ2Lr/kp (161)

for large k, with some model-dependent power-law expo-
nents r and p. The powers r and p crucially determine the
size of the truncation error, and therefore, the required
bond dimension χ.
An example of the truncation-error analysis for the

isotropic spin-1/2 Heisenberg model is shown in Fig. 13.
Note that in this case, the NESS spin current (4) scales
superdiffusively with j(S) ≈ µ 0.39√

L
(Žnidarič, 2011). We

evolve with a fixed bond dimension χ until the NESS
is reached. The spectrum λk in the NESS is plotted
in Fig. 13. Analyzing its dependence on L and k one
gets that the two exponents characterizing the NESS
are r ≈ 1 and p ≈ 2. At fixed bond dimension χ,
the discarded probability weight is given by all dropped
eigenvalues,

∑∞
k=χ λk, and therefore scales as ≈ µ2 L

40χ ,

where 1
40 is an empirically fitted parameter obtained in



42

10
-11

10
-10

10
-9

10
-8

10
-7

10
-6

10
-5

10
-4

 1  10  100  1000

λ
k

k

χ=60
100

200

300
500µ

2
 L/40k

2

5 500 10  100
10

-3

10
-2

10
-1(j

(S)

∞-j
(S)

χ  )/j
(S)
∞

χ

FIG. 13 (Color online) Schmidt spectrum for the NESS of
a boundary driven spin-1/2 Heisenberg chain with ∆ = 1
and L = 64 sites, µ = 0.005, and MPO bond dimensions
χ = 60 − 500. The dashed line is the best-fitting asymptotic
decay. Inset: Convergence of the NESS current jχ obtained
from a fixed-χ calculation, with the dashed line being the

predicted error from the main plot
j∞−jχ

j∞
≈ L

90χ
(no fitting

parameters).

the main plot of Fig. 13. Since for small µ, one has
ρ∞ ∼ ✶+O(µ), the largest eigenvalue is trivially λ0 ≈ 1.
For relative precision, what matters is the ratio of the
discarded weight and the first non-trivial eigenvalue λ1,
which is λ1 ≈ 2.3µ2 for the data shown. The relative er-
ror of the NESS calculated using a finite χ can therefore
be estimated as ≈ L

90χ ( 1
90 ≈ 1

2.3·40 ). Even though the er-
ror of a particular observable, such as the current, could
involve some extra factors due to overlaps of Schmidt
eigenvectors with the observable, we see in the inset of
Fig. 13 that the agreement of the error estimate based
only on the Schmidt spectrum with the actual error of
the NESS current without any additional fitting parame-
ters is very good.22 For the boundary-driven Heisenberg
chain, one therefore has to increase the bond dimension
as χ ∝ L

r
p−1 ∼ L if one wants to keep the error constant.

For instance, χ ∼ 100 results in a relative error of about
1% at L = 100. If a slightly larger error of a few percent
suffices, and one uses larger χ, even systems with close
to L = 103 sites can be simulated. Such simulations,
though, take weeks of CPU time.

The other important parameter is the relaxation time
required to converge to the NESS. For the spin-1/2
Heisenberg model, it scales as ∼ L3 (Žnidarič, 2015),
and therefore, the complexity of finding the NESS with
a fixed precision (χ ∼ L) scales as L3 ·L ·χ3 ∼ L7. How-
ever, in the spin-1/2 Heisenberg chain, it turns out that
the spin current actually relaxes on a shorter time-scale

22 The current j
(S)
∞ = j

(S)
χ→∞ has been estimated using linear ex-

trapolation in 1/χ.

∼ L1.5 (Žnidarič, 2011) and therefore, a fixed-precision
NESS current can be obtained in O(L5.5) steps.
We note that if the Schmidt spectrum λk decays slower

than 1/k2 (which often happens) the required bond-
dimension scaling will be worse, see, e.g., (Prosen and
Žnidarič, 2009) for some examples. Nevertheless, at in-
finite (or sufficiently high) temperature, when the NESS
is close to ✶ (which is a product operator), the method
typically works well since high temperatures are expected
to decrease entanglement, especially compared to uni-
tary evolution for which the complexity of ρ(t) will typi-
cally grow exponentially with time, regardless of whether
dynamics is chaotic or integrable (Prosen and Žnidarič,
2007). For very slow transport (e.g., strongly subdiffu-
sive dynamics), a long convergence time to the steady
state can become a problem, rendering a boundary-
driven Lindblad setting less suitable.
The single-site driving described above can be gener-

alized to many sites. That is, one can choose Lindblad
operators such that in the absence of H, the steady state
on those sites is a thermal state (or any other ρ) (Prosen
and Žnidarič, 2009; Žnidarič et al., 2010). Such many-
site driving is, for instance, required in order to have an
efficient coupling to the energy density (being at least a
2-site operator) and therefore, is used to study energy
transport (Mendoza-Arenas et al., 2015; Palmero et al.,
2019; Prosen and Žnidarič, 2009; Žnidarič, 2011). An ex-
ception are weakly-coupled systems (Michel et al., 2003,
2008; Steinigeweg et al., 2009a), for which energy trans-
port is essentially the same as spin transport.

A comparison of Lindblad and other master equations,
such as the Redfield one, can be found in, e.g., (Prosen
and Zunkovic, 2010; Purkayastha et al., 2016; Wichterich
et al., 2007; Xu et al., 2019), and with the Landauer-
Büttiker formalism in (Jin et al., 2020).

VI. TRANSPORT IN THE SPIN-1/2 XXZ CHAIN

Recently, significant progress has been made in the
computation of finite-temperature linear-response trans-
port properties of one of the seemingly simplest inter-
acting one-dimensional lattice models, the spin-1/2 XXZ
chain.

In this section, we give an overview of the current un-
derstanding, more than accounting for its historical de-
velopment. We are presenting the results in the following
order and discuss the relation between them: (i) exact
statements, (ii) analytical results involving assumptions,
(iii) results from numerical methods. We first discuss re-
sults for κ(ω) and σ(ω) in the linear-response regime in
Secs. VI.B – VI.D and then cover insights from numerical
open-quantum system simulations in Sec. VI.E.

In the evolution of the field, (Zotos et al., 1997) plays
a seminal role, as it established the first exact lower
bounds to the energy and spin Drude weight of the spin-
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1/2 XXZ chain. Numerous early exact-diagonalization
studies laid out the foundations for much of the future
research (see, e.g., (Fabricius and McCoy, 1998; Naef and
Zotos, 1998; Narozhny et al., 1998; Zotos and Prelovšek,
1996)). A next milestone is the work by Klümper and
Sakai (Klümper and Sakai, 2002; Sakai and Klümper,
2003) who computed the full temperature dependence of
the energy Drude weight in the whole parameter range
of the model from the quantum transfer-matrix method
at zero magnetization. Finite-temperature Bethe-ansatz
calculations of the spin Drude weight were carried out in
(Benz et al., 2005; Zotos, 1999) using different assump-
tions (see the discussion in Sec. III.B.3). The signifi-
cance of the work by Prosen and collaborators (Prosen,
2011b; Prosen and Ilievski, 2013) in proving the exis-
tence of nonzero finite-temperature Drude weights at
vanishing magnetization was highlighted in Sec. III.A.
GHD has very recently emerged as a quite complete the-
oretical framework for the description of transport in
integrable lattice models (Bertini et al., 2016; Castro-
Alvaredo et al., 2016) and is thus frequently referred to
in the next sections. From the field-theory side, the work
by Sirker et al. (Sirker et al., 2009, 2011) played a partic-
ularly inspiring role as it established the generic expec-
tation for a gapless model after accounting for umklapp
scattering. This can be considered the currently most ad-
vanced effective theory for the low-temperature transport
of nonintegrable models (Sirker, 2020). For the integrable
spin-1/2 XXZ chain, the theory predicts a diffusive form
of spin autocorrelations at low T (Karrasch et al., 2015b).
For a recent review on transport in this model from the
field-theory and Bethe-ansatz perspectives, see (Sirker,
2020).

Many results from numerical methods such as ED,
tDMRG, and dynamical typicality were covered in
Sec. IV and will be mentioned in the context of the spin-
1/2 XXZ chain in this section.

In the context of transport in the spin-1/2 XXZ chain
and related models, open quantum systems were stud-
ied already in (Michel et al., 2003, 2008; Saito, 2003;
Saito et al., 1996), yet acquired a much larger weight and
higher reception after the first studies using tDMRG as
the solver of the underlying Lindblad equations (Prosen
and Žnidarič, 2009; Žnidarič, 2011). Notably, numeri-
cal tDMRG solutions of Lindblad equations for trans-
port through spin-1/2 XXZ chains were first in making
predictions for superdiffusion in the spin-1/2 Heisenberg
chain and provided strong support for diffusive dynamics
in the regime of ∆ > 1 (Žnidarič, 2011).

A. The model

The Hamiltonian governing the spin-1/2 XXZ chain is
given in Eq. (1). For our choice of units (J > 0), ∆ >
0 and ∆ < 0 correspond to the antiferromagnetic and

ferromagnetic regimes, respectively. By using a Jordan-
Wigner transformation (Giamarchi, 2004),

s+r = c†r e
iπ

∑r−1
k=−∞

nk , szr = nr −
1

2
, (162)

the spin-1/2 XXZ chain can be mapped to a system of

spinless lattice fermions c
(†)
r :

hr,r+1 =
J

2
c†rcr+1 + h.c. + J∆

(

nr −
1

2

)(

nr+1 −
1

2

)

.

(163)

The limit ∆ = 0 corresponds to free fermions and can
thus be solved analytically by a simple Fourier transform
from real to (quasi)momentum space.
In this section, we will focus mainly on mz = 2〈szr〉 =

0,23 which corresponds to zero magnetization (half fill-
ing) in the spin (fermion) language. The system is then
gapless for |∆| ≤ 1 and at low energies falls within
the Tomonaga-Luttinger-liquid universality class (Gia-
marchi, 2004). A gap opens for |∆| > 1. There, the
ground state is two-fold degenerate and exhibits stag-
gered spin order in the antiferromagnetic regime ∆ > 1,
while in the ferromagnetic case ∆ < −1, the system ex-
hibits phase separation. For finite 0 < |mz| < 1, the
system is a gapless Tomonaga-Luttinger liquid at any ∆.

B. Thermal transport

The energy-current operator, which is given in Eq. (5),
is exactly conserved for systems with periodic bound-
ary conditions, [H,J (E)] = 0 (Huber and Semura, 1969;
Niemeijer and van Vianen, 1971; Zotos et al., 1997).
Thus, the zero-frequency thermal conductivity is diver-
gent at all temperatures and as a conseqence, the Drude
weight is nonzero,

D(E)
w (T > 0) > 0 , κreg = 0 . (164)

At ∆ = 0, the XXZ chain maps to free fermions via

Eq. (163) and D(E)
w can be obtained analytically for any

T ≥ 0:

D(E)
w =

1

4πT 2

∫ π

−π

[ǫkvkf(ǫk)]
2
eǫk/T dk , (165)

where ǫk = J cos(k) denotes the single-particle disper-
sion, vk = ∂kǫk, and f(ǫ) = 1/(1 + eǫ/T ).
The energy Drude weight of the XXZ chain has been

calculated analytically for ∆ 6= 0 and arbitrary tem-
peratures by exploiting the integrability of the sys-
tem (Klümper and Sakai, 2002; Sakai and Klümper,

23 We assume translational invariance.



44

2003). Since J (E) is a conserved quantity, D(E)
w ∼

〈(J (E))2〉. This (time-independent) expectation value
can be computed from a modified partition function

ρ ∝ tr[e−βH+λJ (E)

] which serves as a generating func-
tional and which can be determined within a quantum
transfer-matrix formalism. One ultimately obtains an

expression for D(E)
w in terms of a set of nonlinear inte-

gral equations. For high and low temperatures, these
equations were solved analytically, and the result in the
gapless phase |∆| ≤ 1 reads

D(E)
w =

{
π
6 vT T → 0
1

128π

[

3 + sin(3η)
sin(η)

]
J4

T 2 T → ∞ ,
(166)

with v defined in Eq. (126), and ∆ = cos(η). The low-
T limit agrees with the expression (128) obtained us-
ing bosonization (Heidrich-Meisner et al., 2002). In the

gapped regime, one finds D(E)
w ∼ 1/T 2 at high T as well

as D(E)
w ∼ e−δ/T /

√
T at low T , where δ is the one-spinon

gap in the antiferromagnetic regime ∆ > 1 and the one-
magnon gap in the ferromagnetic regime ∆ < −1. For
arbitrary T , the set of nonlinear integral equations can
be solved numerically. Results for 0 ≤ ∆ ≤ 1 as well
as for |∆| > 1 were presented in (Klümper and Sakai,
2002) and in (Sakai and Klümper, 2003), respectively.

The temperature dependence of D(E)
w is shown in Fig. 5

for three values of ∆.

It was subsequently shown that for |∆| < 1, the en-
ergy Drude weight can also be computed using the ther-
modynamic Bethe ansatz (Zotos, 2017). On the numer-

ical side, D(E)
w was calculated via an exact diagonaliza-

tion of small systems (Alvarez and Gros, 2002a; Heidrich-
Meisner et al., 2002). At sufficiently high temperatures,
the ED results are in agreement with the exact ones (ob-
tained in the thermodynamic limit).

The energy Drude weight away from zero magnetiza-
tion was obtained exactly using the quantum-transfer
matrix approach (Sakai and Klümper, 2005), TBA (Zo-
tos, 2017) as well as via exact diagonalization (Heidrich-
Meisner et al., 2005a; Louis and Gros, 2003) and quan-
tum Monte Carlo simulations (Louis and Gros, 2003).
Magnetothermal corrections to the energy Drude weight
due to the coupling of the energy to the spin current
were addressed in (Heidrich-Meisner et al., 2005a; Louis
and Gros, 2003; Psaroudaki and Zotos, 2016; Sakai and
Klümper, 2005; Zotos, 2017).

For a discussion of the energy Drude weight in other
integrable spin chains, see, e.g., (Ribeiro et al., 2010).

C. Spin transport: Drude weight

For the spin Drude weight, the following picture has

been established at zero magnetization. D(S)
w is known

0

1

∞

T

0 1

|∆|

T
=

∞

Dw
(S) known, >0 (BA, T=0)

Dw
(S) known, >0

(free fermions)

Dw
(S)=0 (BA, T=0)

Dw
(S)

≥Dbound
(S) >0

(Mazur bound)

value of Dw
(S)

(GHD/numerics)

Dw
(S)=0

(GHD/numerics)

diffusive

(GHD/numerics)

superdiffusive

(GHD/numerics)

superdiffusive/diffusive

(GHD)

(a) Drude weight

(b) finite frequencies

FIG. 14 (Color online) (a) Overview of all known exact re-
sults (free fermions, Bethe ansatz (BA) at T = 0, and Mazur
bounds) as well as predictions obtained using GHD and nu-
merics for the spin Drude weight of the spin-1/2 XXZ chain
at zero magnetization. (b) Overview of the high-temperature
results for the leading contribution at low but finite frequen-
cies. In the regime ∆ < 1, this low-frequency contribution is
either superdiffusive or diffusive.

exactly in the limit T = 0 via the Bethe ansatz (Shas-
try and Sutherland, 1990) as well as in the limit ∆ = 0
at any T via a mapping to free fermions. At T = 0,

D(S)
w > 0 for |∆| ≤ 1 and D(S)

w = 0 otherwise. Using
the Mazur inequality, one can prove for a dense set of
commensurate anisotropies covering the range |∆| < 1

that D(S)
w is nonzero for any temperature T > 0 (Prosen,

2011b; Prosen and Ilievski, 2013). These are the only
exact statements available at mz = 0; they are com-
plemented by various analytical and numerical results.
The spin Drude weight can be computed using GHD at
T > 0 for any ∆ (Bulchandani et al., 2018; Ilievski and
De Nardis, 2017b). For |∆| < 1, the GHD prediction co-
incides with the lower Mazur bound at infinite tempera-
ture (Prosen and Ilievski, 2013) as well as with the result
obtained using the thermodynamic Bethe ansatz (Zotos,
1999) at any T > 0 (Urichuk et al., 2019). At |∆| > 1,
GHD predicts that the Drude weight vanishes. In addi-
tion to these analytical statements, numerical data for
the Drude weight is provided by ED, tDMRG, and dy-
namical typicality [see Sec. VI.C.4].

Away from zero magnetization (mz 6= 0), the Drude
weight is finite for any value of T and ∆. This fol-
lows from the exact Bethe-ansatz calculation at T = 0
(Shastry and Sutherland, 1990) as well as from the exact
lower Mazur bound (Zotos et al., 1997), respectively. The
Drude weight was also computed numerically (Heidrich-
Meisner et al., 2005a).

We will now discuss the above results in more detail
(see also Fig. 14 for a summary).
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1. Free fermions, Bethe ansatz at T = 0

At ∆ = 0, the spin Drude weight D(S)
w can be obtained

analytically for any T ≥ 0 by using the mapping to free
fermions. The result is given by (Giamarchi, 2004):

D(S)
w =

1

4πT

∫ π

−π

[vkf(ǫk)]
2
eǫk/T dk . (167)

In the zero-temperature limit, the spin Drude weight
can be computed exactly for any ∆ by evaluating Kohn’s
formula (26) (Kohn, 1964) via the Bethe ansatz (Shastry
and Sutherland, 1990). The result for |∆| ≤ 1 reads

D(S)
w =

Kv

2π
, (168)

with K and v given in Eq. (126) for mz = 0. This agrees
with the expression (128) obtained using bosonization.
For |∆| > 1, the Drude weight vanishes. Note that Eq.

(168) does not approach zero for ∆ ր 1, and D(S)
w thus

shows a discontinuity at ∆ = 1 for T = 0.

2. Mazur bounds

Away from zero magnetization (i.e., for mz 6= 0), the
spin Drude weight is finite for any value of T and ∆. This
can be shown by evaluating the Mazur inequality (28)
with the energy-current operator as a single conserved
local charge Q2 = J (E) that has a nonzero overlap with
J (S) in the thermodynamic limit. At high T , the bound
can be evaluated analytically (Zotos et al., 1997):

D(S)
w ≥ J2

T

∆2m2
z

4

(1−m2
z)

1 + ∆2(2 + 2m2
z)
> 0 , (169)

which is valid for any value of ∆. In the gapless phase at
low T and close to mz = 0, one can add a Zeeman term
b
∑

r s
z
r to the Hamiltonian (b is the magnetic field) and

then use bosonization to obtain (Sirker et al., 2011)

D(S)
w ≥ Kv

2π

1

1 + π2

3K

(
T
b

)2 > 0 . (170)

Directly at zero magnetization, the energy-current oper-
ator has a vanishing overlap with the spin-current oper-
ator and thus does not yield a nonzero contribution to
the Mazur inequality (28). This follows from symmetry
arguments and can also be seen by setting mz = 0 in Eq.
(169): Q2 is even under the transformation szr → −szr,
s±r → s∓r while J (S) is odd, and hence 〈Q2J (S)〉 = 0.
The same holds true for all other strictly local conserved
quantities associated with the integrability of the sys-
tem. Note that the vanishing of 〈Q2J (S)〉 also implies
the absence of a magnetothermal correction in the zero-
magnetization sector (Louis and Gros, 2003), while this
term generally contributes at finite magnetizations.

As discussed in Sec. III.A in detail, an exact lower
bound can be derived for zero magnetization as well by
using quasilocal conserved charges that do have a nonzero
overlap with the spin-current operator (Prosen, 2011b;
Prosen and Ilievski, 2013). This bound is given in Eq.
(78) and is visualized in Fig. 4 (see also Fig. 15 below);
it generally features a fractal dependence on ∆. An im-
portant question concerns the completeness of this set
of charges: a numerical study of finite systems suggests
that there are no additional charges beyond the known
ones (Mierzejewski et al., 2015).

3. Bethe ansatz at T > 0, GHD

An exact Bethe-ansatz calculation at finite T using
Kohn’s formula is hindered by the fact that excited
states can only be treated approximately. In (Zotos,
1999), the calculation has been carried out by means of
the thermodynamic Bethe ansatz, which, as discussed
in Sec. III.B.2, involves the string hypothesis for bound
states of magnons. An alternative calculation based on
a spinon-antispinon basis was presented in (Benz et al.,
2005). The thermodynamic Bethe-ansatz approach pre-

dicts that D(S)
w (T ) is finite in the gapless phase and

decreases monotonically with T except at the isotropic

point ∆ = 1 where D(S)
w (T > 0) = 0. At low T , one

obtains a nontrivial power-law dependence for commen-
surate values of ∆ = cos(π/m), m = 1, 2, . . . :

D(S)
w (T ) = D(S)

w (T = 0)− const.× Tα α =
2

m− 1
.

(171)
For ∆ = 1, a second Bethe-ansatz-based calculation

(Carmelo et al., 2015) concludes in favor of D(S)
w = 0,

in agreement with GHD (Ilievski et al., 2018).
One can show that for commensurate values of ∆ =

cos(ℓπ/m) (ℓ, m coprime), the TBA result of (Zotos,
1999) coincides with the GHD prediction (Bulchandani
et al., 2018; Ilievski and De Nardis, 2017b) at any tem-
perature (Urichuk et al., 2019). Moreover, it also coin-
cides with the exact lower bound of (Prosen and Ilievski,
2013) at infinite temperature, which is given in Eq. (78)
and shown in Fig. 4. In a nutshell,

D(S)
w |TBA

β
=

D(S)
w

∣
∣
GHD

β

T→∞
= D̃(S)

w |bound. (172)

For ∆ > 1, both GHD and a TBA-based analytical calcu-
lation (Peres et al., 1999) suggest that the Drude weight
vanishes in this regime.

4. Numerical approaches

A variety of numerical methods has been used to com-

pute the spin Drude weight D(S)
w in the thermodynamic
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FIG. 15 (Color online) Comparison of different results for

the spin Drude weight D(S)
w in the high-temperature limit

β = 0 at zero magnetization: the lower bound (Prosen and
Ilievski, 2013), which is given by Eq. (78) and which at infi-
nite temperature coincides with the TBA result (Pavlis and
Zotos, 2020; Urichuk et al., 2019; Zotos, 1999) and the GHD
prediction (Bulchandani et al., 2018; Ilievski and De Nardis,
2017a). Moreover, we show ED (Herbrych et al., 2011), DQT
(Steinigeweg et al., 2014a, 2015), and tDMRG data (Karrasch
et al., 2015a, 2014a). For the latter, the Drude weight is taken

as the value of 〈J (S)(t)J (S)〉/L at the largest accessible time
without any further extrapolation. Note that while the lower
bound was only computed for commensurate ∆ = cos(ℓπ/m),
numerical data are also shown away from these points.

limit, such as (i) exact diagonalization, which is limited
to small systems L ≤ 20 (Heidrich-Meisner et al., 2003;
Herbrych et al., 2011; Karrasch et al., 2013b; Narozhny
et al., 1998; Rabson et al., 2004; Sánchez and Varma,
2017; Zotos and Prelovšek, 1996), (ii) the microcanonical
Lanczos method, which is also limited to small L ≤ 28
(Long et al., 2003) (iii) quantum Monte Carlo, which

requires an analytical continuation to extract D(S)
w (Al-

varez and Gros, 2002c; Heidarian and Sorella, 2007), (iv)
the time-dependent DMRG, where the accessible time
scales are bounded by the entanglement growth (Kar-
rasch, 2017a; Karrasch et al., 2012, 2013b, 2015a, 2014a),
and (v) dynamical typicality (Steinigeweg et al., 2014a,
2015), which is also limited in terms of the system size
L ≤ 36.

Figure 15 shows a comparison of tDMRG (Karrasch,
2017a; Karrasch et al., 2012, 2013b, 2015a, 2014a), exact
diagonalization (Herbrych et al., 2011; Karrasch et al.,
2013b), and dynamical typicality data (Steinigeweg et al.,
2014a, 2015) with the lower bound (Prosen and Ilievski,
2013) at infinite temperature. Note that the numerical
results are also shown away from commensurate ∆. At
certain commensurate points such as ∆ = 1/2, the nu-
merical results and the bound agree very well. For generic
values at ∆ > 1/2, all methods result in larger values
than the bound. For 0 < ∆ < 1/2 and in particular
close to ∆ = 0, the diasgreement is evident and has not
been resolved yet (see Secs. IV.B, IV.C, and IV.E for a
discussion of the strengths and limitations of the numer-
ical approaches and Sec. VI.E for a discussion of open
questions concerning the spin-1/2 XXZ chain).

For ∆ > 1, there are no exact results available for T >
0 at zero magnetization. Both GHD and a TBA-based
analytical calculation (Peres et al., 1999) suggest that the
Drude weight vanishes in the regime. Numerical studies
also point in this direction (Heidrich-Meisner et al., 2003;
Karrasch et al., 2012; Steinigeweg et al., 2014a; Zotos
and Prelovšek, 1996). In particular, one observes a clean

scaling of the Drude weight as D(S)
w ∝ 1/L in systems of

finite size. As an example, Fig. 7 shows the scaling found
in (Steinigeweg et al., 2014a, 2015).

At ∆ = 1, exact-diagonalization results indicate a van-
ishing (Herbrych et al., 2011) or at best very small Drude
weight (Heidrich-Meisner et al., 2003), with the actual
numbers depending on details of the finite-size extrapo-
lation (Karrasch et al., 2013b; Sánchez and Varma, 2017)
[see Sec. IV.B]. Both dynamical typicality (Steinigeweg
et al., 2014a, 2015) and tDMRG (Karrasch et al., 2012;
Kennes and Karrasch, 2016; Sirker et al., 2009) yield a
current correlation function 〈J (S)(t)J (S)〉 which decays
slowly. The DQT data was interpreted in terms of a
zero (finite) Drude weight at infinite (finite) tempera-
ture; the tDMRG results were interpreted in terms of a
finite Drude weight.

The previous discussion focused on infinite temper-
ature, yet the temperature dependence of the Drude
weight is also of interest (Alvarez and Gros, 2002c; Benz
et al., 2005; Fujimoto and Kawakami, 2003; Heidrich-
Meisner et al., 2003; Karrasch et al., 2013b; Zotos, 1999).
The verification of the TBA result for the low-T behav-
ior (171) in a numerical calculation has not been accom-
plished yet (Alvarez and Gros, 2002c; Karrasch et al.,
2013b).

D. Spin transport: Finite frequencies

We recall that it is now established exactly that at zero

magnetization, the Drude weight D(S)
w is finite for ∆ < 1

at any temperature T ≥ 0. For the regime ∆ > 1, the

current understanding is that D(S)
w vanishes. In recent

years, there has been substantial progress in understand-
ing the spin transport in the XXZ chain beyond the mere
existence of the spin Drude weight. In this section, we
summarize results for the regular part of the spin con-
ductivity in the three different regimes ∆ > 1, ∆ < 1,
and ∆ = 1. We focus exclusively on zero magnetization.

As outlined in Sec. II.B, one can envision three differ-
ent scenarios for the low-frequency behavior: The spin
conductivity is (a) diffusive, σreg(ω → 0) = σdc > 0, (b)
superdiffusive, σreg(ω) ∼ ωα with α < 0, or (c) subdif-
fusive, σreg(ω) ∼ ωα with α > 0. This is illustrated in
Fig. 1.
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FIG. 16 (Color online) (a) Comparison of different results for

the time-dependent diffusion constant D(S)(t) of the spin-1/2
XXZ chain at ∆ = 1.5 in the infinite-temperature limit β = 0:
ED (Steinigeweg and Gemmer, 2009), DQT (Steinigeweg
et al., 2015), and tDMRG (Karrasch et al., 2014b). (b)

tDMRG data for D(S)(t) at various ∆ (obtained from in-
tegrating the current autocorrelation function published in
(Karrasch et al., 2015a, 2014a)).

1. ∆ > 1

A lower bound for the diffusion constant, which is re-
lated to the DC conductivity via Eq. (24), was estab-
lished in (Ilievski et al., 2018; Medenjak et al., 2017) (see
Sec. III.A.2). The diffusion constant is expressed in terms
of the magnetization-dependence (i.e., curvature) of the
Drude weight, which can be bounded from below using
conserved charges. It was shown that the bound is finite
for ∆ > 1, which rules out a subdiffusive form of σreg(ω)
in this regime (Ilievski et al., 2018; Medenjak et al., 2017).
This is an exact result.
One can define a time-dependent diffusion constant

D(S)(t), D(S)(t → ∞) = D(S), using the generalized
Einstein relation (37) via a time integral of the cur-
rent autocorrelation function (Bohm and Leschke, 1992;
Steinigeweg and Gemmer, 2009; Yan et al., 2015). This
quantity was evaluated using GHD at infinite tempera-
ture and arbitrary ∆ (De Nardis et al., 2019a; Gopalakr-
ishnan and Vasseur, 2019). In the limit of large ∆, the
result takes the form

lim
∆→∞

lim
t→∞

D(S)(t) = lim
∆→∞

D(S) ≈ 0.42 J , (173)

which is consistent with the non-vanishing lower bound
for the diffusion constant from (Ilievski et al., 2018) and
moreover predicts that transport is diffusive and not su-
perdiffusive. Within GHD, the finite-time corrections
have the form D(S)(t) = a+ b/

√
t.

The time-dependent diffusion constant has also been
calculated numerically via ED and DQT (Steinigeweg
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0.4

0.8

D
(S

)  /
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GHD tDMRG
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FIG. 17 (Color online) Diffusion constant of the spin-1/2
XXZ chain at infinite temperature as a function of 1/∆ for
∆ > 1. tDMRG results (Karrasch et al., 2014b) are compared
to the GHD prediction for ∆ → ∞, cf. Eq. (173), and ∆ < ∞
(De Nardis et al., 2019a). The tDMRG results close to ∆ = 1
only give a lower bound to the true diffusion constant.

and Gemmer, 2009; Steinigeweg et al., 2015) as well as us-
ing tDMRG (Karrasch et al., 2014b). We show D(S)(t) at
infinite temperature for ∆ = 1.5 and ∆ = 3 in Fig. 16(a)
and (b), respectively (the curves with ∆ = 0.5, 1 will be
discussed below). The system size can be chosen large
enough, both within DQT and tDMRG, such that the
results are effectively in the thermodynamic limit at the
largest time depicted in the figure, which is illustrated ex-
plicitly in the case of DQT. This data was interpreted in
terms of a finite diffusion constant D(S) = D(S)(t → ∞)
and thus regular diffusive transport. In Fig. 17, we show
a comparison between the GHD prediction for large ∆
and the value of D(S) extracted from the tDMRG data
(Karrasch et al., 2014b); both results agree in the limit
∆ → ∞. The tDMRG results close to ∆ = 1 only give a
lower bound to the true diffusion constant.

The time-dependent diffusion constant was also stud-
ied via perturbation theory in powers of ∆ under the
assumption that the current autocorrelation function de-
cays monotonically in time to zero (Steinigeweg, 2011;
Steinigeweg and Schnalle, 2010). A good agreement with
numerics was found at short and intermediate time scales,
where this assumption is well satisfied.

The full frequency-dependent conductivity σreg(ω) was
investigated for ∆ > 1 using ED and MCLM (Prelovšek
et al., 2004). As illustrated in Fig. 18, for system sizes
accessible to those methods, σreg(ω) typically has an
anomalous form, with strongly reduced spectral weight at
small ω in the vicinity of the finite-size spin Drude weight

D(S)
w and a pronounced shoulder at larger ω. As argued

in (Prelovšek et al., 2004), however, the position of this
shoulder moves with increasing system size to smaller
ω as 1/L, and might eventually take on a simple form
with a well-behaved low-frequency part and a finite dc
conductivity in the thermodynamic limit. Whether this
anomalous form is indeed a spurious effect of small sys-
tems or whether it persists for large systems is still an
open problem (see the discussion in Sec. IV.B). Yet, it
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FIG. 18 (Color online) Real part of the optical conductivity
σ(ω) of the spin-1/2 XXZ chain, as obtained in (Prelovšek
et al., 2004) from ED and MCLM for ∆ = 2 and infinite
temperature β = 0. The anomalous scaling with system size
is still consistent with a well-behaved low-frequency part and
a finite dc conductivity in the thermodynamic limit.

is clear that the degree of anomalous behavior substan-
tially depends on the frequency scale or, equivalently, the
time scale considered (Jin et al., 2015; Steinigeweg et al.,
2016a).
The full frequency-dependent conductivity σreg(ω) was

also calculated for ∆ > 1 via a Fourier transform of finite-
time tDMRG data (Karrasch et al., 2014a). It shows
a regular diffusive peak at small frequencies as well as
contributions for frequencies above the spectral gap.
In addition to the numerous works on current-current

correlations, a significant body of works studied density-
density correlations as well, either in momentum or real
space (Fabricius et al., 1997; Fabricius and McCoy, 1998;
Huber and Semura, 1969; Narozhny et al., 1998). This al-
lows one to also study the momentum dependence of the
diffusion coefficient. In the context of diffusion, a result
from exact and Lanczos diagonalization (Steinigeweg and
Brenig, 2011; Steinigeweg et al., 2012) is that the time-
dependent susceptibility χq(t) defined in Eq. (57) decays
at small β according to

dχq(t)

dt
= −q̃2D(S)

q (t)χq(t) . (174)

Here, the decay rate D
(S)
q (t) becomes independent of q

for small momenta q > 0 in a finite lattice and coincides
with the time-dependent diffusion coefficient D(S)(t) in
the Einstein relation (37). The number of diffusive mo-
menta was shown to decrease with decreasing tempera-
ture, while the diffusion constant increases, as long as
temperature is large compared to the gap.

2. ∆ < 1

The Drude weight has been shown to be finite for any
commensurate value of ∆ < 1 with ∆ = cos(ℓπ/m) and is
thus conjectured to be finite everywhere. An exact lower

bound for the diffusion constant was also obtained in this
regime (Ilievski et al., 2018). It was shown analytically
that the bound is finite for commensurate ∆ = cos(π/m),
which rules out a subdiffusive form of σreg(ω) for these
parameters. For incommensurate values of ∆ (i.e., al-
most everywhere), the lower bound diverges, and trans-
port cannot be diffusive but must be faster than diffu-
sive. Combined with the expectation that the frequency-
integrated conductivity should be continuous everywhere
due to sum rules, this hints at the possibility of superdif-
fusive corrections away from the commensurate points.
This conjecture was put onto firmer grounds in (Agrawal
et al., 2020). Let us consider a value ∆ = cos(πλ∞)
where λ∞ is a generic irrational number. The reasoning
uses that λ∞ can be approximated by a series of rational
values λm = ℓ/m with growing denominators m. Using
fairly general arguments, one can show that the dc con-
ductivity at infinite temperature can be approximated
as

σdc(λm) ∼ m2α/(1−α) . (175)

Equation (175) describes a subleading correction that, as
a function of time, is greater than 1/t and hence diverges
logarithmically.

GHD allows one to obtain the exponents associated
with the superdiffusive correction (Agrawal et al., 2020):
The low-frequency conductivity behaves as σ(ω) ∝ ω−α

with α = 1/2 for generic values of ∆. This divergence is
cut-off at the rational points, leading to a diffusive cor-
rection. Furthermore, a qualitative picture emerges from
GHD: the subleading correction arises from scattering of
charged quasiparticles off neutral quasiparticles and an
interpretation in terms of a Lévy flight has been put for-
ward (Agrawal et al., 2020; Gopalakrishnan et al., 2019).

At low temperatures, a field-theory calculation which
incorporates the leading irrelevant umklapp term and
accounts for conserved charges via the memory-matrix
formalism suggests a diffusive form of the (subleading)
σreg(ω) (Sirker et al., 2011) (see (Sirker, 2006) for ear-
lier work). This is consistent with earlier results for the
generic behavior of a Tomonaga-Luttinger liquid in the
presence of umklapp scattering (Giamarchi, 1991), but it
is an open question whether field theory away from com-
mensurate values of ∆ is consistent with the GHD result
that subleading correction cannot be diffusive there. The
field theory was used to compute the density-density cor-
relation function and a diffusive behavior was found in
agreement with tDMRG data (Karrasch et al., 2015b).

The spin conductivity has been computed numerically
via various approaches. Using Lanczos diagonalization,
it was concluded that σreg(ω) ∼ ω2 at low frequencies
(Herbrych et al., 2012), which is at odds with the lower
bound established in (Ilievski et al., 2018). The Fourier
transform of finite-time tDMRG data is consistent with
a finite σreg(ω → 0) = σdc > 0, and for certain values
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of ∆ suggests an additional peak structure at larger fre-
quencies (Karrasch et al., 2015a). For completeness, Fig.
16(b) depicts tDMRG results for D(S)(t) at ∆ = 0.5.
One finds that D(S)(t) ∼ t for tJ & 10 due to the fi-
nite Drude weight. A convincing numerical confirmation
of the GHD prediction for the power-law decay of C(t)
at generic values of ∆ towards the Drude weight is still
missing.

3. ∆ = 1

While no exact results are available, the current belief
is that the Drude weight vanishes at the isotropic point
∆ = 1 in the thermodynamic limit. There is, in princi-
ple, the possibility of diffusive transport to occur (Sirker
et al., 2009, 2011). However, this scenario has been dis-
cussed controversially in the literature and, in contrast
to the regime ∆ > 1, there is mounting evidence that
diffusion is not realized.
The exact lower bound on the diffusion constant di-

verges in the limit ∆ → 1 at infinite temperature (Ilievski
et al., 2018), which is indicative of superdiffusion at this
point. A divergence was also obtained within the GHD
approach, and for ∆ → 1+ it was found that (De Nardis
et al., 2019a)

D(S) = lim
t→∞

D(S)(t) ∝ 1√
∆− 1

. (176)

The same result has been derived via a GHD-based ki-
netic picture (Gopalakrishnan and Vasseur, 2019), and
the time-dependent diffusion constant was predicted to
scale as D(S)(t) ∝ t1/3. This was confirmed in another
GHD study (Agrawal et al., 2020), yet without invoking
the Kardar-Parisi-Zhang (KPZ) scaling mechanism (Kar-
dar et al., 1986; Ljubotina et al., 2019a, 2017; Spohn,
2020a; Weiner et al., 2020).
This superdiffusive behavior is consistent with finite-

time tDMRG data for D(S)(t) at ∆ = 1 [see Fig. 16(b)]
as well as with with numerical linked-cluster expansions
(Richter et al., 2020; Richter and Steinigeweg, 2019). Sig-
natures of superdiffusion at ∆ = 1 were found in the uni-
tary evolution of inhomogeneous initial states (Ljubotina
et al., 2017). In particular, for initial states with a mag-
netization profile of domain-wall type, the profiles at later
times collapse after a rescaling of space with the power
law t3/2, which corresponds to D(S)(t) ∼ t1/3 (Ljubotina
et al., 2017).
The field-theory calculation of (Sirker et al., 2009,

2011) was also carried out directly at ∆ = 1. It predicts
diffusive dynamics of density-density correlations in the
hydrodynamic regime of small momenta q → 0 and low
frequencies ω → 0, where the diffusion constant scales
with temperature as

D(S) ∝ lnT

T
. (177)

The possibility of diffusion in the hydrodynamic regime
was also scrutinized in quantum Monte-Carlo simulations
(Grossjohann and Brenig, 2010), where the bosonization
prediction was transformed to imaginary time in order to
avoid transformations of Monte-Carlo data to real times.
A fit of these QMC data to the bosonization result sup-
ports a finite diffusion constant D(S). It is presently not
fully understood how this can be reconciled with the fact
that the lower bound as well as GHD predict superdiffu-
sion at ∆ = 1.

E. Open quantum systems

Complementary to works on Kubo response functions
in closed systems, one can study open quantum systems,
in particular, using the Lindblad equation with a driv-
ing at the two boundaries of the XXZ chain [cf. Sec.
V.B]. For ∆ > 1 and in the case of weak driving, i.e., in
the linear-response regime, a linear magnetization pro-
file as well as a spin current scaling as J (S) ∝ 1/L were
observed, which corresponds to diffusion (Michel et al.,
2008; Prosen and Žnidarič, 2009; Žnidarič, 2011). In the
limit of large ∆, the Lindblad approach yields a scal-
ing of the diffusion constant as D(S) ∝ 1/∆ (Žnidarič,
2011), which is different from D(S) = const. as result-
ing from tDMRG calculations (Karrasch et al., 2014b)
and generalized hydrodynamics (De Nardis et al., 2019a;
Gopalakrishnan and Vasseur, 2019) [see Fig. 17]. How-
ever, an equivalence of the linear-response and the open-
system results is not expected for the particular choice
of the system-bath coupling made in (Žnidarič, 2011),
where Γ ∼ ∆.

At ∆ = 1 and high T , the open-system spin cur-
rent does not scale as J (S) ∝ 1/L anymore, but is in-
stead found to scale slower according to the power law
J (S) ∝ 1/

√
L, see Fig. 19. Since the magnetization pro-

file does not show a significant dependence on L, this
scaling of the spin current shows the emergence of su-
perdiffusion in the Lindblad approach (Žnidarič, 2011;
Žnidarič, 2011), which was the first observation of this be-
havior in the spin-1/2 Heisenberg chain. This is in agree-
ment with numerics for unitary time evolution (Ljubotina
et al., 2017) and with the fact that the lower bound to
the diffusion constant diverges for ∆ → 1 (Ilievski et al.,
2018).

F. Open questions

As discussed in the previous sections, our theoretical
understanding of transport in the spin-1/2 XXZ chain at
nonzero temperatures has seen substantial progress dur-
ing the past decade, due to the combination of various
analytical and numerical techniques. Yet, there are cer-
tainly many open questions. A few of these questions are
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summarized in the following.

One important question is whether or not the exact

lower bound for the spin Drude weight D(S)
w in Eq. (78)

is exhaustive for all commensurate values of |∆| < 1. It
is now established that at infinite temperature, this lower
bound coincides with the TBA (Zotos, 1999) and GHD
(Bulchandani et al., 2018; Ilievski and De Nardis, 2017b)
results, which are also identical at any T for |∆| < 1
(Urichuk et al., 2019). However, a central assumption
invoked within the TBA and therefore GHD, which is
formulated in the TBA language, is the string hypoth-
esis. It is an interesting open question whether or not
GHD can be formulated without resorting to the string
hypothesis. Similarly, the question remains whether the
spin Drude weight can be computed in a Bethe-ansatz
approach without resorting to the string hypothesis. A
recent study by Klümper and Sakai (2019) carried out
such an alternative calculation without using the string
hypothesis. Using a numerical solution of the result-
ing nonlinear equations for ∆ = cos (π/m), results for

D(S)
w (T ) were obtained. These exhibit finite-size effects

that become more significant as temperature is lowered.
Eventually, the data converge to the TBA results by Zo-
tos (1999) in the thermodynamic limit. These results
indicate the potential limitations of finite-size based nu-
merical simulations in accessing the low-temperature de-
pendence of the spin Drude weight.

Moreover, while the possibility of a fractal-like depen-

dence of D(S)
w on ∆ is intriguing, no numerical method

will likely be capable to confirm the fractal structure.

The sudden drop of D(S)
w when going from ∆ = 0 to

∆ > 0 has not been verified numerically so far. Par-
ticularly useful would be a lower bound with finite-size

corrections, which would allow for more reliable extrap-
olations to the limit of large system sizes as well.

Another important and closely related issue concerns

subleading corrections to the spin Drude weight D(S)
w in

the regime |∆| < 1. It is now established from exact lower
bounds and GHD that the diffusion constant is finite for
commensurate values of ∆ but diverges away from these
points (Agrawal et al., 2020; Ilievski et al., 2018). This
rapid change is explained by a significant weight trans-
fer in the low-frequency window as one goes from com-
mensurate values of ∆ to incommensurate ones; concrete
exponents for the divergence of σreg(ω) at generic values
of ∆ < 1 and ∆ = 1 were obtained from GHD (Agrawal
et al., 2020). This results in a more appealing picture
as it satisfies the physical expectation of a smooth pa-
rameter dependence of at least the integral over the low-
frequency part of σreg(ω). Nevertheless, at least within
GHD, the distinction between rational and irrational val-
ues again relates to properties of the quasiparticles, and
thus the existence of both diffusive and superdiffusive
corrections may also rely on Takahashi’s string hypothe-
sis. This leads to the same question again: can the string
hypothesis be replaced in GHD and what would be the
results? A convincing numerical confirmation of the ex-
ponents for the subleading correction for generic values
of ∆ < 1 is also missing.

Several open questions remain in the regime ∆ > 1
as well. While analytical calculation based on certain
assumptions (Carmelo et al., 2015) conclude in favor of

D(S)
w = 0 at T > 0, a strict proof is still missing. An ex-

act lower bound to the diffusion constant was obtained
and shown to be finite, ruling out subdiffusion (Ilievski
et al., 2018). While substantial evidence has been pro-
vided that spin dynamics is diffusive, it still needs to be
qualitatively explained why diffusion can occur in inte-
grable systems, where concepts such as chaos, ergodicity,
etc. do not apply. It would be interesting to obtain a
better numerical estimate for the diffusion constant in
the long-time limit, since the deviation from the GHD
data in Fig. 17 is most likely related to the finite times
reached in the simulations.

Another puzzling issue concerns the notion of a mean-
free path. While the quantitative values for the diffusion
constant suggest a mean-free path on the order of one lat-
tice site, strong finite-size effects and anomalous scaling
to the thermodynamic limit appear anyhow (Prelovšek
et al., 2004), which suggests that the mean-free path
is not the only length scale involved for a finite system
(Steinigeweg et al., 2012). It would be interesting to in-
vestigate the behavior of higher-order current correlation
functions (Steinigeweg and Prosen, 2013).

At the isotropic point ∆ = 1, transport at infinite tem-
perature is faster than diffusive since the exact lower
bound to the diffusion constant diverges for ∆ → 1
(Ilievski et al., 2018); such a divergence is also observed in
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GHD calculations (Agrawal et al., 2020; De Nardis et al.,
2019a). Numerical simulations (Prosen and Žunkovič,
2013; Žnidarič, 2011) point to the emergence of su-
perdiffusion. However, the origin and nature of this
non-diffusive process is not fully understood yet. First
attempts have been undertaken, and there is mount-
ing support for the dynamical exponent of z = 3/2
(Ljubotina et al., 2017), consistent with KPZ-scaling
(Ljubotina et al., 2019a) further corroborated and dis-
cussed in (Bulchandani, 2020; Bulchandani et al., 2019;
De Nardis et al., 2020a; Gopalakrishnan and Vasseur,
2019; Spohn, 2020a; Weiner et al., 2020). Whether the
KPZ-like scaling persists in other isotropic spin mod-
els with or without integrability is currently the object
of intense scrutiny (see, e.g., (De Nardis et al., 2019b;
Dupont and Moore, 2020)). A recent study concludes
that superdiffusion with an exponent of z = 3/2 is gen-
erally realized in all integrable, Heisenberg-like magnets
that are invariant under global non-Abelian continuous
symmetry (Ilievski et al., 2020; Krajnik et al., 2020). A
first-principle derivation of KPZ scaling for these inte-
grable models (besides predicting the exponent) is still
lacking and the possibility of other types of superdiffu-
sion in integrable spin chains cannot be fully ruled out
either (Žnidarič, 2013b).

From a methodological point of view, it is unclear how
the field-theory prediction of diffusion (Sirker et al., 2009)
and the associated low-T QMC data (Grossjohann and
Brenig, 2010) for ∆ = 1 can be reconciled with the exact
statement that the diffusion constant diverges at high
T . Note that GHD also predicts superdiffusion at the
isotropic point (Agrawal et al., 2020; De Nardis et al.,
2019a) and includes more types of excitations such as
bound states than what is captured by field theory.

Numerical methods such as ED, DQT, and tDMRG
become less useful at low T since the relevant time scales
and finite-size effects are known to increase substantially
as temperature is reduced from infinity (see the discus-
sion in Secs. IV.B and IV.E).

So far, there is no example for the spin-1/2 XXZ chain
for which open system simulations and linear response
agree for the actual values of the diffusion constants. It
would be interesting to further investigate whether or
not agreement between the open-system and the linear-
response calculation can be achieved. This is also of fun-
damental interest, and respective studies may shed light
on the differences between the dynamics in isolated and
open systems in a much broader context.

A phenomenological picture of transport in the spin-
1/2 XXZ chain was developed in (Huber, 2012; Sánchez
et al., 2018). The rich phenomenology of transport in the
XXZ chain (ballistic with (super)diffusive corrections for
0 ≤ ∆ ≤ 1, superdiffusive at ∆ = 1 and diffusive for
∆ > 1) partially carries over to other integrable spin
models [see, e.g., (Dupont and Moore, 2020; Piroli and
Vernier, 2016)]. For instance, the S = 1 Zamolodchikov-

Fateev (ZF) model (Zamolodchikov and Fateev, 1980) ex-
hibits a similar transport behavior (Dupont and Moore,
2020) with the exception of extra superdiffusion at ∆ =
0. The exact general necessary and sufficient criteria for
superdiffusion to occur are not fully understood, e.g., the
role of SU(N) symmetry.
Generally, it is a crucial question if and in how far the

rich dynamical behavior of the spin-1/2 XXZ chain is
stable against weak integrability-breaking perturbations
(Huang et al., 2013; Jung et al., 2006; Jung and Rosch,
2007; Steinigeweg et al., 2016b; Zotos, 2004) [see Sec.
VIII]. From a theoretical point of view, this question is
challenging, for instance, because conventional perturba-
tion theory starts from a noninteracting problem. From
an experimental point of view, this question is vital, be-
cause the coupling to environments or other degrees of
freedom can never be suppressed completely [see also Sec.
X].

VII. TRANSPORT IN THE HUBBARD CHAIN

The 1d fermionic Hubbard model H =
∑

l hl with

hr = −th
∑

σ

(

c†rσcr+1σ + h.c.
)

(178)

+U

(

nr↑ −
1

2

)(

nr↓ −
1

2

)

is a more general integrable model than the spin-1/2
XXZ chain as it also includes charge fluctuations. Much
less attention has been devoted to computing its finite-
temperature transport properties, for either charge, spin,
or thermal transport. The main thermodynamic param-
eters, characterizing transport properties in the Hub-
bard chain are, besides temperature T , the chemical po-
tential and the magnetic field. These control the fill-
ing ρ = (N↑ + N↓)/(2L) and the magnetization density
mz = (N↑−N↓)/L. Here, we will mostly assume a canon-
ical situation, where ρ and m are fixed.
The fermionic Hubbard model possesses a pair of

global SU(2) symmetries (Essler et al., 2005), where one
of them, the spin symmetry, is related to transport of
magnetization, while the other, the so-called η−spin sym-
metry, is related to charge conservation and transport of
charge. While the integrability of the Hubbard model
was shown by coordinate Bethe ansatz already in (Lieb
and Wu, 1968), it was only in 1986 when Shastry pro-
posed the Lax operator and the toolbox of algebraic in-
tegrability which allowed to explicitly construct an infi-
nite sequence of local conservation laws (Shastry, 1986).
These conservation laws allow one to obtain some rigor-
ous results for transport properties.
GHD has also been applied to investigate Drude

weights (Fava et al., 2020; Ilievski and De Nardis, 2017a;
Ilievski et al., 2018), the emergence of diffusion and su-
perdiffusion as well as KPZ behavior (Fava et al., 2020)
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in the Hubbard chain. A comprehensive overview is given
in (Fava et al., 2020).

A. Thermal conductivity

The energy-current operator J (E) is given by (Zotos
et al., 1997):

J (E) =
∑

r,σ

t2h

[(
ic†r+1σcr−1σ + h.c.

)

− U

2

(
j
(C)
r−1σ + j(C)

rσ

)(
nrσ̄ − 1

2

)]

, (179)

where j
(C)
r,σ is the charge current and σ̄ =↑ (↓) for

σ =↓ (↑). Here, we will restrict the discussion to the
case of a vanishing chemical potential and magnetic field
and therefore, half filling and zero magnetization. Un-
der these conditions, the energy current does not couple
to the charge or spin current and offdiagonal matrix el-
ements in the Onsager matrix of transport coefficients
can be ignored (Mahan, 1990). This is equivalent to say-
ing that the Seebeck coefficient, which is proportional to
〈J (E)(t)J (C)〉, vanishes identically at half filling at all
temperatures (Beni and Coll, 1975), where J (C) is the
particle current.
Similar to the spin-1/2 XXZ chain, the Hubbard model

is a ballistic thermal conductor (Zotos et al., 1997), which
is a rigorous statement: While J (E) is not conserved, it
still has a nonzero overlap with a local conserved quantity
Q2. This Q2 is the first nontrivial conserved charge in
the Hubbard chain beyond energy E, particle number N
and the z-component Sz of the total spin, and it happens
to be quite similar to J (E) in structure: Q2 results from
J (E) by U/2 → U . Consequently, the Mazur inequality
(28) provides a nonzero lower bound.
This lower bound to the energy Drude weight was eval-

uated analytically in (Zotos et al., 1997) for T = ∞. This
expression reads:

D(E)
w ≥ β2

2L

∑

σ

2ρσ(1− ρσ) +
U4

4
(180)

× [
∑

σ 2ρσ(1− ρσ)(2ρ
2
−σ − 2ρ−σ + 1)]2

∑

σ 2ρσ(1− ρσ)[1 + U2(2ρ2−σ − 2ρ−σ + 1]

where ρσ is the density of electrons with spin σ =↑, ↓.
A tDMRG study showed that contributions from other
conserved chargesQn>2 with a nonzero overlap with J (E)

are fairly small for all U/th (Karrasch et al., 2016) at
infinite temperature and half filling.
The full temperature dependence of the energy Drude

weight was computed only recently from both finite-T
tDMRG (Karrasch, 2017a; Karrasch et al., 2016) and
GHD (Ilievski and De Nardis, 2017a), which are in quan-
titative agreement. This Drude weight has, for U ≫ th,
two maxima: the low-temperature regime T . ∆Mott

is dominated by spin excitations. This part of D(E)
w (T )
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FIG. 20 (Color online) Energy Drude weight of the Fermi-
Hubbard chain as a function of temperature computed from
finite-T tDMRG (Karrasch, 2017a; Karrasch et al., 2016) and
GHD (Ilievski and De Nardis, 2017a).

agrees well with the results for the spin-1/2 Heisenberg
chain from (Klümper and Sakai, 2002). At high temper-
atures, charge contributions are activated and dominate
the thermal transport. This behavior is illustrated in
Fig. 20. A more complete picture of the various temper-
ature regimes and the relevant contributing excitations
is described in (Fava et al., 2020).

Since the energy current is not exactly conserved, there
are finite-frequency contributions that were studied in
(Karrasch et al., 2016), but a conclusion about the na-
ture of the subleading correction at low frequencies could
not be drawn. Other related directions include the ther-
molelectric response of the model (Peterson et al., 2007;
Zemljič and Prelovšek, 2005).

B. Charge conductivity

The local conserved charges have a nonzero overlap
with the charge current away from half filling ρ 6= 1/2.
Using the Mazur inequality (28), one can thus show that
charge transport is ballistic, i.e., the charge Drude weight

is positive D(C)
w > 0 (Garst and Rosch, 2001; Zotos et al.,

1997). This is a rigorous statement. At half filling, which
corresponds to the most symmetric and thermodynam-
ically dominant sector, the Mazur bound based on the
known local charges vanishes. However, this does not
imply that the Drude weight necessarily has to be zero.

Nevertheless, some rigorous results have been obtained
at half filling. It has been shown in (Carmelo et al.,
2018) that for any U > 0 and any positive temperature
T > 0 and within the canonical ensemble where N =
N↑ + N↓ − L is held fixed (while L → ∞), one has a
strict upper bound on the charge Drude weight

D(C)
w |canonical ≤

c′(U)t2h
T

L(2ρ− 1)2, (181)
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which scales as 1/L at half filling ρ = 1/2 since, by includ-
ing leading finite-size corrections, 2ρ − 1 = 0 + O(1/L).
Therefore, the r.h.s. of Eq. (181) vanishes in the thermo-
dynamic limit.

One can argue that within the grand-canonical ensem-
ble where the number of electrons fluctuates according
to the law of large numbers,

〈(2(N/L)− 1)2〉grand−can ∝ 1/L , (182)

this bound is no longer useful. There, instead, one can
derive an improved bound which, however, only holds
within leading order in 1/T but for any value and sign of
U

D(C)
w |grand−can ≤ c(U)t2h

T
(2ρ− 1)2 . (183)

This bound indicates that D(C)
w = 0 if ρ = 1/2, con-

sistent with the GHD result (Ilievski et al., 2018). The
full temperature dependence of the charge Drude weight

D(C)
w at 0 < ρ < 1/2 was computed in a recent GHD

study (Ilievski and De Nardis, 2017a).

The question of whether or not the charge Drude
weight in the half-filled Fermi-Hubbard chain is zero has
historically been a controversial topic. Several early stud-
ies reported evidence for a finite Drude weight (Fujimoto
and Kawakami, 1998; Kirchner et al., 1999). This result
was later challenged by Bethe-ansatz studies that em-
phasized symmetry constraints on the diagonal matrix
elements of the charge-current operator (Carmelo et al.,
2013, 2018). Numerically, charge transport was studied
using exact diagonalization and MCLM (Prelovšek et al.,
2004), finite-T tDMRG (Karrasch et al., 2016, 2014a),
dynamical typicality (Jin et al., 2015) and tDMRG sim-
ulations of open quantum systems (Prosen and Žnidarič,
2012). All these studies agree in so far as they find no
evidence for a ballistic contribution. As an example, we
show the infinite-temperature Drude weight computed
from dynamical typicality in Fig. 21 as a function of sys-
tem size for several values of U/th. The Drude weight
decays with a power-law in 1/L, consistent with the ob-
servation for other integrable models [see, e.g., the large
∆ phase of the spin-1/2 XXZ chain (Heidrich-Meisner
et al., 2003; Steinigeweg et al., 2014a)].

A rigorous lower bound using the method of (Meden-
jak et al., 2017) for the charge-diffusion constant was re-
cently obtained (Ilievski et al., 2018). This bound di-
verges at half filling, which shows that transport cannot
be diffusive. Therefore, the charge transport is similar to
the spin transport in the spin-1/2 Heisenberg chain, with
presumably no Drude weight in both cases and superdif-
fusion. Still, the spreading of density perturbations at
finite times and in finite systems is indicative of diffusion
(Steinigeweg et al., 2017a) (see also Sec. IX.A), leaving
reconciling these two observations as an open problem.
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FIG. 21 (Color olnline) Charge Drude weight of the Fermi-
Hubbard chain at half filling and infinite temperature versus
system size obtained from dynamical typicality (Jin et al.,
2015), plotted using a logarithmic scale on both axis.

Using finite-T tDMRG (Karrasch et al., 2014b), an
attempt was made to extract the temperature depen-
dence of the dc-conductivity at low temperatures in order
to verify field-theoretical predictions from (Damle and
Sachdev, 1998; Sachdev and Damle, 1997). The presence
of anomalous finite-size effects in σ′(ω) was pointed out
in the MCLM study of (Prelovšek et al., 2004). Both
these numerical works and (Jin et al., 2015) argued for a
diffusive form of the conductivity, which is at odds with
the rigorous results of (Ilievski et al., 2018).
In (Prosen and Žnidarič, 2012), the steady-state mas-

ter equation with boundary Lindblad reservoirs was used
to investigate transport in the Hubbard model. It was ar-
gued that transport is diffusive in the TDL (results were
reported for L ∼ 100). Indications for superdiffusion
were presented for short systems and large U/th, lead-
ing to the speculation that the two limit U/th → ∞ and
L→ ∞ may not commute (Prosen and Žnidarič, 2012).

C. Spin conductivity

For a non-zero magnetization mz 6= 0, the Mazur in-
equality (28) shows that the spin Drude weight is finite
(Zotos et al., 1997).
One can make rigorous statements similar to Eqs. (181)

and (183) about spin transport in the attractive Hub-
bard model U < 0. Specifically, under a partial
particle-hole transformation, where (cl↑, c

†
l↑, cl↓, c

†
l↓) →

(cl↑, c
†
l↑, c

†
l↓, cl↓), the sign of U changes U → −U , while

the spin current(spin Drude weight) maps to charge cur-
rent(charge Drude weight)and vice versa. At asymptot-
ically high temperatures, the sign of U becomes irrele-
vant, and we then have a full symmetry between spin
and charge transport. For example, at zero magnetiza-
tion, the leading term in a high-T expansion of the spin

Drude weight vanishes. It is believed that D(S)
w = 0 at

mz = 0.
The full temperature dependence of the spin Drude
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weight D(S)
w at 0 < mz < 1 was computed in a recent

GHD study (Ilievski and De Nardis, 2017a). At zero

magnetization, GHD predicts D(S)
w = 0 (Ilievski et al.,

2018), and, in the same regime, the spin diffusion con-
stant was shown to diverge (Ilievski et al., 2018). Ballistic
spin transport away from mz = 0 was observed numeri-
cally in a tDMRG study of the spreading of density wave
packets (Karrasch, 2017a).
Clarifying the nature of the deviations from diffusion

and investigating how exactly the Heisenberg regime is
recovered out of the transport properties of the Hubbard
chain in the low-temperature regime are open. For in-
stance, the most recent developments of finite-T tDMRG
methods have not been exploited yet in order to address
these questions again (Karrasch, 2017a).
In a recent GHD study, several aspects of spin trans-

port have been explored, including the crossover from
the spin-coherent to the spin-incoherent regime and the
emergence of superdiffusion at points with non-Abelian
symmetry (vanishing chemical potential and/or magnetic
field) (Fava et al., 2020).

VIII. BEYOND INTEGRABLE SYSTEMS

While integrability is particularly appealing because it
allows for exact solutions, most systems of relevance for
condensed matter physics (experimental or theoretical)
do not share this property. In particular, even though the
spin-1/2 XXZ chain describes many features of real ma-
terials (such as thermodynamics or spectral functions),
it cannot describe generic transport. Indeed, the latter
is governed by relaxation mechanisms and external scat-
tering off impurities or phonons is unavoidable.
In this section, we assume that the only relevant con-

served quantities are energy, particle number and mag-
netization. Hence we exclude Floquet systems, where
energy is not conserved, and unusual or specifically engi-
neered nonintegrable systems that possess a finite num-
ber of nontrivial conserved quantities.
Theoretically, there is much interest in the stabil-

ity of properties of integrable models against adding
integrability-breaking perturbations. In classical systems
of few particles, the Kolmogorov-Arnold-Moser (KAM)
theorem (Gutzwiller, 1990) makes a precise statement
on this stability whereas there is no such result for quan-
tum systems. Within the wider field of nonequilibrium
dynamics in closed quantum systems, the accepted view
is that in most cases, any arbitrarily small strength of
an integrability breaking term leads to thermalization
(D’Alessio et al., 2016; Vidmar and Rigol, 2016) and dif-
fusive transport. This, however, may not be easy to see in
actual numerical simulations. For finite time scales, the
perturbed system may very well still remember the ex-
istence of now only approximately conserved quantities
and exhibit prethermalization behavior (Bertini et al.,

a) J⊥
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b) J

J
′

1

2

3

FIG. 22 (a) A spin-1/2 ladder with a coupling strength J and
J⊥ along legs and rungs, respectively, and (b) a frustrated
chain with a next-nearest-neighbor coupling of strength J ′.

2015; Essler et al., 2014; Kollar et al., 2011; Moeckel
and Kehrein, 2008). For transport, there are so far only
few studies that explicitly made a connection between
prethermalization and a respective behavior in a trans-
port coefficient (see, e.g., the discussion in (Nessi and
Iucci, 2015)), while a number of studies touched upon
the topic (see, e.g., (Jung et al., 2006; Jung and Rosch,
2007)). For sure, the observation of slow dynamics in
finite-size simulations is ascribed to weak violations of
conservation laws or quasi-localization physics in trans-
lational invariant systems [see, e.g., (Michailidis et al.,
2018; Schiulaz and Müller, 2014; Yao et al., 2016)].

We will concentrate the discussion on nonintegrable
models that result from perturbing the spin-1/2 XXZ
chain. The choice of the integrability breaking term is
motivated by either a particular relevance for experi-
ments (e.g., spin-1/2 Heisenberg ladders), the possibil-
ity of obtaining analytical or exact results (e.g., for the
spin-1/2 XXZ chain with a staggered magnetic field), or
by the desire to obtain the simplest possible cases (e.g.,
spin-1/2 XX ladders or simple types of short-range in-
teractions). See Fig. 22 for an illustration of ladders and
frustrated chains.

In this section, we will present those statements that
describe the majority of those models and will cover se-
lected examples for which there are either particularly
convincing numerical or analytical results. Relevant and
important results were certainly obtained for many other
models that are not covered in detail here. These include
spin-S XXZ chains with S > 1/2 (Dupont and Moore,
2020; Karadamoglou and Zotos, 2004; Richter et al.,
2019a), Kitaev-Heisenberg chains and ladders (Metavit-
siadis and Brenig, 2017; Metavitsiadis et al., 2019; Pi-
datella et al., 2019; Steinigeweg and Brenig, 2016), and
Hubbard models with integrability-breaking terms (Kar-
rasch et al., 2016; Žnidarič, 2013a,b). We will here fo-
cus on results obtained via the Kubo formula for closed
quantum systems; studies of open quantum systems can
be found in (Mendoza-Arenas et al., 2015; Žnidarič,
2013a,b).
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A. Universal description of the low-energy behavior

We first turn to the predictions from field theory for the
low-temperature behavior. In a generic gapless system,
the field theory developed in (Sirker et al., 2011) pro-
vides the generic behavior: a Tomonaga-Luttinger-liquid
becomes a diffusive conductor after including sufficiently
many umklapp terms (Rosch and Andrei, 2000). As an
example for spin transport in a gapless system, we con-
sider a spin-1/2 XXZ chain with a staggered magnetic
field of strength h that breaks the integrability. For small
values of h, the system is in the Tomonaga-Luttinger-
liquid phase and by applying the field theory of (Sirker
et al., 2011) one obtains (Huang et al., 2013)

σdc ∝ h−2T 3−2K , (184)

where K is the Luttinger-liquid parameter. Further re-
lated studies can be found in (Bulchandani et al., 2020;
Szasz et al., 2017).
Another generic insight can be drawn from the fact

that at low energy scales, (regular) momentum emerges
as an additonal approximate conserved quantity due to
the mapping to a continuum model. This does not give
rise to a finite Drude weight at small but finite tempera-
tures, but causes the dc conductivities of those currents
with a finite overlap to momentum to be exponentially
large as a function of decreasing temperature (Rosch,
2006; Rosch and Andrei, 2000). These predictions are
based on a memory-matrix formalism.
For gapped systems, the semiclassical theory of (Damle

and Sachdev, 1998) leads to

σdc ∝
1√
T
, (185)

see Sec. IV.A. This divergence (as T → 0) can be un-
derstood from the fact that on the one hand, the den-
sity of carriers is exponentially suppressed but on the
other hand, this dilution leads to an exponential suppres-
sion of scattering as well. The available tDMRG results
(Karrasch et al., 2014b) for the Hubbard chain with a
nearest-neighbor repulsion and the gapped phase of the
integrable spin-1/2 XXZ chain seem more consistent with
a 1/T dependence. An outstanding question is to com-
pute σdc(T ) for a spin-1 chain or a spin-1/2 ladder, for
which the predictions of (Damle and Sachdev, 2005) were
developed.

B. Absence of Drude weights

Within our working definition of nonintegrable models
given above, it is clear that there is no nonzero Mazur
bound for Drude weights. Hence, the expectation is
that Drude weights vanish at any finite temperature.
Note that at zero temperature, any metallic phase has
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FIG. 23 (Color online) Infinite-temperature energy Drude
weight of frustrated spin-1/2 Heisenberg chains computed
with exact diagonalization (Heidrich-Meisner et al., 2003,
2004b).

a nonzero Drude weight as long as the system preserves
translational invariance (Mastropietro, 2013; Scalapino
et al., 1993). This nonzero spin and charge Drude weight
results from the fact that the low-energy theory is a gap-
less Tomonaga-Luttinger liquid with one or two modes
and is thus a consequence of the conservation of momen-
tum in the continuum limit. Yet, these zero-temperature
Drude weights are not related to the integrability of the
microscopic models. A concrete example is the frustrated
spin-1/2 Heisenberg chain, which in its gapless phase has
a nonzero spin Drude weight at T = 0 (Bonča et al.,
1994).

Most numerical studies confirm the expectation that
spin, charge and energy Drude weights vanish in non-
integrable models at any T > 0, including, for exam-
ple, spin-1/2 Heisenberg ladders (Heidrich-Meisner et al.,
2003; Rezania et al., 2014; Zotos, 2004), frustrated spin-
1/2 Heisenberg chains (Heidrich-Meisner et al., 2004a,
2003, 2004b, 2005b), dimerized spin-1/2 Heisenberg
chains (Heidrich-Meisner et al., 2004a, 2003), spin-1/2
XXZ chains with additional nearest-neighbor interactions
Sz
ℓS

z
ℓ+2 (equivalent to spinless fermions with density-

density interactions) (Zotos and Prelovšek, 1996), and
spin-1/2 XXZ chains with staggered magnetic fields
(Huang et al., 2013; Steinigeweg et al., 2015).

In the vicinity of integrable models and on finite sys-
tems, the Drude weight may still account for most of the
weight in the conductivity σ′(ω) with only a very slow
transfer of weight to finite frequencies. A particularly
interesting example is the spin-1/2 frustrated Heisenberg
chain where the relevant parameter is the ratio α = J ′/J
and J(J ′) are the nearest(next-to-nearest) neighbor ex-
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change couplings [see Fig. 22(b)]. The Hamiltonian reads

H = J
L∑

r=1

hr,r+1 + J ′
L∑

r=1

hr,r+2 , (186)

where we assume periodic boundary conditions. As an
example, we show exact-diagonalization data for the en-
ergy Drude weight in Fig. 23; specifically, for its leading

coefficient D̃(E)
w in a 1/T expansion:

D(E)
w =

D̃(E)
w

T 2
+ . . . . (187)

At small values of α . 0.3 and for the accessible system

sizes, D̃(E)
w decays only mildy compared to the integrable

case and seems to saturate (Alvarez and Gros, 2002a;
Heidrich-Meisner et al., 2004b). Upon increasing α,

though, the decrease of D̃(E)
w with L becomes faster and

is consistent with an exponential decay or at least faster
than any power law. The latter is expected from ETH
arguments (Steinigeweg et al., 2013) and numerically ob-
served in nonintegrable models far away from integrable
limits (Heidrich-Meisner et al., 2004b; Jin et al., 2015;
Prosen, 1999; Rabson et al., 2004; Zotos and Prelovšek,
1996).
For the frustrated spin-1/2 chain, there is a theoretical

argument that explains why on small system sizes and for
small values of α . 0.3, the thermal Drude weight still
amounts to a substantial fraction of the total spectral
weight. It turns out that the energy-current conserva-
tion is only violated in next-to-leading order in α (Jung
et al., 2006). Within the memory-matrix formalism, one
can then show that current lifetimes are enhanced in the
small-α regime.
Other cases in which the proximity to integrable lim-

its can lead to a slow decay of Drude weights on fi-
nite systems (or to a slow temporal decay of current-
autocorrelations computed with t-DMRG) are certain
spin-1/2 dimerized XXZ chains (Karrasch et al., 2013b)
and gapped quantum models in large magnetic fields
(Langer et al., 2010; Psaroudaki et al., 2014; Stolpp et al.,
2019). In the former case, the existence of several in-
tegrable limits (vanishing dimerization, zero exchange
anisotropy ∆ = 0, decoupled dimers) has been specu-
lated to give rise to a slow decay of current correlation
functions. In the latter case, the application of a longi-
tudinal magnetic field induces a transition into a gapless
phase. For spin-1 chains (Psaroudaki et al., 2014), that
field-induced phase can be approximately described by
an effective spin-1/2 XXZ chain Hamiltonian, explaining
the numerically observed large finite-size Drude weights.
There is, in none of these examples, any theoretical evi-
dence to believe that the finite-size Drude weights remain
nonzero for L → ∞. Other claims of nonzero Drude
weights in generic spin ladders, frustrated spin chains or
dimerized spin chains were either based on a mapping
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FIG. 24 (Color online) Spin conductivity of a spin-1/2 XX
ladder for various rung couplings J⊥ (Karrasch et al., 2015a).

to noninteracting effective theories (Orignac et al., 2003;
Saito, 2003) or due to the difficulties involved with in-
terpreting finite-size exact diagonalization (Alvarez and
Gros, 2002a) or QMC data (Kirchner et al., 1999).

C. Frequency-dependence of the conductivity

The simplest picture for the frequency dependence was
already given in Sec. II and is based on the Drude model:
a Lorentzian whose width is controlled by a single re-
laxation time. One may wonder whether such a simple
structure is possible at all in strongly correlated models
in one dimension where there is no Landau quasi-particle
picture in the first place.
For infinite temperature, there are many numerical

results available. A particularly clear picture emerges
for spin-1/2 XX ladders. In that case, the integrable
limits are two chains that have only a Drude weight,

i.e., σ′(ω) = 2πD(S)
w δ(ω). The Hamiltonian reads (with

∆ = 0 in the h
‖,⊥
r terms):

H = H || +H⊥ = J
∑

ℓ=1,2

L∑

r=1

h
||
ℓ;r,r+1 + J⊥

L∑

r=1

h⊥r . (188)

ℓ = 1, 2 labels the two legs of the ladder. Upon cou-
pling the chains with a nonzero J⊥, the Drude peak is
indeed broadened into a Lorentzian. This is illustrated in
Fig. 24, obtained from tDMRG (Karrasch et al., 2015a),
which agrees with dynamical typicality and perturbation
theory (Richter et al., 2020, 2019b; Steinigeweg et al.,
2014b). For more complicated models, the situation is
less clear based on the numerical data. For instance,
in spin-1/2 Heisenberg ladders, there is presumably su-
perdiffusion for J⊥ = 0 [see Sec. VI.D.3] and it is not
obvious that there exists a single Lorentzian at low fre-
quencies. Numerical results for σ′(ω) of nonintegrable
models are available for spin-1/2 XXZ ladders (Karrasch
et al., 2015a), spin-1/2 XXZ chains with a staggered
magnetic field (Huang et al., 2013), dimerized spin-1/2
Heisenberg chains (Langer et al., 2011), and interacting
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FIG. 25 Real part of the conductivity of a nonintegrable
model versus ω (in units of t), namely, spinless fermions with
a nearest-neighbor repulsion of strength V = 2t and an addi-
tional next-to-nearest neighbor hopping t′ = t, where t is
the nearest-neighbor hopping matrix element. The exact-
diagonalization data indicates that the low-frequency behav-
ior is incompatible with a simple Lorentzian (see Mukerjee
et al. (2006) for a discussion). Other examples of a simi-
lar shape were reported in Heidrich-Meisner et al. (2005b)
and Zotos (2004). The figures is taken from (Mukerjee et al.,
2006).

spinless fermions with next-to and nearest-neighbor hop-
ping (Mukerjee et al., 2006). The thermal conductiv-
ity κ(ω) was computed numerically for spin-1/2 XXZ
chains with a staggered magnetic field (Huang et al.,
2013; Steinigeweg et al., 2015).
While a finite dc-limit is enough to classify the sys-

tem as a normal conductor, there remains the possibil-
ity of potential anomalous low-frequency behaviors [see,
e.g., (Garst and Rosch, 2001) for a discussion of the
mass-imbalanced Hubbard model]. For instance, evi-
dence for such a situation was reported for a noninte-
grable model of spinless fermions (Mukerjee et al., 2006),
where σ′(ω) = a− b

√
ω + . . . was observed in numerical

data and explained as a hydrodynamic tail. The corre-
sponding σ′(ω) is shown in Fig. 25. A systematic study
of such tails in nonintegrable models for larger systems
and a broader class of models remains to be done [see
also (Zotos, 2004)], in particular, by making more quan-
titative contact the predictions of hydrodynamics.

D. DC conductivity and diffusion constant

We next turn to the available results for the temper-
ature dependence of dc conductivities and diffusion con-
stants and their dependence on model parameters. The
latter dependency is relevant to understand the effect
of integrability breaking terms (parametrized by a cou-
pling constant Jpert). The crossover from GHD describ-
ing integrable models to regular hydrodynamics in non-
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FIG. 26 (Color online) Spin-diffusion constant of the spin-
1/2 XX ladder as a function of r = J⊥/J at infinite tempera-
ture, as obtained from dynamical typicality for L = 12, 14, 17
rungs (i.e., 2L sites in the ladder) (Steinigeweg et al., 2014a)
and perturbation theory (PT) (Richter et al., 2020), with

D(S)/J = 1/(2γr2) and γ ≈ 0.63 in the limit of small r with
no free parameter.

integrable models has been discussed in (Friedman et al.,
2020). Based on Fermi’s Golden rule, one generically ex-
pects D(Q) ∝ 1/J2

pert and thus a similar scaling for the
conductivity (Jung and Rosch, 2007; Steinigeweg et al.,
2016b; Zotos, 2004).

We first discuss the infinite-temperature limit and
then move on to cover predictions and results for finite
temperatures. Numerical results for the diffusion con-
stant - and via Einstein relations - the dc conductivity
are available for spin transport in spin-1/2 XX ladders
(Steinigeweg et al., 2014b; Žnidarič, 2013a) and thermal
transport in spin-1/2 XXZ ladders (Alvarez and Gros,
2002c; Heidrich-Meisner et al., 2003; Karrasch et al.,
2015a; Orignac et al., 2003; Saito, 2003; Steinigeweg
et al., 2016b; Zotos, 2004) and spin-1/2 chains with stag-
gered magnetic fields (Huang et al., 2013; Steinigeweg
et al., 2015) as well as for charge transport in the mass-
imbalanced Fermi-Hubbard chain (Heitmann et al., 2020;
Jin et al., 2015) [see also (Garst and Rosch, 2001)].

Figure 26 shows the dependence of the spin-diffusion
constant D(S) on J⊥ for spin-1/2 XX ladders: at small
J⊥, D(S) ∝ 1/J2

⊥ in agreement with perturbation the-
ory (Richter et al., 2020; Steinigeweg et al., 2014b) with
a crossover to D(S) = const. at large J⊥ ≫ J . The
latter behavior is typical for systems with a bandstruc-
ture (here controlled by J⊥ in the strong dimer limit)
at T = ∞ and is also seen in the large U/th regime of
the Fermi-Hubbard chain (Jin et al., 2015). A perturba-
tive dependence of diffusion constants on an integrability-
breaking parameter was reported for thermal transport
in spin ladders as well (Steinigeweg et al., 2016b; Zotos,
2004).

Numerical methods now also give access to a wider
temperature range. As an example, we show the thermal
conductivity of spin-1/2 XXZ chains with a staggered
magnetic field in Fig. 27 (Huang et al., 2013; Steinigeweg
et al., 2015) [see also (Prosen and Žnidarič, 2009)]. The
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FIG. 27 (Color online) Temperature dependence of the ther-
mal conductivity κ in a Heisenberg chain with a staggered
field, as shown in (Steinigeweg et al., 2015) [see also (Huang
et al., 2013)]. τ is the relaxation time, defined as the time at
which the current correlation has decayed to a fraction of 1/e
(Steinigeweg et al., 2015).

maximum at a temperature T ∼ O(J) is resolved, while
the data indicate a power-law dependence at low T .

E. Special cases and outlook

We conclude this section by giving a brief account of
special cases and ongoing directions.

Local perturbations that act only on one or few sites
can behave completely differently from global perturba-
tions that were covered so far. Having in mind that in-
tegrable systems possess infinitely long-lived excitations,
this is not very surprising: looking at the transmission
from one end to the other, an excitation will scatter only
once, regardless of the system’s length, and therefore, one
will have zero bulk resistance and ballistic transport.

Let us take a concrete model, the spin-1/2 XXZ
Heisenberg chain, Eq. (1), and a single impurity at the
middle of the chain described by h

2 s
z
L/2, where h is a

local magnetic field. Analyzing the distribution of en-
ergy spacings between nearest-eigenenergy levels (Brenes
et al., 2018; Barǐsić et al., 2009; Fagotti, 2017; San-
tos, 2004, 2008; Torres-Herrera and Santos, 2014), one
observes level repulsion and agreement with random-
matrix theory for a large range of h (in the thermo-
dynamic limit likely for any finite nonzero h), typical
of quantum chaotic systems. Studies of spin transport
with a boundary-driven Lindblad setting as well as with
a linear-response calculation of σ′(ω) suggest ballistic
transport (Brenes et al., 2020b, 2018) [see Fig. 28] (see
also (Brenes et al., 2020a)). We note that in order to
identify a nonzero Drude weight, one has to carry out
a careful finite-size scaling analysis of σ′(ω) because for

open boundary conditions, D(S)
w gets “transferred” to fi-

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

10 30 50 100

S
p
in

c
u
rr
e
n
t
j
/µ

System size L

= 0.2
h= 0.4

h = 0.5
h = 0.8

h = 1.0
h = 2.0

h

[a
.u
.]

(S
)

FIG. 28 Dependence of the NESS spin current on system size
L for a spin-1/2 XXZ chain (∆ = 0.5) with a single-impurity
of strength h. Adapted from (Brenes et al., 2018).

nite frequencies (Rigol et al., 2008), getting a Lorentzian
(Cauchy) representation of a Dirac delta function, whose
width decreases ∼ 1/L while its height increases as ∼ L.
For the case of a spin-S impurity with S > 1/2, this was
interpreted in (Barǐsić et al., 2009) and in (Metavitsiadis,
2011; Metavitsiadis et al., 2010) as an “anomalous inco-
herent” energy and spin transport. One therefore has a
“quantum chaotic” system according to the level-spacing
statistics but ballistic transport, typically associated with
integrability and conserved quantities.

How can one reconcile these two seemingly contradict-
ing findings? In a many-body system, the level spac-
ing is exponentially small in L in the thermodynamic
limit. Therefore, starting with eigenstates of the inte-
grable spin-1/2 XXZ chain, even a small local pertur-
bation can, in the thermodynamic limit, cause mixing
of close eigenenergies, leading to level repulsion. How-
ever, level spacing measures properties on an exponen-
tially small energy scale that can be potentially irrele-
vant for local physics. For transport, timescales that are
polynomial in L are what matters.

A currently intensely investigated question concerns
the precise time scale and conditions for hydrodynamics
to set in (see, e.g., (Glorioso et al., 2020; Lopez-Piqueres
et al., 2020)). This question is not new, yet numerical
methods are now in a position to simulate this while novel
theoretical concepts from quantum information theory
such as entanglement spreading or out-of-time-ordered
correlators provide for a novel view onto this problem. In
that regime, the system should behave “classically” and
be subject to the laws of hydrodynamics (Bohrdt et al.,
2017; Karrasch et al., 2014b; Leviatan et al., 2017; Lux
et al., 2014; Rakovszky et al., 2018). Recently, a general-
ized relaxation-time approximation framework has been
proposed to study the crossover from generalized hydro-
dynamics, applicable to integrable systems, to hydrody-
namics in a generic model (Lopez-Piqueres et al., 2020).
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Related efforts address the emergence of hydrodynamics
in random unitary circuits [see, e.g., (Nahum et al., 2018;
Rakovszky et al., 2018)].

Earlier work studied the emergence of diffusion
in Hamiltonian systems with random couplings
(Steinigeweg et al., 2007, 2006). In addition to a
hydrodynamical description as a generic framework and
numerical approaches, a semiclassical method based on
the truncated Wigner approximations has recently been
developed to study diffusion in spin systems (Wurtz and
Polkovnikov, 2020). Finally, the possibility of anomalous
transport in nonintegrable models is still of interest
and an example of subdiffusion has been reported in
systems that conserved dipole and/or higher moments
(Feldmeier et al., 2020).

IX. FAR-FROM-EQUILIBRIUM TRANSPORT

There is a growing interest in the nonequilibrium dy-
namics induced by initial states with inhomogeneous
densities across various branches of theoretical physics.
The ensuing dynamics when starting from such initial
states is in fact of interest across several disciplines in
physics, including condensed matter theory (Liu and An-
drei, 2014), quantum field theory (Bernard and Doyon,
2016), AdS/CFT correspondence (Bhaseen et al., 2015),
statistical physics (Antal et al., 1997b), and ultracold
quantum gases (Ronzheimer et al., 2013; Schneider et al.,
2012; Vidmar et al., 2017, 2015).

A. Spreading of density perturbations

A prototypical nonequilibrium setup is to prepare a
local energy-, charge- or spin-density perturbation in
an otherwise equilibrated background. Such a “wave
packet” can, for instance, be realized via an initial den-
sity matrix of the form ρL(T ) ⊗ ρC ⊗ ρR(T ), where the
density matrices ρL,R associated with the left and right
regions have the standard equilibrium form. The center
region can, e.g., be chosen as a thermal density matrix
with a different temperature T + ∆T in order to model
an energy density perturbation.

In Sec. II.C.1, it was discussed that if this initial local
perturbation is small (∆T → 0 and the size of the cen-
ter region C being small in the above example), the time
evolution of its variance Σ(t) is strictly related to the
time-dependent diffusion constant via Eq. (37) (Bohm
and Leschke, 1992; Steinigeweg et al., 2009b; Yan et al.,
2015). It implies that at long times, Σ ∼ t for ballistic
transport and Σ ∼

√
t for diffusive transport, with the

prefactors given by the Drude weight and the diffusion
constant, respectively. In the context of this review, the
validity of the time-dependent Einstein relation was con-
firmed numerically for spin, charge, and energy transport
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FIG. 29 Densities as a function of time t and position r for
a local quench inducing (a) spin dynamics and (b) energy
dynamics in the spin-1/2 XXZ chain at ∆ = 1.5 at T = ∞.
The dynamics is induced by introducing a local perturbation
in the initial state. Adapted from (Karrasch et al., 2014b).

within the spin-1/2 XXZ chain and the Fermi-Hubbard
model, by tDMRG (Karrasch et al., 2017) and dynami-
cal dynamical typicality calculations (Steinigeweg et al.,
2017a,b).

One still expects that the long-time behavior of the
variance is of the above-mentioned form (Σ ∼ t and Σ ∼√
t, respectively), even if one considers the spreading of

local perturbations which are not necessarily small. This
was first shown for the integrable spin-1/2 XXZ chain
as well as for nonintegrable systems at zero temperature
using tDMRG (Jesenko and Žnidarič, 2011; Langer et al.,
2009, 2011). For instance, it was illustrated that spin
propagates ballistically for ∆ < 1 and diffusively for ∆ >
1 in agreement with the zero-temperature behavior of the
Drude weight which is finite in the former but vanishes in
the latter case (Langer et al., 2009); while energy always
propagates ballistically at any ∆ (Langer et al., 2011).

These studies were extended to finite temperatures and
to pure-state dynamics, and the spreading of spin and
energy wave packets were studied for the spin-1/2 XXZ
chain, for spin ladders, and for the Fermi-Hubbard model
(Foster et al., 2011, 2010; Karrasch et al., 2014b, 2017;
Richter et al., 2018, 2019b; Steinigeweg et al., 2017b),
including the mass-imbalancec case (Heitmann et al.,
2020). For instance, one can prepare a spin-polarized
central region in a T = ∞ background within the XXZ
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FIG. 30 (Color online) Spatial dependence of magnetization
profiles at different times, as obtained in (Steinigeweg et al.,
2017b) for a spin-1/2 XXZ chain at ∆ = 1.5, the full Hilbert
space of L = 36 sites, and a randomly chosen initial pure state
with a δ peak on top of a many-particle background at high
temperatures. These profiles are remarkably well described
by Gaussian fits over several orders of magnitude. Similar
Gaussian profiles have been found in (Ljubotina et al., 2017).

chain, which leads to a simultaneous propagation of spin
and energy densities. In this setup, spin propagates diffu-
sively and energy propagates ballistically for ∆ > 1, and
both quantities propagate ballistically for ∆ < 1. The
typical behavior of the spin and energy density after local
quenches of this type is illustrated in Fig. 29 for ∆ = 1.5.
On the time scales accessed in these tDMRG simulations,
the variance behaves as Σ2 ∝ t1.2 for the spin density and
Σ2 ∝ t2 for the energy density (Karrasch et al., 2014b).
Similar initial states can be prepared within the Fermi-
Hubbard model and could in principle be realized in a
cold-atom experiment (Karrasch et al., 2017).

The generic behavior of a diffusive spreading of a local
perturbation in nonintegrable models was investigated
in (Karrasch et al., 2016; Kim and Huse, 2013; Langer
et al., 2009; Leviatan et al., 2017). We mention that
solving the problem of the real-time evolution from a
state with a few spins flipped compared to a background
of full polarization is also of interest in the integrability
community as some aspects of the finite-time dynamics
can be understood exactly in this case [see, e.g., (Ganahl
et al., 2012; Liu and Andrei, 2014)].

Recently, the analysis of the time- and space-
dependent densities has been extended beyond just
the spatial variance [see, e.g., (Ljubotina et al., 2017;
Steinigeweg et al., 2017b)]. For ∆ > 1, as illustrated
in Fig. 30, clean Gaussian profiles can be observed and
provide another strong evidence of diffusion.

B. Bipartitioning Protocols

Bipartitioning protocols emerged in the last two
decades as a paradigmatic setting to study far-from-
equilibrium transport in the context of isolated quantum

many-body systems.24 These protocols are very simple:
one prepares the two halves of the system in different
homogeneous states, then joins them and lets the entire
system evolve under the dynamics of a spatially homoge-
neous Hamiltonian. In formulae, the state of the system
at time t is represented as

ρ(t) = eiHt(ρL ⊗ ρR)e
−iHt , (189)

where H is the homogeneous Hamiltonian of the entire
system and ρR/L are the two initial homogeneous states
of the two halves. We refer the reader to Fig. 31 for a
pictorial illustration of the setting. Relevant examples,
extensively studied in the literature, include the sudden
junction of two half chains prepared at different temper-
atures [see, e.g., (Aschbacher and Barbaroux, 2006; As-
chbacher and Pillet, 2003; Bertini et al., 2016; Bertini
and Piroli, 2018; Bertini et al., 2019; Bhaseen et al.,
2015; Biella et al., 2016; Castro-Alvaredo et al., 2014,
2016; Collura and Karevski, 2014; Collura and Martel-
loni, 2014; De Luca et al., 2015, 2013, 2014; Doyon, 2015;
Doyon et al., 2015; Eisler and Zimborás, 2014; Karevski
and Schütz, 2019; Karrasch et al., 2013c; Kormos, 2017;
Mazza et al., 2018; Mestyán et al., 2019; Nozawa and
Tsunetsugu, 2020; Ogata, 2002; Zotos, 2017)] or at differ-
ent averaged magnetizations (or filling) [see, e.g., (Alba
and Heidrich-Meisner, 2014; Antal et al., 2008, 1998,
1999; Bertini et al., 2016; Calabrese et al., 2008; Collura
et al., 2018, 2020; De Luca et al., 2017; Eisler et al., 2016;
Eisler and Rácz, 2013; Gobert et al., 2005; Hauschild
et al., 2015; Lancaster et al., 2010; Lancaster and Mi-
tra, 2010; Ljubotina et al., 2017; Misguich et al., 2017;
Piroli et al., 2017; Sabetta and Misguich, 2013; Santos,
2008, 2009; Santos and Mitra, 2011; Vidmar et al., 2017,
2015; Viti et al., 2016)]. We note that the latter kind
of bipartitioning protocols, also referred to as “geomet-
ric quenches” in the literature (Mossel et al., 2010), can
be realized in experiments on the sudden expansion of
quantum gases in optical lattices (cf. Sec. X.B).

In the two examples above, the two halves are pre-
pared in homogeneous stationary states. This means that
a nontrivial time evolution is observed only in a region,
“the light cone”, expanding from the junction at the max-
imal allowed speed. In locally-interacting lattice models
with a finite-dimensional Hilbert space, this velocity is
finite (Lieb and Robinson, 1972). The light-cone region
contains information about the “inhomogeneous nature”
of the system (see Fig. 31). In general, one can also
prepare the two halves in homogeneous, non-stationary
states generating nontrivial dynamics also away from the
junction. Importantly, however, the information about

24 For a recent and more extended discussion, see also the reviews
(Bernard and Doyon, 2016; Vasseur and Moore, 2016) dedicated
to the subject.
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FIG. 31 (Color online) Pictorial representation of a generic
bipartitioning protocol. The two halves of the chain are pre-
pared in two different homogeneous states at time t = 0. A
nonequilibrium region emerges from the junction at the mid-
dle and expands at the maximal allowed speed.

the inhomogeneous nature of the system is still contained
in a light-cone region expanding from the junction at the
maximal speed.
Bipartitioning protocols are appealing because they

give a minimal setting in which a genuine NESS, i.e.,
steady states supporting nontrivial currents, can be ob-
served at infinite times. This has first been analyti-
cally observed in noninteracting systems (Antal et al.,
1999), then in conformal field theories (Bernard and
Doyon, 2012, 2015), and finally — with the introduc-
tion of GHD — in interacting integrable models (Bertini
et al., 2016; Castro-Alvaredo et al., 2016). On the con-
trary, for generic systems— at least for those with Hamil-
tonians invariant either under space-inversion P or time-
reversal T — currents are seen to vanish in numerical
studies (Biella et al., 2019, 2016; Karrasch et al., 2013c).

This fact can be explained using the “hydrodynamic
picture” discussed in Sec. III.C. Assuming that, at very
large times, the expectation values of local observables
can be computed in a locally quasi-stationary state, we
generically have

lim
t→∞

tr
[

j(Q)
x e−iHtρ0e

iHt
]

= tr
[

j
(Q)
0 ρst(x,∞)

]

(190)

for any current j
(Q)
x . For generic systems, we can assume

that at the leading order in time ρst(x, t) is a Gibbs en-
semble with a space-time dependent inverse temperature
(and chemical potential if the system enjoys some U(1)
symmetry). Generic lattice systems with a P -invariant
Hamiltonian have no P -odd charge since momentum is
not conserved. This means that if the Hamiltonian is
P -symmetric so is the Gibbs state. Noting that j

(Q)
x

is P -odd, we then conclude that (190) vanishes. The
same reasoning applies for T -symmetric systems. On
the contrary, for integrable models, the state ρst(x, t) is
a GGE at each fixed (x, t), and it generically includes
parity-odd and time-reversal-odd charges. In this case,
the expectation values of the currents are generically
nonzero. Note that the above reasoning applies only

in the infinite-time limit. At finite times, the quasi-
stationary state of a non-integrable system is not exactly
a space-time dependent Gibbs ensemble: it includes cor-
rections (proportional to gradients of temperature and
chemical potentials) that produce non-zero expectation
values of the currents. These corrections, however, van-
ish in the infinite-time limit.

For integrable systems, this argument can be checked
by comparing the GHD solution (cf. Eq. (109)) with
tDMRG. In particular, note that for bipartitioning pro-
tocols, GHD predicts ρst(x, t) to become a function of
the scaling variable ζ = x/t for large times, in agree-
ment with previous observations in the context of non-
interacting systems (Antal et al., 1999). This can be
understood intuitively noting that an observer moving
away from the junction at velocity ζ measures quasipar-
ticles coming from the left (right) state if their velocity
is larger (smaller) than ζ. Since quasiparticles from the
left and right state carry different physical information
it is natural to expect the result of the measurement to
depend on ζ. Therefore, when studying bipartitioning
protocols, it is customary to view expectation values of
physical quantities for large times as functions of ζ. As
a representative example, in Fig. 32, we report the com-
parison between GHD and tDMRG for profiles of energy
and spin currents as a function of ζ for the spin-1/2 XXZ
chain for different values of ∆ ∈ [0, 1] taken from (Bertini
et al., 2016). The upper panel displays the profile of the
energy current at infinite times after joining together two
chains prepared at different temperature, while the lower
panel describes the profile of the spin current at infinite
times after connecting two chains prepared in two ferro-
magnetic states with opposite magnetization. This state
is also known as the domain-wall state. From Fig. 32,
we clearly see that the current is finite within a light
cone propagating from the junction, with a velocity that
generically depends on the interaction strength.

The emergence of a nonzero current at infinite times
in integrable models signals ballistic transport of the
related charge by the stable quasiparticles and corre-
sponds to a finite Drude weight in the linear-response
regime. In accordance with the linear-response physics,
also when studying bipartitioning protocols, there can
be cases where certain currents vanish at infinite times,
signalling subballistic transport. Such an inhibition of
the transport of specific charges is typically caused by
discrete symmetries. For instance, this happens for the
transport of spin in the spin-1/2 XXZ chain with |∆| ≥ 1,
where all local conserved charges are invariant under a
Z2 spin-reversal symmetry except for the total magne-
tization (Piroli et al., 2017). In this case, considering
a bipartitioning protocol that connects together a chain
in a certain state with one in its spin-reversed copy (for
example, two thermal states at the same temperature
yet with opposite magnetization), one finds a vanishing
spin current in the infinite-time limit. In particular, the
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FIG. 32 (Color online) Profiles of the local currents in the
spin-1/2 XXZ chain for different values of ∆ = cos(η) as
a function of rescaled position x/t. Symbols denote time-
evolving block-decimation data for a chain of length L = 60
(top) L = 120 (bottom) and different times; full black lines
are the GHD predictions. Top: Energy current after the two
halves of the system have been initially prepared at inverse
temperatures βL = 1 and βR = 2. Bottom: Spin current
after the two halves have been prepared in two ferromag-
netic states with opposite magnetization. The inset shows

the time-dependent approach of j
(S)
x (full colored lines) to

the prediction (dashed lines). Figure adapted from (Bertini
et al., 2016).

transport of spin has been observed to be diffusive for
|∆| > 1 and superdiffusive for ∆ = 1 (Ljubotina et al.,
2019a, 2017). The former case is described by GHD
with diffusive corrections (De Nardis et al., 2019a) [see
Sec. III.C.2], while a complete theoretical description of
the latter is still missing and the problem is currently
subject of active research (Agrawal et al., 2020; Bulchan-
dani, 2020; De Nardis et al., 2019b, 2020b; Gopalakrish-
nan and Vasseur, 2019; Medenjak and De Nardis, 2020;
Weiner et al., 2020).

Finally, we note that, even though in generic spin

chains no nontrivial NESS is believed to emerge at
infinite times, NESS-like physics can emerge in some
intermediate-time window. This is the case of gap-
less systems subject to “low-temperature” bipartition-
ing protocols. Namely, these are bipartitioning proto-
cols connecting two thermal states at different temper-
atures that are both small (Bernard and Doyon, 2016).
In this regime, for large intermediate times, the behav-
ior of energy density and current is well described by the
Tomonaga-Luttinger liquid theory. The energy current
is nonzero in the light-cone region and takes a confor-
mal form (Bernard and Doyon, 2012, 2015). On the
other hand, for describing the profiles of generic ob-
servables, such as, e.g., the spin current in the gapless
phase of the spin-1/2 XXZ chain, it is necessary to keep
track of the non-linearities in the dispersion of low-energy
modes. One can make progress in this direction by us-
ing the framework of nonlinear Tomonaga-Luttinger liq-
uids (Bertini et al., 2018b). For gapless integrable models
at low temperatures, this approach reproduces the low-T
expansion of the GHD solution (Bertini and Piroli, 2018;
Mestyán et al., 2019).

X. OVERVIEW OVER EXPERIMENTS

In this final section, we give an account of some of the
experimental efforts devoted to investigating transport
in either quantum magnets or with ultracold quantum
gases. We stress that the survey of the literature cannot
be complete and refer the reader to recent reviews, where
available (Hess, 2019).

A. Quantum magnets

While this review focusses on the theoretical devel-
opments and results, the field was also strongly driven
by experimental results. Most notably, many cuprate-
based low-dimensional magnets exhibit a contribution
from magnetic excitations to the thermal conductivity
(see (Hess, 2008, 2019; Sologubenko et al., 2007b) for a
review). The values of the thermal conductivity κ can be
extremely large, given that these materials are electrical
insulators and that they have typically quite complicated
structures. Originally, the largest thermal conductivities
were reported for spin-ladder materials (Hess et al., 2001;
Sologubenko et al., 2000b), yet later on, much purer sam-
ples of the spin-chain materials SrCuO2 (Hlubek et al.,
2010) and Sr2CuO3 (Hlubek et al., 2012; Kawamata
et al., 2008) became available that show higher thermal
conductivities (see (Sologubenko et al., 2000a, 2001) for
earlier experimental results). Those compounds are good
realizations of the isotropic Heisenberg spin-chain model
formed by Cu-O-Cu bonds with the exchange coupling
being J/kB ∼ 2000 − 3000K and the coupling between
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FIG. 33 (Color online) Top: experimental data for the ther-
mal conductivity of SrCuO2 for two sample purities [2N (black
curves) and 4N (red curves)]. The high-quality samples (4N)
show a remarkably high thermal conductivity κc in the crys-
tal direction that is parallel to the spin chains, which is at-
tributed to spin excitations. In the transverse directions, pre-
sumably only phonons contribute. From (Hlubek et al., 2010).
Bottom: Extracted magnetic mean free paths of spinons,
from (Hlubek et al., 2012).

the chains |J⊥

J | ∼ 10−1. The results for κ(T ), probing
energy transport at low temperatures (kBT ≪ J), are
shown in Fig. 33. Considering the complicated struture of
these materials, the conductivities are surprisingly large.
Other examples of one-dimensional materials that show
a similar phenomenology are copper pyrazine dinitrate
(Sologubenko et al., 2007a), CaCu2O3 (Hess et al., 2007)
and Haldane chains (Sologubenko et al., 2008).
While it is tempting to relate these large conductivities

to the integrability of the underlying spin-chain Hamilto-
nians, a rigorous experimental or theoretical verification
of such a connection is very difficult: measuring thermal
transport necessarily requires a coupling of phonons to
spins and thus a complete theory of thermal transport in

such material requires the incorporation of phonons (see
(Bartsch and Brenig, 2013; Boulat et al., 2007; Cherny-
shev and Brenig, 2015; Chernyshev and Rozhkov, 2005,
2016; Gangadharaiah et al., 2010; Louis et al., 2006; Louis
and Zotos, 2005; Narozhny, 1996; Rozhkov and Cherny-
shev, 2005; Shimshoni et al., 2003).

Assuming simple additivity of different contributions
to conductivity, one can subtract the phononic contribu-
tion by measuring κ in the direction orthogonal to the ori-
entation of spin chains (where only phonons contribute,
and whose contribution can be well described (Kawamata
et al., 2008) by the Debye model). The resulting mag-
netic κmag contribution is then finite despite the ballis-
tic energy transport in the Heisenberg model. This is
caused by residual scattering on few magnetic impurities
(due to residual impurity of solvents used in the crys-
tal growth), a nonzero interchain coupling and/or due
to spinon-phonon scattering. One can even deliberately
introduce impurity doping (Kawamata et al., 2008) and
study how such disorder reduces transport (Hlubek et al.,
2011; Mohan et al., 2014). Precisely accounting for dif-
ferent scattering effects is not easy (Hlubek et al., 2012),
however, a picture that seems to account for most ex-
perimentally measured features seems to be compatible
with a dominant impurity scattering at low temperatures
(T < 50K) while spinon-phonon scattering is the leading
term at higher T . One can in fact infer (Sologubenko
et al., 2000a) the mean-free path lmag of magnetic exci-
taions (spinons) by using a simple kinetic expression for
the conductivity of spinons, κmag = Cvlmag, where C and
v are the heat capacity and the velocity of spinons, re-
spectively. The heat capacity of the spin-1/2 Heisenberg
model at low T is proportional to T (Takahashi, 1973),
leading to lmag ∝ κmag/kBT (see Fig. 33 bottom).

The quasi-2d parent compounds of the HTCs also ex-
hibit a magnon contribution to the thermal conductivity,
for instance, in La2CuO4 (Hess et al., 2003), Sr2CuO2Cl2
(Hofmann et al., 2003), Ba2Cu3O4Cl2 (Ohno et al.,
2019), or Nd2CuO4 (Jin et al., 2003). The values are
smaller than in their quasi-one dimensional relatives
(where lmag ∼ 1µm, see Fig. 33), yet this can partly
be ascribed to the dependence of the specific heat on di-
mensionality.

Thermal transport in quantum magnets cannot only
be measured in the steady state, but also using time-
resolved methods or at specific finite frequencies. In
the context of spin ladders, both the time-domain ther-
moreflectance method (Hohensee et al., 2014) and flu-
orescent microthermal imaging technique (Otter et al.,
2012, 2009) were used. Moreover, one can induce a heat
pulse on one end of a macroscopically large sample and
then measure the time-resolved evolution of temperature
at its other end (Montagnese et al., 2013). Such tech-
niques can be used to extract electron-phonon coupling
strength.

Measuring spin transport is much more difficult: un-
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til very recently, the only experiments were indirect ones
using NMR (Kühne et al., 2009; Thurber et al., 2001)
or muon-spin resonance (µSR) techniques to obtain a
relaxation rate (of a nuclear spin in NMR, or muon in
µSR) which is given by the spin autocorrelation func-
tion. The frequency dependence of the latter can be
probed by the magnetic field dependence of the relax-
ation rate, allowing one to distinguish, e.g., diffusive from
ballistic behavior from the tail of the spin autocorrelation
function. NMR studies on SrCuO2 found diffusive relax-
ation (Thurber et al., 2001), while µSR experiments on
high-purity samples in found ballistic relaxation (Maeter
et al., 2013) (both studies probe kBT ≪ J). µSR mea-
surements on an organic salt (Pratt et al., 2006) or on
Cu(C4H4N2)(NO3)2 (Xiao et al., 2015) were interpreted
in terms of diffusion, while a more recent µSR experiment
(Huddart et al., 2020) on [pym-Cu(NO3)2(H2O)2] and
[Cu(pym)(H2O)4]SiF6·H2O reports ballistic and diffusive
dynamics, respectively.25 Recently, the spin-Seebeck ef-
fect was exploited to directly induce and measure spin
currents in a quasi-1d cuprate material (Hirobe et al.,
2017).

We mention that within solid-state NMR, experimen-
tal schemes were developed to study spin transport in
quasi-1d spin-chain systems after initializing the system
in a state with an inhomogeneous magnetization. An ex-
ample is an apatite crystal in which flourine atoms form
chains that can be under an appropriate pulse sequence
described by a nearest-neighbor dipolar Hamiltonian (be-
ing related to the XX Hamiltonian by a unitary transfor-
mation), and with an inter-chain coupling being as small
as |J⊥

J | ∼ 0.02. A mixed initial state with a boundary
imbalance of magnetization can be prepared (exploiting
different energy scales of bulk and boundary spins) whose
time evolution can then be studied (Kaur and Cappel-
laro, 2012; Ramanathan et al., 2011).

Besides experiments with bulk materials, there are
novel synthetic one-dimensional structures that may in
the future be used to study transport in correlated one-
dimensional systems. These include arrays of atoms ar-
ranged on various surfaces (metallic, insulating or super-
conducting), whose properties are in some realizations
believed to be related to the physics of spin systems (Kha-
jetoorians et al., 2013; Toskovic et al., 2016).

The prediction of superdiffusive dynamics of the
Kardar-Parisi-Zhang type for the spin-1/2 Heisenberg
chain has stimulated a recent neutron-scattering study
using the well-known quasi-one-dimensional material
KCuF3 (Scheie et al., 2020). By studying the regime
of high temperatures ~ω ≪ kBT , the authors report ev-

25 Both materials are rather perfect realizations of the antiferro-
magnetic isotropic Heisenberg model with J/kB ∼ 10−50K and

|J⊥
J

| . 10−3.

idence that the data are more consistent with KPZ be-
havior than diffusve or ballistic dynamics

As a future challenge for theory, the development of
efficient numerical methods for the description of trans-
port in electron-phonon systems is desirable. An open
question is the applicability of wave-function based meth-
ods to the study of transport in spin-phonon systems.
Recent advances with DMRG methods using optimized
local phonon basis (Zhang et al., 1998) already give ac-
cess to real-time dynamics in electron-phonon systems
(Brockt et al., 2015; Dorfner et al., 2015; Guo et al., 2012;
Kloss et al., 2019; Stolpp et al., 2020), calling for exten-
sions to finite temperatures and spin-phonon systems.

B. Ultracold quantum gases in optical lattices

Ultracold quantum gases provide another promising
route to experimentally study the transport properties of
low-dimensional many-body systems. In optical lattices,
both Fermi- and Bose-Hubbard models can be rather
routinely realized (Bloch et al., 2008; Gross and Bloch,
2017). A direct emulation of Heisenberg models or even
more generally, spin-1/2 XXZ systems is more difficult:
starting from single-bands and contact interactions, these
models arise only in the strong-coupling regime of Hub-
bard models and the degree to which they can be realized
with high fidelity depends on the quality of loading pro-
cesses and state preparation. The fact that here we are
interested in finite-temperature properties implies that
no particular cooling schemes are needed, unlike in the
ongoing efforts to reach the regime of long-range anti-
ferromagnetic correlations in the Fermi-Hubbard model
(Boll et al., 2016; Cheuk et al., 2016a,b, 2015; Cocchi
et al., 2016; Edge et al., 2015; Greif et al., 2016; Haller
et al., 2015; Hart et al., 2015; Hilker et al., 2017; Jördens
et al., 2008; Mazurenko et al., 2017; Omran et al., 2015;
Parsons et al., 2015, 2016; Salomon et al., 2019; Schneider
et al., 2008).

Besides working with the Fermi-Hubbard model, one
can also emulate the Heisenberg model in two-component
Bose-Hubbard models. Using this route, the decay of a
spin-spiral initial state was studied in 1d and 2d Heisen-
berg systems with a ferromagnetic exchange coupling
(Hild et al., 2014). For a 1d system with an isotropic
exchange interaction, a diffusice decay of the spin spi-
ral was found. A very recent studied succeded to ex-
tends this to the entire range of exchange anisotropies
by working with a different atomic species (namely the
bosonic isotope 7Li) and by exploiting a specific Fesh-
bach resonance (Jepsen et al., 2020). As a main result,
the transition from a ballistic decay at ∆ = 0 to a va-
riety of transport behaviors is reported: superdiffusion
for a range of 0 < ∆ < 1, diffusion at ∆ = 1, and sub-
diffusive dynamics for ∆ > 1. These observations are
quite different from the linear-response predictions dis-



65

cussed in Sec. VI.C, yet the initial spiral state may lead
to genuinely nonequilibrium dynamics.

It thus appears that studying the role of integrability
directly with Fermi-Hubbard models is the more promis-
ing route. Given the rapid emergence of many fermionic
quantum-gas microscopes (Boll et al., 2016; Brown et al.,
2019; Cheuk et al., 2016b, 2015; Cocchi et al., 2016; Edge
et al., 2015; Greif et al., 2016; Guardado-Sanchez et al.,
2020; Haller et al., 2015; Hilker et al., 2017; Mazurenko
et al., 2017; Nichols et al., 2019; Omran et al., 2015;
Parsons et al., 2015, 2016; Salomon et al., 2019), which
all work with the two-dimensional Fermi-Hubbard model
and which do allow to chop such 2d systems into in-
dividual 1d systems (Boll et al., 2016; Salomon et al.,
2019; Vijayan et al., 2020), the finite-temperature trans-
port properties of the 1d Fermi-Hubbard model might
be the easiest accessible integrable lattice model. Ultra-
cold quantum gases have some drawbacks: particle num-
bers (or system sizes) cannot be made arbitrarily large,
the systems have a finite life-time and they realize closed
quantum systems, i.e., it is not straightforward to cou-
ple such a gas to leads (see (Brantut et al., 2013, 2012;
Krinner et al., 2017; Stadler et al., 2012), though). Nev-
ertheless, one could exploit the single-site manipulation
and resolution capabilities of quantum-gas microscopes
to investigate the spreading of perturbations in the par-
ticle or spin density, as suggested in (Karrasch, 2017a).
Numerical simulations show that it is fairly well possible
to resolve the difference between (presumably) diffusive
and ballistic dynamics at high temperatures T ≫ J on
time scales of less than 4/th, where th is the hopping-
matrix element, and thus within the time window of co-
herent many-body dynamics in such systems (Trotzky
et al., 2012). Such an experiment could directly probe the
linear-response regime. A recent experiment addressing
spin-charge separation in the 1d Hubbard model utilizes
a quite similar protocol to induce spin- and charge dy-
namics (Vijayan et al., 2020).

Nonequilibrium mass transport can be investigated in
a much more straightforward fashion using optical lat-
tices. In the so-called sudden expansion, an originally
trapped quantum gas is released from its confining po-
tential and allowed to expand in a homogeneous and
flat optical lattice. This method was used to study
the nonequilibrium transport of the 2d Fermi-Hubbard
model (Schneider et al., 2012), the Fermi-Hubbard chain
(Scherg et al., 2018) as well as of bosons in 1d and 2d
lattices (Ronzheimer et al., 2013). In the latter experi-
ment with bosons, an impressive difference between the
dynamics of strongly-interacting bosons in 1d versus 2d
lattices was observed: in 1d, the sudden expansion is as
fast as for noninteracting bosons (assuming the same ini-
tial conditions), while in 2d, the cloud expands much
slower, more consistent with the notion that interac-
tions should induce scattering and degrade currents (see
Fig. 34). The reason for the behavior of such strongly-

FIG. 34 (Color online) Expansion velocity of a cloud of
bosons that are released from a trap into an empty opti-
cal lattice. The main panel shows experimental and DMRG
data for the expansion velocity as a function of interaction
strength U/Jx extracted from the half-width-half-maximum.
Jx is the hopping matrix element along the x-direction of the
two-dimensional lattice and Jx = J for the one-dimensional
case. U is the onsite interaction strength in the Bose-Hubbard
model. The inset shows DMRG data for the radial velocity
as a function of U/J . Both noninteracting and strongly in-
teracting bosons expand ballistically with the same expansion
velocity (Ronzheimer et al., 2013).

interacting 1d gases lies in their exact mapping onto spin-
less noninteracting fermions via a Jordan-Wigner trans-
formation (Cazalilla et al., 2011). Therefore, strongly
interacting bosons with densities not exceeding unity re-
alize an integrable model in 1d, equivalent to the spin-1/2
XX chain. Experimentally, integrability can be broken in
three ways: (i) coupling 1d systems to a 2d system, (ii) in-
ducing double occupancies in the initial state and (iii) by
going to finite interaction strength 0 < U/th <∞, where
the Bose-Hubbard model is nonintegrable. All three cases
show clear deviations from the fast and ballistic expan-
sion of hardcore bosons. In cases (i) and (ii), this can be
traced back to the breaking of integrability (Steinigeweg
et al., 2014b; Vidmar et al., 2013). The dynamics in the
1d Bose-Hubbard model at U/th <∞ is more involved in
this particular experiment as it also involves a quantum
quench in the interaction and thus probes the dynamics
at different energy densities, depending on U/th (Vidmar
et al., 2013). The experiment (Ronzheimer et al., 2013)
is therefore a clear realization of integrability-protected
ballistic mass transport in the spirit of this review, albeit
in the nonequilibrium regime (see Sec. IX.B). Extensions
of this approach are possible using quantum-gas micro-
scopes as well, where so far, only the expansion dynamics
of two bosons was investigated (Preiss et al., 2015; Tai
et al., 2017). More recent experiments studied trans-
port in the two-dimensional Fermi-Hubbard model us-
ing the capabilities of quantum-gas microscopes (Brown
et al., 2019; Nichols et al., 2019; Vijayan et al., 2020).
All these studies investigate the interplay of spin- and
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charge in transport, with (Vijayan et al., 2020) focussing
on spin-charge separation in one dimension, while (Brown
et al., 2019; Nichols et al., 2019) observe diffusion in two-
dimensional systems.

We note that experiments with ultracold bosons in op-
tical lattices in the strongly interacting regime thus of-
fer a unique and controlled way to study integrability
breaking by perturbing around the limit of the spin-1/2
XX chain, resulting then in the 2d XX model or lad-
ders (Hauschild et al., 2015; Steinigeweg et al., 2014b;
Vidmar et al., 2013). Besides measuring densities, one
can further study one-body correlations in such sudden
expansions, for which theory predicts a dynamical quasi-
condensation phenomenon (Rigol and Muramatsu, 2004;
Vidmar et al., 2017) as a result of the emergent eigen-
state solution for this nonequilibrium problem (Vidmar
et al., 2017). Remarkably, even this effect, another conse-
quence of integrability in nonequilibrium transport, has
been observed experimentally (Vidmar et al., 2015).

XI. SUMMARY AND OUTLOOK

This article reviewed the state-of-the-art of the theo-
retical understanding of transport in translationally in-
variant one-dimensional quantum lattice models at fi-
nite temperatures from the theoretical physics perspec-
tive. We discussed, in particular, the important role
of integrability and its breaking, focusing primarily on
the paradigmatic spin-1/2 XXZ and the Fermi-Hubbard
chain as minimal models for spin, charge and energy
transport. The progress that has been achieved in re-
cent years for these systems and their theoretical de-
scription in general is due to methodological break-
throughs, both in fundamental concepts, such as es-
tablishing the existence of quasi-local conservation laws
(Ilievski et al., 2015; Pereira et al., 2014; Prosen, 2011b,
2014c; Prosen and Ilievski, 2013) and their connection
to a complete hydrodynamic description [the so-called
generalized hydrodynamics (Bertini et al., 2016; Castro-
Alvaredo et al., 2016)], as well as in numerical meth-
ods such as, e.g., matrix-product-based techniques (Kar-
rasch, 2017a; Karrasch et al., 2012, 2013a) or dynamical
typicality (Steinigeweg et al., 2014a, 2016b) for utiliz-
ing time-evolution methods at finite temperatures for the
calculation of transport properties. Establishing time-
dependent DMRG as a solver of Lindblad master equa-
tions (Prosen and Žnidarič, 2009) opened up possibilities
for complementary qualitative and quantitative insights
from studying open quantum systems (Žnidarič, 2011).

We may say that the understanding of ballistic trans-
port at high temperatures or even in nonequilibrium
states have by now matured. The thermal Drude weight
in both the spin-1/2 XXZ chain and the 1d Fermi-
Hubbard model were computed as a function of model pa-
rameters and temperature (Ilievski and De Nardis, 2017a;

Karrasch, 2017b; Klümper and Sakai, 2002; Sakai and
Klümper, 2003). The exact and complete calculation of
magnetothermal corrections involving off-diagonal coeffi-
cients and the spin Drude weight at finite magnetizations
remains as an open task (Heidrich-Meisner et al., 2005a;
Louis and Gros, 2003; Sakai and Klümper, 2005; Zotos,
2017), in particular, for the Fermi-Hubbard model where
in principle, three currents can couple. The calculation
of all cross-coefficients could be accomplished using the
methodology of GHD.

For spin transport in the spin-1/2 XXZ chain, the exis-
tence of a finite-temperature Drude weight at both finite
and zero magnetization and any value of ∆ (Zotos et al.,
1997) and for zero magnetization at |∆| < 1 is now well
established and accepted (Pereira et al., 2014; Prosen,
2011b; Prosen and Ilievski, 2013; Urichuk et al., 2019;
Zotos, 1999). Its full temperature dependence is accessi-
ble as well (Ilievski and De Nardis, 2017b; Urichuk et al.,
2019; Zotos, 1999), yet has not been convincingly com-
puted with numerical methods. The agreement between
TBA, GHD, and the lower bound supports the notion of a
fractal structure as a function of ∆, yet neither approach
is rigorous, involving either Takahashi’s string hypoth-
esis or relies on the assumption of knowing all relevant
charges. For the spin-1/2 Heisenberg chain, the over-
whelming evidence suggests that the spin Drude weight
vanishes at finite temperature. The same goes for the
regime of ∆ > 1, while in both cases, a rigorous proof is
missing.

For those cases that prohibit ballistic transport chan-
nels, or when studying subleading corrections, the sit-
uation is still much less clear, yet actively studied.
Although normal diffusion is the most commonly ob-
served type of non-ballistic transport, both in integrable
(De Nardis et al., 2018) and nonintegrable quantum lat-
tice systems (Sirker et al., 2009, 2011), one often en-
counters also other types of transport, including, in par-
ticular, superdiffusive dynamics (Ljubotina et al., 2017;
Žnidarič, 2011). Notably, the conjectured KPZ scaling
(Ljubotina et al., 2019a) [see also (Bulchandani, 2020;
Das et al., 2019; De Nardis et al., 2020a; Dupont and
Moore, 2020; Fava et al., 2020; Ilievski et al., 2020; Kra-
jnik and Prosen, 2020; Weiner et al., 2020)] of spin-
correlation functions and spin-transport in the isotropic
Heisenberg chain and other integrable models of mag-
netism with non-Abelian symmetries is a particularly
pressing question, on which much work is expected in the
near future. Another universal option suggested by re-
cent studies is the one of marginally superdiffusive trans-
port characterized by a diffusive exponent and a loga-
rithmic correction (De Nardis et al., 2020b). The exact
nature of subleading corrections in the ballistic regimes
of the 1d Fermi-Hubbard model or the exact nature of
spin- and charge transport at zero magnetization and fill-
ing is much less well understood. In general, a complete
qualitative understanding of the emergence of diffusion



67

in integrable models is still lacking.

Both the now solidly established aspects of spin trans-
port in the spin-1/2 XXZ chain and the open ques-
tions on, e.g., superdiffusion and the connection between
linear-response behavior and transport in specific far-
from-equilibrium settings have stimulated additional re-
cent experiments using both quasi-one-dimensional ma-
terials (Scheie et al., 2020) and ultracold atoms (Jepsen
et al., 2020). The neutron-scattering study (Scheie et al.,
2020) reports consistency of their data with the KPZ sce-
nario.

For nonintegrable models, we presented examples
where the notion of diffusion is soundly supported from
approximate analytical methods as well as numerically
exact techniques. These include the dimerized spin-1/2
XX ladder (Steinigeweg et al., 2014b), spin-1/2 chains
with a staggered magnetic field (Huang et al., 2013;
Steinigeweg et al., 2015), as well as general spin ladders
and frustrated chains (Karrasch et al., 2015a; Steinigeweg
et al., 2016b; Zotos, 2004). In the latter cases, the long-
time dynamics is usually more complex and diffusion is
harder to establish. At low energies, field-theoretical
studies are strongly suggestive of diffusive dynamics as
well [see, in particular, (Sirker et al., 2011)].

Although the work presented here considers only quan-
tum lattice systems, it is not clear if the transport phe-
nomena are in any fundamental way affected by the
quantum nature of the microscopic equation of motions
as compared to classical deterministic Hamiltonian dy-
namics governing classical lattice systems. So far, we
see no argument against the conclusion that all the
emerging transport phenomena at finite temperatures
have analogous counterparts in classical lattice models.
An exception might be the putative many-body local-
ization (Abanin et al., 2019a; Nandkishore and Huse,
2015), where temperature is ill-defined. However, both
a systematic semiclassical analysis and elucidating the
quantum-classical correspondence for transport in many-
body lattice systems would be desirable for the future.

The transition between diffusion to types of non-
diffusive transport can be expected to be a manifesta-
tion of a form of ergodicity breaking. The latter is cur-
rently being intensely studied even in translationally in-
variant, disorder-free settings, prominent examples being
the so-called quantum scars in models with constrained
dynamics [see, e.g., (Bernien et al., 2017; Lan et al., 2018;
Moudgalya et al., 2018; Turner et al., 2018)]. However,
a possible connection to finite-temperature transport in
such models has not been investigated. Another interest-
ing set of open questions in relation to ergodicity break-
ing concerns the connection between spectral statistics,
described by random-matrix theory, and transport prop-
erties. Since spectral statistics contain information on
different time scales, it may happen (Brenes et al., 2018)
that models with a local integrability breaking are er-
godic on the Heisenberg time scale, i.e., on time scales

controlled by the inverse mean level spacing, while trans-
port is ballistic on shorter time scales.
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Benz, J., T. Fukui, A. Klümper, and C. Scheeren (2005), J.

Phys. Soc. Jpn. Suppl. 74, 181.

Bera, S., G. De Tomasi, F. Weiner, and F. Evers (2017),
Phys. Rev. Lett. 118, 196801.

Bernard, D., and B. Doyon (2012), J. Phys. A: Math. Theor.
45 (36), 362001.

Bernard, D., and B. Doyon (2015), Ann. Henri Poincaré 16,
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Barǐsić, O. S., J. Kokalj, I. Balog, and P. Prelovšek (2016),
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Chruściński, D., and S. Pascazio (2017), Open Syst. Inf. Dyn.
24, 1740001.

Cocchi, E., L. A. Miller, J. H. Drewes, M. Koschorreck,
D. Pertot, F. Brennecke, and M. Köhl (2016), Phys. Rev.
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I. Bloch, and S. Kuhr (2013a), Nature Phys. 9, 235.

Fukuhara, T., P. Schauß, M. Endres, S. Hild, M. Cheneau,
I. Bloch, and C. Gross (2013b), Nature 506, 76.

Ganahl, M., E. Rabel, F. H. L. Essler, and H. G. Evertz
(2012), Phys. Rev. Lett. 108, 077206.

Gangadharaiah, S., A. L. Chernyshev, and W. Brenig (2010),
Phys. Rev. B 82, 134421.

Gardiner, C., and P. Zoller (1991), Quantum Noise (Springer,
Berlin).

Garst, M., and A. Rosch (2001), EPL (Europhys. Lett.) 55,
66.

Gaudin, M. (1971), Phys. Rev. Lett. 26, 1301.
Gemmer, J., and G. Mahler (2003), Eur. Phys. J. B 31, 249.
Gemmer, J., R. Steinigeweg, and M. Michel (2006), Phys.

Rev. B 73, 104302.
Giamarchi, T. (1991), Phys. Rev. B 44, 2905.
Giamarchi, T. (1992), Phys. Rev. B 46, 342.
Giamarchi, T. (2004), Quantum Physics in One Dimension

(Clarendon Press, Oxford).
Giamarchi, T., and H. J. Schulz (1988), Phys. Rev. B 37,

325.
Glorioso, P., L. V. Delacretaz, X. Chen, R. M. Nandkishore,

and A. Lucas (2020), , arXiv:2007.13753.

https://doi.org/10.1080/00018730802538522
http://dx.doi.org/10.3389/fphy.2019.00159
http://dx.doi.org/10.3389/fphy.2019.00159
http://dx.doi.org/ 10.1103/PhysRevE.67.056702
http://dx.doi.org/ 10.1103/PhysRevE.67.056702
http://dx.doi.org/10.1103/PhysRevB.91.104302
http://dx.doi.org/ https://doi.org/10.1016/j.nuclphysb.2015.01.007
http://dx.doi.org/ 10.21468/SciPostPhys.5.5.054
https://arxiv.org/abs/1912.01551
https://doi.org/10.1063/1.5096892
http://dx.doi.org/ 10.21468/SciPostPhysLectNotes.18
http://dx.doi.org/ 10.21468/SciPostPhysLectNotes.18
http://dx.doi.org/10.1103/PhysRevLett.119.195301
http://dx.doi.org/10.1088/1751-8113/48/9/095002
http://dx.doi.org/10.21468/SciPostPhys.3.6.039
http://dx.doi.org/ https://doi.org/10.1016/j.nuclphysb.2017.12.002
http://dx.doi.org/ https://doi.org/10.1016/j.nuclphysb.2017.12.002
http://dx.doi.org/ 10.21468/SciPostPhys.2.2.014
http://dx.doi.org/10.1103/PhysRevLett.120.045301
http://dx.doi.org/10.1103/PhysRevLett.120.045301
http://dx.doi.org/10.21468/SciPostPhys.2.1.002
http://dx.doi.org/ 10.1103/PhysRevB.101.121106
http://dx.doi.org/ 10.1103/PhysRevB.101.121106
http://dx.doi.org/10.1088/0034-4885/72/4/046501
http://dx.doi.org/10.1063/1.3658736
http://dx.doi.org/10.1063/1.3658736
https://doi.org/10.1103/PhysRevA.92.063406
https://doi.org/10.1103/PhysRevA.92.063406
http://dx.doi.org/ 10.1103/PhysRevB.85.235141
http://dx.doi.org/10.1103/RevModPhys.82.277
http://dx.doi.org/10.1103/RevModPhys.82.277
https://doi.org/10.1038/nphys3215
https://doi.org/10.1038/nphys3215
http://dx.doi.org/10.21468/SciPostPhys.1.2.014
http://dx.doi.org/10.21468/SciPostPhys.1.2.014
https://doi.org/10.1103/PhysRevLett.110.060602
http://stacks.iop.org/1367-2630/16/i=12/a=123020
https://doi.org/10.1103/PhysRevLett.110.070404
https://doi.org/10.1103/PhysRevLett.110.070404
http://dx.doi.org/10.1103/PhysRevLett.121.220601
http://dx.doi.org/10.1103/PhysRevLett.121.220601
https://doi.org/10.1088/1742-5468/2016/06/064002
https://doi.org/10.1088/1742-5468/2016/06/064002
http://dx.doi.org/10.1103/PhysRevB.89.165104
http://dx.doi.org/ 10.1103/PhysRevLett.67.3848
https://doi.org/10.1007/BF01614091
http://dx.doi.org/10.1103/PhysRevLett.70.875
http://dx.doi.org/10.1103/PhysRevLett.70.875
http://dx.doi.org/ 10.1103/PhysRevB.55.5833
http://dx.doi.org/ 10.1103/PhysRevB.55.5833
http://dx.doi.org/ 10.1103/PhysRevB.57.8340
http://dx.doi.org/ 10.1103/PhysRevB.57.8340
http://dx.doi.org/ 10.1088/1751-8121/50/3/034005
http://dx.doi.org/10.1103/PhysRevB.96.220302
http://dx.doi.org/ 10.21468/SciPostPhys.8.3.048
http://dx.doi.org/10.1103/PhysRevB.102.115121
https://doi.org/10.1103/PhysRevB.72.220401
https://doi.org/10.1103/PhysRevB.72.220401
https://arxiv.org/abs/2004.00635
http//itensor.org
http://dx.doi.org/10.1201/9780429493683
http://dx.doi.org/10.1201/9780429493683
http://dx.doi.org/ 10.1103/PhysRevB.84.085146
http://dx.doi.org/ 10.1103/PhysRevLett.105.135701
http://dx.doi.org/ 10.1103/PhysRevB.101.180302
https://doi.org/10.1007/BF00398571
http://stacks.iop.org/0305-4470/31/i=2/a=008
http://stacks.iop.org/0305-4470/31/i=2/a=008
https://doi.org/10.1103/PhysRevLett.90.197202
https://doi.org/10.1103/PhysRevLett.90.197202
https://doi.org/10.1038/nphys2561
http://dx.doi.org/10.1038/nature12541
https://doi.org/10.1103/PhysRevLett.108.077206
http://dx.doi.org/ 10.1103/PhysRevB.82.134421
http://dx.doi.org/10.1209/epl/i2001-00382-3
http://dx.doi.org/10.1209/epl/i2001-00382-3
http://dx.doi.org/ 10.1103/PhysRevLett.26.1301
https://doi.org/10.1140/epjb/e2003-00029-3
https://doi.org/10.1103/PhysRevB.73.104302
https://doi.org/10.1103/PhysRevB.73.104302
https://doi.org/10.1103/PhysRevB.44.2905
http://dx.doi.org/ 10.1103/PhysRevB.46.342
http://dx.doi.org/ 10.1103/PhysRevB.37.325
http://dx.doi.org/ 10.1103/PhysRevB.37.325
https://arxiv.org/abs/2007.13753


71

Gobert, D., C. Kollath, U. Schollwöck, and G. Schütz (2005),
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(2011), Phys. Rev. B 84, 214419.

Hlubek, N., P. Ribeiro, R. Saint-Martin, A. Revcolevschi,
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Klümper, A., and D. C. Johnston (2000), Phys. Rev. Lett.

84, 4701.
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MestyÃ¡n, M., and V. Alba (2020), SciPost Phys. 8, 55.
Metavitsiadis, A. (2011), Phys. Rev. B 83, 054409.
Metavitsiadis, A., and W. Brenig (2017), Phys. Rev. B 96,

041115.
Metavitsiadis, A., C. Psaroudaki, and W. Brenig (2019),

Phys. Rev. B 99, 205129.
Metavitsiadis, A., X. Zotos, O. S. Barǐsić, and P. Prelovšek
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(2004), Nature 429, 277.

Parsons, M. F., F. Huber, A. Mazurenko, C. S. Chiu, W. Seti-
awan, K. Wooley-Brown, S. Blatt, and M. Greiner (2015),
Phys. Rev. Lett. 114, 213002.

Parsons, M. F., A. Mazurenko, C. S. Chiu, G. Ji, D. Greif,
and M. Greiner (2016), Science 353, 1253.

Pavlis, A., and X. Zotos (2020), J. Stat. Mech. 2020, 013101.
Pereira, R., V. Pasquier, J. Sirker, and I. Affleck (2014), J.

Stat. Mech. Theor. Exp. 2014, P09037.
Peres, N. M. R., P. D. Sacramento, D. K. Campbell, and

J. M. P. Carmelo (1999), Phys. Rev. B 59, 7382.
Peterson, M. R., S. Mukerjee, B. S. Shastry, and J. O. Haerter

(2007), Phys. Rev. B 76, 125110.
Pidatella, A., A. Metavitsiadis, and W. Brenig (2019), Phys.

Rev. B 99, 075141.
Piroli, L., J. De Nardis, M. Collura, B. Bertini, and

M. Fagotti (2017), Phys. Rev. B 96, 115124.
Piroli, L., and E. Vernier (2016), J. Stat. Mech. Theor. Exp.

2016, 053106.
Polkovnikov, A., K. Sengupta, A. Silva, and M. Vengalattore

(2011), Rev. Mod. Phys 83, 863.
Popescu, S., A. J. Short, and A. Winter (2006), Nature Phys.

2, 754.
Popkov, V., D. Karevski, and G. M. Schütz (2013), Phys.
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Varma, V. K., and M. Žnidarič (2019), Phys. Rev. B 100,

085105.
Vasseur, R., C. Karrasch, and J. E. Moore (2015), Phys. Rev.

Lett. 115, 267201.
Vasseur, R., and J. E. Moore (2016), J. Stat. Mech. Theor.

Exp. 2016, 064010.
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Viti, J., J.-M. Stéphan, J. Dubail, and M. Haque (2016),
EPL (Europhys. Lett.) 115, 40011.

Volokitin, V., I. Vakulchyk, E. Kozinov, A. Liniov, I. Meyerov,
M. Ivanchenko, T. Laptyeva, and S. Denisov (2019), Jour-
nal of Physics: Conference Series 1392, 012061.

Vu, D.-L., and T. Yoshimura (2019), SciPost Phys. 6, 23.
Weimer, H., A. Kshetrimayum, and R. Orus (2019),

arXiv:1907.07079 .
Weiner, F., P. Schmitteckert, S. Bera, and F. Evers (2020),

Phys. Rev. B 101, 045115.

Weiße, A., G. Wellein, A. Alvermann, and H. Fehske (2006),
Rev. Mod. Phys. 275, 057701.

Werner, M. A., C. Moca, O. Legeza, M. Kormos, and
G. Zaránd (2019), Phys. Rev. B 100, 035401.

White, S. (1992), Phys. Rev. Lett. 69, 2863.
White, S. (2009), Phys. Rev. Lett. 102, 190601.
White, S. R., and A. E. Feiguin (2004), Phys. Rev. Lett. 93,

076401.
Wichterich, H., M. J. Henrich, H.-P. Breuer, J. Gemmer, and

M. Michel (2007), Phys. Rev. E 76, 031115.
Wietek, A., P. Corboz, S. Wessel, B. Normand, F. Mila, and

A. Honecker (2019), Phys. Rev. Research 1, 033038.
Wu, J., and M. Berciu (2010), EPL (Europhys. Lett.) 92,

30003.
Wurtz, J., and A. Polkovnikov (2020), Phys. Rev. E 101,

052120.
Xia, L., L. A. Zundel, J. Carrasquilla, A. Reinhard, J. M.

Wilson, M. Rigol, and D. S. Weiss (2014), Nature Phys.
11, 316.
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Zotos, X., and P. Prelovšek (2004), “in: Strong interactions in
low dimensions,” Chap. 11 (Kluwer Academic Publishers).

Zwanzig, R. (1965), Annu. Rev. Phys. Chem. 16, 67.

Zwolak, M., and G. Vidal (2004), Phys. Rev. Lett. 93,
207205.

https://www.annualreviews.org/doi/abs/10.1146/annurev.pc.16.100165.000435
http://dx.doi.org/10.1103/PhysRevLett.93.207205
http://dx.doi.org/10.1103/PhysRevLett.93.207205

	Finite-temperature transport in one-dimensional quantum lattice models
	Abstract
	 Contents
	I Introduction
	II Linear-response theory
	A Framework
	B Ballistic versus diffusive transport in the context of current correlations
	C Time evolution of inhomogeneous densities
	1 Generalized Einstein relations
	2 Diffusion


	III Exploiting integrability
	A Role of local and quasilocal conserved charges
	1 Lower bound on spin Drude weight at high temperature
	2 Lower bounds on spin diffusion constant at high temperature

	B Bethe Ansatz
	1 Bethe Equations
	2 Thermodynamic Bethe Ansatz
	3 Drude weights from TBA

	C Generalized hydrodynamics
	1 GHD results for Drude weights
	2 GHD results for diffusion constants


	IV Theoretical and computational methods
	A Low-energy theory
	1 Field theory
	2 Semiclassical approach

	B Exact diagonalization
	1 Formal expressions evaluated in ED
	2 Role of boundary conditions, symmetries and choice of ensemble
	3 Pitfalls

	C Dynamical quantum typicality
	D Microcanonical Lanczos method
	E Finite-temperature matrix product state methods
	F Quantum Monte Carlo

	V Open quantum systems
	A Non-equilibrium steady-state driving
	B Lindblad master equation
	1 Infinite-temperature magnetization driving
	2 Solving the Lindblad equation


	VI Transport in the spin-1/2 XXZ chain
	A The model
	B Thermal transport
	C Spin transport: Drude weight
	1 Free fermions, Bethe ansatz at T=0
	2 Mazur bounds
	3 Bethe ansatz at T>0, GHD
	4 Numerical approaches

	D Spin transport: Finite frequencies
	1 > 1
	2 < 1
	3 = 1

	E Open quantum systems
	F Open questions

	VII Transport in the Hubbard chain
	A Thermal conductivity
	B Charge conductivity
	C Spin conductivity

	VIII Beyond integrable systems
	A Universal description of the low-energy behavior
	B Absence of Drude weights
	C Frequency-dependence of the conductivity
	D DC conductivity and diffusion constant
	E Special cases and outlook

	IX Far-from-equilibrium transport
	A Spreading of density perturbations
	B Bipartitioning Protocols

	X Overview over experiments
	A Quantum magnets
	B Ultracold quantum gases in optical lattices

	XI Summary and Outlook
	 Acknowledgments
	 References


