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Abstract. Finite-time stability is defined for equilibria of continuous but non-Lipschitzian autonomous systems. Continuity, Lipschitz continuity, and Hölder continuity of the settling-time function are studied and illustrated with several examples. Lyapunov and converse Lyapunov results involving scalar differential inequalities are given for finite-time stability. It is shown that the regularity properties of the Lyapunov function and those of the settling-time function are related. Consequently, converse Lyapunov results can only assure the existence of continuous Lyapunov functions. Finally, the sensitivity of finite-time-stable systems to perturbations is investigated.
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1. Introduction. The object of this paper is to provide a rigorous foundation for the theory of finite-time stability of continuous autonomous systems and motivate a closer examination of finite-time stability as a possible objective in control design.

Classical optimal control theory provides several examples of systems that exhibit convergence to the equilibrium in finite time [17]. A well-known example is the double integrator with bang-bang time-optimal feedback control [2]. These examples typically involve dynamics that are discontinuous. Discontinuous dynamics, besides making a rigorous analysis difficult (see [9]), may also lead to chattering [10] or excite high frequency dynamics in applications involving flexible structures. Reference [8] considers finite-time stabilization using time-varying feedback controllers. However, it is well known that the stability analysis of time-varying systems is more complicated than that of autonomous systems. Therefore, with simplicity as well as applications in mind, we focus on continuous autonomous systems.

Finite-settling-time behavior of systems with continuous dynamics is considered in [3], [4], [11], [19], [21]. However, a detailed analysis of such systems has not been carried out. In particular, a precise formulation of finite-time stability is lacking, while little is known about the settling-time function. Furthermore, while references [3], [4], [11], [19] present Lyapunov conditions for finite-time stability, neither rigorous proofs nor converse results can be found. Reference [21] suggests, based on a scalar example, that systems with finite-settling-time dynamics possess better disturbance rejection and robustness properties. However, no precise results exist for multidimensional systems. This paper attempts to fill these gaps.

In section 2, we define finite-time stability for equilibria of continuous autonomous systems that have unique solutions in forward time. Continuity and forward uniqueness render the solutions continuous functions of the initial conditions, so that the
solutions define a continuous semiflow on the state space. Uniqueness also makes it possible to define the settling-time function. Certain useful properties of the settling-time function are established. It is shown by example that it is possible for the settling time to be unbounded in every neighborhood of the origin even if all solutions converge to the origin in finite time. A different example shows that the settling-time function may be continuous without being Hölder continuous at the origin.

In section 3 we define finite-time repellers (called terminal repellers in [7], [23]), which are a special class of unstable equilibria that arise only in non-Lipschitzian systems. We show that a system having a finite-time repeller possesses multiple solutions starting at the finite-time repeller.

In section 4, we give a Lyapunov theorem for finite-time stability. Dini derivatives are used since Lyapunov functions are assumed to be only continuous. A converse result is shown to hold under the assumption that the settling-time function is continuous. In general, the converse result cannot be strengthened in its conclusion regarding the regularity of the Lyapunov function; that is, a system with a finite-time-stable equilibrium may not admit a Hölder continuous Lyapunov function. This is because Hölder continuity of the Lyapunov function necessarily implies Hölder continuity of the settling-time function at the origin. On the other hand, as mentioned above, there exist finite-time-stable systems with settling-time functions that are not Hölder continuous at the origin.

The existence of a Hölder continuous Lyapunov function assumes importance in section 5 where we investigate the sensitivity of stability properties to perturbations of systems with a finite-time-stable equilibrium under the assumption of the existence of a Lipschitz continuous Lyapunov function. Both persistent and vanishing perturbations are considered. It is shown that under certain conditions, finite-time-stable systems may exhibit better rejection of bounded persistent disturbances than Lipschitzian exponentially stable systems. It is also shown that finite-time stability is preserved under perturbations that are Lipschitz in the state.

2. Finite-time stability. Let \( \| \cdot \| \) denote a norm on \( \mathbb{R}^n \). The notions of openness, convergence, continuity, and compactness that we use refer to the topology generated on \( \mathbb{R}^n \) by the norm \( \| \cdot \| \). We use \( \mathbb{R} \), \( \mathbb{R}_+ \), and \( \mathbb{R}_+ \) to denote the extended, nonnegative, and extended nonnegative, real numbers, respectively. We also use \( \overline{A} \) and \( \text{bd } A \) to denote the closure and the boundary of the set \( A \), respectively. We will call a set \( A \subset \mathbb{R}^n \) bounded if \( \overline{A} \) is compact. Finally, we denote the composition of two functions \( U : A \to B \) and \( V : B \to C \) by \( V \circ U : A \to C \).

Consider the system of differential equations

\[
\dot{y}(t) = f(y(t)),
\]

where \( f : D \to \mathbb{R}^n \) is continuous on an open neighborhood \( D \subset \mathbb{R}^n \) of the origin and \( f(0) = 0 \). A continuously differentiable function \( y : I \to D \) is said to be a solution of (2.1) on the interval \( I \subset \mathbb{R} \) if \( y \) satisfies (2.1) for all \( t \in I \). The continuity of \( f \) implies that, for every \( x \in D \), there exist \( \tau_0 < 0 < \tau_1 \) and a solution \( y(\cdot) \) of (2.1) defined on \( (\tau_0, \tau_1) \) such that \( y(0) = x \) [12, Thm. I.1.1]. A solution \( y \) is said to be right maximally defined if \( y \) cannot be extended on the right (either uniquely or nonuniquely) to a solution of (2.1). Every solution of (2.1) has an extension that is right maximally defined [12, Thm. I.2.1]. For later use, we state the following result on bounded solutions of (2.1). For a proof, see [12, pp. 17–18] or [22, Thm. 3.3, p. 12].

**Proposition 2.1.** If \( y : [0, \tau) \to D \) is a right maximally defined solution of (2.1) such that \( y(t) \in K \) for all \( t \in [0, \tau) \), where \( K \subset D \) is compact, then \( \tau = \infty \).
We will assume that (2.1) possesses unique solutions in forward time for all initial conditions except possibly the origin in the following sense: for every \( x \in \mathcal{D} \setminus \{0\} \) there exists \( \tau_x > 0 \) such that, if \( y_1 : [0, \tau_1) \to \mathcal{D} \) and \( y_2 : [0, \tau_2) \to \mathcal{D} \) are two right maximally defined solutions of (2.1) with \( y_1(0) = y_2(0) = x \), then \( \tau_x \leq \min\{\tau_1, \tau_2\} \) and \( y_1(t) = y_2(t) \) for all \( t \in [0, \tau_x) \). Without any loss of generality, we may assume that for each \( x \), \( \tau_x \) is chosen to be the largest such number in \( \mathbb{R}_+ \). In this case, we denote by \( \psi(\cdot, x) \) or, alternatively, \( \psi^x(\cdot) \) the unique solution of (2.1) on \([0, \tau_x)\) satisfying \( \psi(0, x) = x \). Note that \( \psi^x \) cannot be extended on the right uniquely to a solution of (2.1) because if \( \tau_x < \infty \), then as \( t \to \tau_x \), either \( \psi(t, x) \) approaches \( \mathcal{D} \) [12, Thm. I.2.1], in which case \( \psi^x \) cannot be extended on the right to a solution of (2.1), or \( \psi(t, x) \) approaches 0 with (2.1) having nonunique solutions starting at 0, in which case \( \psi^x \) can be extended on the right to a solution of (2.1) in more than one way. If (2.1) has nonunique solutions in forward time for the initial condition 0, then \( \psi \) is defined on a relatively open subset of \( \mathbb{R}_+ \times \mathcal{D} \setminus \{0\} \) onto \( \mathcal{D} \setminus \{0\} \). If (2.1) possesses a unique solution in forward time for the initial condition 0, then \( \psi \) is defined on a relatively open subset of \( \mathbb{R}_+ \times \mathcal{D} \) onto \( \mathcal{D} \) and for each \( x \in \mathcal{D} \), \( \psi^x : [0, \tau_x) \to \mathcal{D} \) is the unique right maximally defined solution of (2.1) for the initial condition \( x \). Uniqueness in forward time and the continuity of \( f \) imply that \( \psi \) is continuous on its domain of definition [12, Thm. I.3.4] and defines a local semiflow [6], [20, Ch. 2] on \( \mathcal{D} \setminus \{0\} \) or \( \mathcal{D} \), as the case may be. Various sufficient conditions for forward uniqueness in the absence of Lipschitz continuity can be found in [1], [9, sect. 10], [14], [22, sect. 1].

**Definition 2.2.** The origin is said to be a finite-time-stable equilibrium of (2.1) if there exists an open neighborhood \( \mathcal{N} \subseteq \mathcal{D} \) of the origin and a function \( T : \mathcal{N} \setminus \{0\} \to (0, \infty) \), called the settling-time function, such that the following statements hold:

(i) Finite-time convergence: For every \( x \in \mathcal{N} \setminus \{0\} \), \( \psi^x \) is defined on \([0, T(x))\), \( \psi^x(t) \in \mathcal{N} \setminus \{0\} \) for all \( t \in [0, T(x)) \), and \( \lim_{t \to T(x)} \psi^x(t) = 0 \).

(ii) Lyapunov stability: For every open neighborhood \( \mathcal{U}_x \) of 0 there exists an open subset \( \mathcal{U}_x \subseteq \mathcal{N} \) containing 0 such that, for every \( x \in \mathcal{U}_x \setminus \{0\} \), \( \psi^x(t) \in \mathcal{U}_x \) for all \( t \in [0, T(x)) \).

The origin is said to be a globally finite-time-stable equilibrium if it is a finite-time-stable equilibrium with \( \mathcal{D} = \mathcal{N} = \mathbb{R}^n \).

The following proposition shows that if the origin is a finite-time-stable equilibrium of (2.1), then (2.1) has a unique solution on \( \mathbb{R}_+ \) for every initial condition in an open neighborhood of 0, including 0 itself.

**Proposition 2.3.** Suppose the origin is a finite-time-stable equilibrium of (2.1). Let \( \mathcal{N} \subseteq \mathcal{D} \) and let \( T : \mathcal{N} \setminus \{0\} \to (0, \infty) \) be as in Definition 2.2. Then, \( \psi \) is defined on \( \mathbb{R}_+ \times \mathcal{N} \) and \( \psi(t, x) = 0 \) for all \( t \geq T(x) \), \( x \in \mathcal{N} \), where \( T(0) \triangleq 0 \).

**Proof.** It can be shown that Lyapunov stability of the origin implies that \( y \equiv 0 \) is the unique solution \( y \) of (2.1) satisfying \( y(0) = 0 \). This proves that \( \mathbb{R}_+ \times \{0\} \) is contained in the domain of definition of \( \psi \) and \( \psi^0 \equiv 0 \).

Now, let \( \mathcal{N} \subseteq \mathcal{D} \) and \( T \) be as in Definition 2.2 and let \( x \in \mathcal{N} \setminus \{0\} \). Define

\[
(2.2) \quad y(t) = \begin{cases} \psi(t, x), & 0 \leq t < T(x), \\ 0, & T(x) \leq t. \end{cases}
\]

By construction, \( y \) is continuously differentiable on \( \mathbb{R}_+ \setminus \{T(x)\} \) and satisfies (2.1) on \( \mathbb{R}_+ \setminus \{T(x)\} \). Also, it follows from the continuity of \( f \) that

\[
\lim_{t \to T(x)^-} \dot{y}(t) = \lim_{t \to T(x)^-} f(y(t)) = 0 = \lim_{t \to T(x)^+} \dot{y}(t),
\]
so that $y$ is continuously differentiable at $T(x)$ and satisfies (2.1). Thus $y$ is a solution of (2.1) on $\mathbb{R}_+$. To prove uniqueness, suppose $z$ is a solution of (2.1) on $\mathbb{R}_+$ satisfying $z(0) = x$. Then by the uniqueness assumption, $y$ and $z$ agree on $[0, T(x)]$. By continuity, $y$ and $z$ must also agree on $[0, T(x)]$ so that $z(T(x)) = 0$. Lyapunov stability now implies that $z(t) = 0$ for $t > T(x)$. This proves uniqueness. By the definition of $\psi$, it follows that $\psi^x \equiv y$. Thus $\psi^x$ is defined on $\mathbb{R}_+$ and satisfies $\psi^x(t) = 0$ on $[T(x), \infty)$ for every $x \in \mathcal{N}$. This proves the result. 

Proposition 2.3 implies that if the origin is a finite-time-stable equilibrium of (2.1), then the solutions of (2.1) define a continuous global semiflow on $\mathbb{R}_+$; that is, $\psi : \mathbb{R}_+ \times \mathcal{N} \to \mathcal{N}$ is a (jointly) continuous function satisfying

$$
\psi(t, \psi(h, x)) = \psi(t + h, x)
$$

for every $x \in \mathcal{N}$ and $t, h \in \mathbb{R}_+$. In addition, $\psi$ satisfies

$$
\psi(T(x) + t, x) = 0
$$

for all $x \in \mathcal{N}$ and $t \in \mathbb{R}_+$.

Proposition 2.3 also indicates that it is reasonable to extend $T$ to all of $\mathcal{N}$ by defining $T(0) = 0$. With a slight abuse of terminology, we will also call this extension the settling-time function. It is easy to see from Definition 2.2 that, for all $x \in \mathcal{N}$,

$$
T(x) = \inf\{ t \in \mathbb{R}_+ : \psi(t, x) = 0 \}.
$$

To illustrate finite-time stability, as well as for later use, we consider a scalar system with a finite-time-stable equilibrium.

**Example 2.1.** The right-hand side of the scalar system

$$
\dot{y}(t) = -k \text{sign}(y(t))|y(t)|^\alpha,
$$

where $\text{sign}(0) = 0$, $k > 0$, and $\alpha \in (0, 1)$, is continuous everywhere and locally Lipschitz everywhere except the origin. Hence every initial condition in $\mathbb{R} \setminus \{0\}$ has a unique solution in forward time on a sufficiently small time interval. The global semiflow for (2.7) is easily obtained by direct integration as

$$
\mu(t, x) = \begin{cases} 
\text{sign}(x) \left[ |x|^{1-\alpha} - k(1-\alpha)t \right]^{1/(1-\alpha)} , & t < \frac{1}{k(1-\alpha)} |x|^{1-\alpha} , 
0 , & t \geq \frac{1}{k(1-\alpha)} |x|^{1-\alpha} , 
0 , & t \geq 0 ,
\end{cases} 
x \neq 0 ,
x = 0 .
$$

It is clear from (2.8) that (i) in Definition 2.2 is satisfied with $\mathcal{D} = \mathcal{N} = \mathbb{R}$ and the settling-time function $T : \mathbb{R} \to \mathbb{R}_+$ given by

$$
T(x) = \frac{1}{k(1-\alpha)} |x|^{1-\alpha}.
$$

Lyapunov stability follows by considering, for instance, the Lyapunov function $V(x) = x^2$. Thus the origin is a globally finite-time-stable equilibrium for (2.7). Note that $T$ is Hölder continuous but not Lipschitz continuous at the origin.

The following proposition investigates the properties of the settling-time function of a finite-time-stable system.

**Proposition 2.4.** Suppose the origin is a finite-time-stable equilibrium of (2.1). Let $\mathcal{N} \subseteq \mathcal{D}$ be as in Definition 2.2 and let $T : \mathcal{N} \to \mathbb{R}_+$ be the settling-time function. Then the following statements hold.
(i) If \( x \in \mathcal{N} \) and \( t \in \mathbb{R}_+ \), then

\[
T(\psi(t, x)) = \max\{T(x) - t, 0\}.
\]

(ii) \( T \) is continuous on \( \mathcal{N} \) if and only if \( T \) is continuous at 0.

(iii) For every \( r > 0 \), there exists an open neighborhood \( \mathcal{U}_r \subset \mathcal{N} \) of 0 such that, for every \( x \in \mathcal{U}_r \setminus \{0\} \),

\[
T(x) > r\|x\|.
\]

**Proof.** (i) The result follows from (2.6), (2.4), and (2.5).

(ii) Necessity is immediate. To prove sufficiency, suppose that \( T \) is continuous at 0.

Let \( z \in \mathcal{N} \) and consider a sequence \( \{z_m\} \) in \( \mathcal{N} \) that converges to \( z \). Let \( \tau^- = \liminf_{m \to \infty} T(z_m) \) and \( \tau^+ = \limsup_{m \to \infty} T(z_m) \). Note that both \( \tau^- \) and \( \tau^+ \) are in \( \mathbb{R}_+ \) and

\[
\tau^- \leq \tau^+.
\]

Next, let \( \{z_m^+\} \) be a subsequence of \( \{z_m\} \) such that \( T(z_m^+) \to \tau^+ \) as \( l \to \infty \). The sequence \( \{(T(z), z_m^+)\} \) converges in \( \mathbb{R}_+ \times \mathcal{N} \) to \((T(z), z)\). By continuity and equation (2.5), \( \psi(T(z), z_m^+) \to \psi(T(z), z) = 0 \) as \( l \to \infty \). Since \( T \) is assumed to be continuous at 0, \( T(\psi(T(z), z_m^+)) \to T(0) = 0 \) as \( l \to \infty \). Using (2.10) with \( t = T(z) \) and \( x = z_m^+ \), we obtain \( \max\{T(z_m^+) - T(z), 0\} \to 0 \) as \( l \to \infty \). Thus \( \max\{\tau^+ - T(z), 0\} = 0 \), that is,

\[
\tau^+ \leq T(z).
\]

Now, let \( \{z_m^-\} \) be a subsequence of \( \{z_m\} \) such that \( T(z_m^-) \to \tau^- \) as \( l \to \infty \). It follows from (2.12) and (2.13) that \( \tau^- \in \mathbb{R}_+ \). Therefore, the sequence \( \{(T(z_m^-), z_m^-)\} \) converges in \( \mathbb{R}_+ \times \mathcal{N} \) to \((\tau^-, z)\). Since \( \psi \) is continuous, it follows that \( \psi(T(z_m^-), z_m^-) \to \psi(\tau^-, z) \) as \( l \to \infty \). Equation (2.5) implies that \( \psi(T(z_m^-), z_m^-) = 0 \) for each \( l \). Hence \( \psi(\tau^-, z) = 0 \) and, by (2.6),

\[
T(z) \leq \tau^-.
\]

From (2.12), (2.13), and (2.14) we conclude that \( \tau^- = \tau^+ = T(z) \) and hence \( T(z_m) \to T(z) \) as \( m \to \infty \).

(iii) Let \( r > 0 \). The function \( \|f(\cdot)\| \) is continuous on \( \mathcal{D} \) and \( f(0) = 0 \) so that the set \( \Omega_r = \{x \in \mathcal{N} : \|f(x)\| < \frac{1}{r}\} \) is open and contains 0. By Lyapunov stability, there exists an open set \( \mathcal{U}_r \) such that \( 0 \in \mathcal{U}_r \subset \mathcal{N} \) and \( \psi(t, x) \in \Omega_r \) for every \( t \in \mathbb{R}_+ \) and \( x \in \mathcal{U}_r \). Letting \( x \in \mathcal{U}_r \setminus \{0\} \), we have

\[
0 = \psi(T(x), x) = x + \int_0^{T(x)} f(\psi(t, x)) dt,
\]

so that

\[
\|x\| = \left\| - \int_0^{T(x)} f(\psi(t, x)) dt \right\| \leq \int_0^{T(x)} \|f(\psi(t, x))\| dt < \frac{T(x)}{r},
\]

which proves the result. \( \square \)
Proposition 2.4 (ii) is significant because, in general, finite-time stability does not imply that the settling-time function $T$ is continuous at the origin. Indeed, as the following example shows, the settling-time function can be unbounded in every neighborhood of the origin.

Example 2.2. Consider the system (2.1) where the vector field $f : \mathbb{R}^2 \to \mathbb{R}^2$ is defined on the quadrants

$$Q_1 = \{x \in \mathbb{R}^2 \setminus \{0\} : x_1 \geq 0, x_2 \geq 0\}, \quad Q_{\text{III}} = \{x \in \mathbb{R}^2 : x_1 < 0, x_2 \geq 0\}, \quad Q_{\text{IV}} = \{x \in \mathbb{R}^2 : x_1 > 0, x_2 < 0\},$$

as shown in Figure 2.1, with $f(0) = 0, r > 0, \theta \in [0, 2\pi)$, and $x = (x_1, x_2) = (r \cos \theta, r \sin \theta)$. It is easy to show that the vector field $f$ is continuous on $\mathbb{R}^2$ and locally Lipschitz everywhere on $\mathbb{R}^2$ except on the positive $x_1$-axis, denoted by $X_1^+$, the negative $x_2$-axis, denoted by $X_2^-$, and the origin. Since the derivative of $x_2^2$ along the solutions of (2.1) is nonpositive in a sufficiently small neighborhood of every point $x \in X_3^+$, every solution $y(t)$ of (2.1) that satisfies $y(0) \in X_3^+$ satisfies $y(t) \in X_3^+$ for $t > 0$ sufficiently small, while on $X_3^+$, $f$ is simply given by $\dot{x}_1 = -\sqrt{x_1}, \dot{x}_2 = 0$ which is easily seen to have unique solutions for initial conditions in $X_3^+$. In fact, by Example 2.1, solutions starting in $X_3^+$ converge to the origin in finite time. The vector field $f$ is also transversal to $X_2^-$ at every point in $X_2^-$. Hence it follows from [14, Prop. 2.2] or [9, Lem. 2, p. 107] that initial conditions in $X_2^-$ possess unique solutions in forward time. Thus (2.1) possesses a unique solution in forward time for every initial condition in $\mathbb{R}^2 \setminus \{(0,0)\}$.

We show that the system given in Figure 2.1 has a globally finite-time-stable equilibrium at the origin and demonstrate a sequence $\{x_m\}$ in $\mathbb{R}^2$ such that $x_m \to 0$ and $T(x_m) \to \infty$, where $T$ is the settling-time function.

Lyapunov stability of the origin is easily verified using the Lyapunov function $x_1^2 + x_2^2$. To show global finite-time convergence, we show that solutions starting in $Q_{\text{IV}}$ and $Q_{\text{III}} \cup Q_{\text{II}}$ enter $Q_{\text{III}}$ and $Q_{\text{I}}$, respectively, in a finite amount of time, while solutions starting in $Q_{\text{I}}$ converge to the origin in finite time.

On $Q_{\text{IV}}, \dot{x}_2 = 0$ and $\dot{x}_1 = -x_2^2 < 0$ so that after a finite amount of time (that depends on the initial condition) every solution starting in $Q_{\text{IV}}$ enters $Q_{\text{III}}$. Since $r \cos \theta - \sqrt{\frac{r}{2}} \sin \theta \leq \max \{-\sqrt{\frac{r}{2}}, -r\}$ for $r > 0$ and $\theta \in \left[\frac{\pi}{2}, \pi\right]$, it follows that $\dot{r} = 0$ and $\dot{\theta} \leq \max \{-\sqrt{\frac{r}{2}}, -r\} < 0$ on $Q_{\text{III}} \cup Q_{\text{II}}$ so that every solution starting in $Q_{\text{III}} \cup Q_{\text{II}}$ enters $Q_{\text{I}}$ after a finite amount of time. Now, $Q_{\text{I}}$ is positively invariant. Hence, if
a solution \( y \) starting in \( Q_1 \) does not converge to the origin for a sufficiently long time, then, since the scalar equation \( \dot{\theta} = -\sqrt{\theta} \) has the origin as a finite-time-stable equilibrium by Example 2.1, \( y \) converges to \( X^+_r \) in finite time. We have already seen that solutions in \( X^+_r \) converge to the origin in finite-time. Thus the origin is a globally finite-time-stable equilibrium.

Now consider the sequence \( \{x_m\} \), where \( x_m = (x_{m1}, x_{m2}) = (0, -\frac{1}{m}) \), \( m = 1, 2, \ldots \), in \( X^-_r \). Thus \( \{x_m\} \) lies in \( X^-_r \) and \( x_m \to 0 \) as \( m \to \infty \). Since \( \dot{\theta} = -r \) on \( Q_{III} \), for every \( m \), the time taken by the solution \( y_m \) starting at \( x_m \) to enter \( Q_{II} \) is equal to \( \frac{\pi}{2 \sqrt{x_{m1}^2 + x_{m2}^2}} = \frac{m \pi}{2} \). Since \( y_m \) must enter \( Q_{II} \) before converging to the origin, it follows that \( T(x_m) \geq \frac{m \pi}{2} \) for every \( m \) and hence \( T(x_m) \to \infty \).

Proposition 2.4 (iii), which is equivalent to the statement that \( \|x\| \frac{1}{T(x)} \to 0 \) as \( x \to 0 \), implies that the settling-time function is not Lipschitz continuous at the origin. This is consistent with Example 2.1 where the settling-time function is not Lipschitz continuous. However, as noted earlier, the settling-time function in Example 2.1 is Hölder continuous at the origin. In contrast, the following example shows that even if the settling-time function is continuous, it may not be Hölder continuous at the origin.

**Example 2.3.** Consider the system (2.1) with \( D = \{x \in \mathbb{R} : |x| < 1\} \) and \( f : D \to \mathbb{R} \) given by

\[
\begin{align*}
    f(x) &= -x(\ln |x|)^2, & x \in D \setminus \{0\}, \\
    &= 0, & x = 0.
\end{align*}
\]

The system defined by (2.15) is continuous and has the global semiflow

\[
\begin{align*}
    \mu(t, x) &= \text{sign}(x)e^{\frac{\ln |x|}{t + \ln |x|}}, & t < -\frac{1}{\ln |x|}, & x \in D \setminus \{0\}, \\
    &= 0, & t \geq -\frac{1}{\ln |x|}, & x \in D \setminus \{0\}, \\
    &= 0, & t \geq 0, & x = 0.
\end{align*}
\]

From the solution (2.16), it is clear that 0 is a finite-time-stable equilibrium in the neighborhood \( N = D \) and the settling-time function, which is continuous, is given by

\[
\begin{align*}
    T(x) &= -\frac{1}{\ln |x|}, & x \in D \setminus \{0\}, \\
    &= 0, & x = 0.
\end{align*}
\]

Since \( \lim_{h \to 0^+} (\gamma |\ln h|) = 0 \) for every \( \gamma > 0 \), it follows that for every \( \gamma > 0 \), \( \frac{T(x)}{1/|x|} \) is unbounded in every deleted neighborhood of 0. Thus \( T \) is not Hölder continuous at the origin.

### 3. Finite-time repellers.

The results of this section do not depend upon the assumption of forward uniqueness.

If the origin is not Lyapunov stable, then there exists an open neighborhood \( U \) of the origin and solutions that start arbitrarily close to the origin and eventually leave \( U \). However, in the case of Lipschitzian dynamics, solutions are continuous in the initial condition over bounded time intervals so that solutions with initial conditions sufficiently close to the origin stay in \( U \) for arbitrarily large amounts of time. In the non-Lipschitzian case, where solutions need not be continuous in the initial condition even over a bounded time interval, it is natural to expect the existence of solutions that start arbitrarily close to the origin and yet leave a certain neighborhood in a fixed amount of time. We therefore have the following definition.
Definition 3.1. The origin is said to be a finite-time repeller if there exists a neighborhood \( U \subset D \) of the origin and \( \tau > 0 \) such that, for every open neighborhood \( V \subset U \) of the origin, there exists \( h \in (0, \tau] \) and a solution \( y : [0, h] \rightarrow D \) of (2.1) such that \( y(0) \in V \) and \( y(h) \notin U \). The origin is said to be a finite-time saddle if the origin is a finite-time repeller in forward as well as reverse time.

Definition 3.1 implies that solutions of (2.1) with initial conditions sufficiently close to a finite-time repeller do not depend continuously on the initial conditions over the bounded time interval \([0, \tau]\). In other words, a system is extremely sensitive to perturbations close to a finite-time repeller. As noted in section 2, under the assumption of uniqueness, solutions are continuous functions of the initial conditions and hence nonuniqueness is necessary for the existence of a finite-time repeller. The following proposition gives the precise connection between nonuniqueness and finite-time repellers.

Proposition 3.2. The origin is a finite-time repeller if and only if there exist more than one solution of (2.1) originating at the origin.

Proof. Note that \( z \equiv 0 \) is a solution of (2.1) satisfying \( z(0) = 0 \). To prove sufficiency, suppose \( y : [0, \tau] \rightarrow D, \tau > 0 \), is a solution of (2.1) such that \( y(0) = 0 \) and \( y(\tau) \neq 0 \). Then there exists an open set \( U \subset D \) such that \( 0 \in U \) and \( y(\tau) \notin U \). If \( V \subset U \) is an open neighborhood of the origin, then \( 0 = y(0) \in V \) and \( y(h) \notin V \) for \( h = \tau \). Thus the origin is a finite-time repeller.

To prove necessity, suppose that the origin is a finite-time repeller and let \( \mathcal{U} \) and \( \tau \) be as in Definition 3.1. There exists a sequence \( \{h_m\} \) of real numbers in \((0, \tau]\) and a sequence of solutions \( y_m : [0, h_m] \rightarrow D \) of (2.1) such that, \( y_m(0) \rightarrow 0 \) as \( m \rightarrow \infty \) and \( y_m(h_m) \notin U \). Now suppose that \( z \equiv 0 \) is the unique solution of (2.1) satisfying \( z(0) = 0 \). Then there exists \( N > 0 \) such that for every \( m > N \), \( y_m \) can be extended to a solution \( \tilde{y}_m \) of (2.1) defined on \([0, \tau]\) and \( \tilde{y}_m \rightarrow z \) uniformly on \([0, \tau]\) \cite[Lem. 1.3.1]{12}. However, this contradicts the fact that, for every \( m, h_m \in [0, \tau] \) and \( \tilde{y}_m(h_m) = y_m(h_m) \notin U \). Hence we conclude that \( z \equiv 0 \) is not the unique solution of (2.1) satisfying \( z(0) = 0 \). \( \square \)

Finite-time repellers are called terminal repellers in \cite{7, 23} and some of the references therein. Reference \cite{5} gives an example of a one-degree-of-freedom Lagrangian system having a finite-time saddle, while in \cite{4} finite-time saddles arise in the controlled double integrator. Proposition 3.2 implies that a system exhibits spontaneous and unpredictable departure from an equilibrium state that is a finite-time repeller. This property of finite-time repellers was used in \cite{5} as an example of indeterminacy in classical dynamics, while \cite{23} and some of the references contained therein postulate finite-time repellers as models of irreversibility and unpredictability in complex systems. Finally, \cite{7} proposed a fast global optimization algorithm which utilizes the tendency of solutions to rapidly escape from a neighborhood of a finite-time repeller.

Sections 3.25 and 3.26 in \cite{1} contain sufficient conditions for (2.1) to possess multiple solutions with the initial value 0. In view of Proposition 3.2, these conditions can also be used to deduce whether the origin is a finite-time repeller. Therefore, sufficient Lyapunov conditions for the origin to be a finite-time repeller will not be considered in this paper.

4. Lyapunov theory. The upper right Dini derivative of a function \( g : [a, b) \rightarrow \mathbb{R}, b > a \), is the function \( D^+ g : [a, b) \rightarrow \mathbb{R} \) given by

\[
(D^+ g)(t) = \limsup_{h \to 0^+} \frac{1}{h} [g(t + h) - g(t)], \quad t \in [a, b).
\]
The function $g$ is nonincreasing on $[a, b]$ if and only if $(D^+ g)(t) \leq 0$ for all $t \in [a, b)$ [13, p. 84], [16, p. 347]. If $g$ is differentiable at $t$, then $(D^+ g)(t)$ is the ordinary derivative of $g$ at $t$.

If the scalar differential equation $\dot{y}(t) = w(y(t))$ has the global semiflow $\mu : \mathbb{R}_+ \times \mathbb{R} \to \mathbb{R}$, where $w : \mathbb{R} \to \mathbb{R}$ is continuous, and $g : [a, b) \to \mathbb{R}$ is a continuous function such that $(D^+ g)(t) \leq w(g(t))$ for all $t \in [a, b)$, then $g(t) \leq \mu(t, g(a))$ for all $t \in [a, b)$. Proofs and more general versions of this result, which is known as the comparison lemma, can be found in [13, sect. 5.2], [15, sect. 2.5], [16, Chap. IX], and [22, sect. 4]. The comparison lemma will be used along with the scalar system of Example 2.1 in the proofs of the main results of this section and the next.

The following lemma will prove useful in the rest of the development.

**Lemma 4.1.** Let $V : \mathcal{A} \to \mathbb{R}$ be a continuous function defined on the open set $\mathcal{A} \subseteq \mathbb{R}^n$. Let $\mathcal{B}$ be an open set such that $\mathcal{B} \subset \mathcal{A}$, let $\Omega_\kappa = \{ x \in \mathcal{B} : V(x) < \kappa \}$, where $\kappa < \inf_{z \in \bd \mathcal{B}} V(z)$, and let $p : \mathbb{R} \to \mathbb{R}$ be a continuous function satisfying $p(\kappa) > 0$. If $y : [a, b) \to \mathcal{A}$ is a continuous function that satisfies $y(a) \in \Omega_\kappa$ and satisfies

$$ (D^+(V \circ y))(t) \leq -p(V \circ y(t)) $$

for every $t \in [a, b)$ such that $y(t) \in \mathcal{B}$, then $y(t) \in \Omega_\kappa$ for all $t \in (a, b)$.

**Proof.** The assertion is vacuously true if $\Omega_\kappa$ is empty. Therefore, let $y : [a, b) \to \mathcal{A}$ be a continuous function satisfying the hypotheses in the statement of the lemma. Note that by the choice of $\kappa$ and the continuity of $V$, $\bd \Omega_\kappa \subseteq \{ x \in \mathcal{B} : V(x) = \kappa \}$.

First suppose that $y(a) \in \bd \Omega_\kappa$. Since $p$, $V$, and $y$ are continuous and $p(V(y(a))) = p(\kappa) > 0$, it follows that there exists $s > 0$ such that $p(V(y(t))) > 0$ for all $t \in [a, a + s)$. Moreover, $s$ may be chosen such that $y(t) \in \mathcal{B}$ for all $t \in [a, a + s)$. Equation (4.2) now implies that $V \circ y$ is strictly decreasing on $[a, a + s)$ so that $y(t) \in \Omega_\kappa$ for all $t \in (a, a + s)$.

Now suppose $y(h) \in \Omega_\kappa$ for some $h \in [a, b)$. If $y(t) \notin \Omega_\kappa$ for some $t \in [h, b)$, then, by continuity, there exists $\tau \in (h, b)$ such that $y(\tau) \in \bd \Omega_\kappa$ and $y(t) \in \Omega_\kappa$ for all $t \in [h, \tau)$. Therefore, $y$ satisfies (4.2) on $[h, \tau)$. Since $p$, $V$, and $y$ are continuous and $p(V(y(\tau))) = p(\kappa) > 0$, it follows that there exists $s > 0$ such that $p(V(y(t))) > 0$ for all $t \in [\tau - s, \tau)$. Equation (4.2) now implies that $V \circ y$ is nonincreasing on $[\tau - s, \tau)$ so that $\kappa = V(y(\tau)) \leq V(y(\tau - s)) < \kappa$, which is a contradiction. Hence we conclude that $y(t) \in \Omega_\kappa$ for all $t \in [h, b)$.

It follows from the above two facts that if $y(a) \in \bd \Omega_\kappa$, then $y(t) \in \Omega_\kappa$ for all $t \in (a, b)$. \[ \Box \]

Given a continuous function $V : \mathcal{D} \to \mathbb{R}$, the upper-right Dini derivative of $V$ along the solutions of (2.1) is a $\mathbb{R}$-valued function $\dot{V}$ given by

$$ (4.3) \quad \dot{V}(x) = (D^+(V \circ \psi^x))(0). $$

$\dot{V}(x)$ is defined for every $x \in \mathcal{D}$ for which $\psi^x$ is defined. It is easy to see that $\dot{V}(0)$, if defined, is 0. Also, since $\psi$ is a local semiflow, it can be shown that if $\psi^x(t)$ is defined, then

$$ (4.4) \quad \dot{V}(\psi^x(t)) = (D^+(V \circ \psi^x))(t). $$

It can also be shown that if $V$ is locally Lipschitz at $x \in \mathcal{D} \setminus \{0\}$, then $\dot{V}$. [13, sect. 5.1], [16, p. 353], [22, p. 3]

$$ (4.5) \quad \dot{V}(x) = \lim_{h \to 0^+} \frac{1}{h} [V(x + h f(x)) - V(x)]. $$
If $V$ is continuously differentiable on $\mathcal{D}\setminus\{0\}$, then (4.3) and (4.5) both yield the Lie derivative
\begin{equation}
\dot{V}(x) = \frac{d(V \circ \psi^x)}{dt}(0) = \frac{\partial V}{\partial x}(x)f(x), \quad x \in \mathcal{D}\setminus\{0\}.
\end{equation}

A function $V : \mathcal{D} \to \mathbb{R}$ is said to be proper if $V^{-1}(K)$ is compact for every compact set $K \subset \mathbb{R}$. Note that if $\mathcal{D} = \mathbb{R}^n$ and $V$ is radially unbounded, then $V$ is proper.

We are now ready to state the main result of this paper. Versions of this result have either appeared without proof or have been used implicitly in [3], [4], [11], [18], [19].

**Theorem 4.2.** Suppose there exists a continuous function $V : \mathcal{D} \to \mathbb{R}$ such that the following conditions hold:

(i) $V$ is positive definite.

(ii) There exist real numbers $c > 0$ and $\alpha \in (0, 1)$ and an open neighborhood $\mathcal{V} \subseteq \mathcal{D}$ of the origin such that
\begin{equation}
\dot{V}(x) + c(V(x))^\alpha \leq 0, \quad x \in \mathcal{V}\setminus\{0\}.
\end{equation}

Then the origin is a finite-time-stable equilibrium of (2.1). Moreover, if $\mathcal{N}$ is as in Definition 2.2 and $T$ is the settling-time function, then
\begin{equation}
T(x) \leq \frac{1}{c(1-\alpha)}V(x)^{1-\alpha}, \quad x \in \mathcal{N},
\end{equation}
and $T$ is continuous on $\mathcal{N}$. If in addition $\mathcal{D} = \mathbb{R}^n$, $V$ is proper, and $\dot{V}$ takes negative values on $\mathbb{R}^n\setminus\{0\}$, then the origin is a globally finite-time-stable equilibrium of (2.1).

**Proof.** Since $V$ is positive definite and $\dot{V}$ takes negative values on $\mathcal{V}\setminus\{0\}$, it follows that $y \equiv 0$ is the unique solution of (2.1) on $\mathbb{R}_+$ satisfying $y(0) = 0$ [1, sect. 3.15] [22, Thm. 1.2, p. 5]. Thus every initial condition in $\mathcal{D}$ has a unique solution in forward time. Moreover, $V(0) = 0$ and thus (4.7) holds on $\mathcal{V}$.

Let $\mathcal{U} \subseteq \mathcal{V}$ be a bounded open set such that $0 \in \mathcal{U}$ and $\partial \mathcal{U} \subset \mathcal{D}$. Then $\mathcal{D} = \mathbb{R}^n$, $V$ is proper, and $\dot{V}$ takes negative values on $\mathbb{R}^n\setminus\{0\}$, then the origin is a globally finite-time-stable equilibrium of (2.1).

Let $\mathcal{U} \subseteq \mathcal{V}$ be a bounded open set such that $0 \in \mathcal{U}$ and $\partial \mathcal{U} \subset \mathcal{D}$. Then $\mathcal{D} = \mathbb{R}^n$, $V$ is proper, and $\dot{V}$ takes negative values on $\mathbb{R}^n\setminus\{0\}$, then the origin is a globally finite-time-stable equilibrium of (2.1).

Now, consider $x \in \mathcal{N}$ and let $c$ and $\alpha$ be as in the theorem statement above. By uniqueness, $\psi^x : [0, \tau_x) \to \mathcal{D}$ is the unique right maximally defined solution of (2.1) for the initial condition $x$. For every $t \in [0, \tau_x)$ such that $\psi^x(t) \in \mathcal{U}$, (4.4) and (4.7) yield
\begin{equation}
(D^+(V \circ \psi^x))(t) \leq -c(V \circ \psi^x(t))^\alpha.
\end{equation}
Thus $y = \psi^x$ satisfies the hypotheses of Lemma 4.1 with $\mathcal{A} = \mathcal{D}$, $\mathcal{B} = \mathcal{U}$, $\kappa = \beta$, $\Omega = \mathcal{N}$, and $p(t) = c\alpha$. Therefore, by Lemma 4.1, $\psi^x(t) \in \mathcal{N}$ for all $t \in [0, \tau_x)$. Now $\psi^x$ satisfies the hypotheses of Proposition 2.1 with $\mathcal{K} = \mathcal{N}$. Therefore, by Proposition 2.1, $\psi^x$ is defined and satisfies (4.9) on $\mathbb{R}_+$. Thus $\psi : \mathbb{R}_+ \times \mathcal{N} \to \mathcal{N}$ is a continuous global semiflow satisfying (2.3) and (2.4).

Next, applying the comparison lemma to the differential inequality (4.9) and the scalar differential equation (2.7) yields
\begin{equation}
V(\psi(t, x)) \leq \mu(t, V(x)), \quad t \in \mathbb{R}_+, \quad x \in \mathcal{N},
\end{equation}
where $\mu$ is given by (2.8) with $k = c$. From (2.8), (4.10), and the positive-definiteness of $V$, we conclude that

$$\psi(t, x) = 0, \ t \geq \frac{1}{c(1-\alpha)}(V(x))^{1-\alpha}, \ x \in \mathcal{N}.$$  

Since $\psi(0, x) = x$ and $\psi$ is continuous, $\inf \{t \in \mathbb{R}_+ : \psi(t, x) = 0\} > 0$ for $x \in \mathcal{N} \backslash \{0\}$. Also, it follows from (4.11) that $\inf \{t \in \mathbb{R}_+ : \psi(t, x) = 0\} < \infty$ for $x \in \mathcal{N}$. Define $T : \mathcal{N} \rightarrow \mathbb{R}_+$ by using (2.6). It is a simple matter to verify that $T$ and $\mathcal{N}$ satisfy (i) of Definition 2.2 and thus $T$ is the settling-time function on $\mathcal{N}$. Lyapunov stability follows by noting from (4.7) that $\dot{V}$ takes negative values on $\mathcal{V} \backslash \{0\}$. Equation (4.8) follows from (4.11) and (2.6). Equation (4.8) implies that $T$ is continuous at the origin and hence, by Proposition 2.4, continuous on $\mathcal{N}$.

If $\mathcal{D} = \mathbb{R}^n$ and $V$ is proper, then global finite-time-stability is proven in the same way that global asymptotic stability is proven using radially unbounded Lyapunov functions. See, for instance, [15, Thm. 3.2], [22, Thm. 11.5].

**Remark 4.1.** It is difficult to compute $\dot{V}$ by using (4.3) unless solutions to (2.1) are known. Thus, in practice, it will often be more convenient to apply Theorem 4.2 with a Lipschitz continuous or a continuously differentiable function $V$ so that $\dot{V}$ is given by (4.5) or (4.6), respectively.

Theorem 4.2 implies that for a system with a finite-time-stable equilibrium and a discontinuous settling-time function, such as the system considered in Example 2.2, there does not exist a Lyapunov function satisfying the hypotheses of Theorem 4.2. In the case that the settling-time function is continuous, the following theorem provides a converse to the previous one.

**Theorem 4.3.** Suppose the origin is a finite-time-stable equilibrium of (2.1) and the settling-time function $T$ is continuous at 0. Let $\mathcal{N}$ be as in Definition 2.2 and let $\alpha \in (0, 1)$. Then there exists a continuous function $V : \mathcal{N} \rightarrow \mathbb{R}$ such that the following conditions are satisfied:

(i) $V$ is positive definite.

(ii) $\dot{V}$ is real valued and continuous on $\mathcal{N}$ and there exists $c > 0$ such that

$$\dot{V}(x) + c(V(x))^\alpha \leq 0, \ x \in \mathcal{N}.$$  

**Proof.** By Proposition 2.4, the settling-time function $T : \mathcal{N} \rightarrow \mathbb{R}_+$ is continuous. Define $V : \mathcal{N} \rightarrow \mathbb{R}_+$ by $V(x) = (T(x))^\frac{1}{1-\alpha}$. Then $V$ is continuous and positive definite and, by (2.5), $V(0) = 0$. For $x \in \mathcal{N} \backslash \{0\}$, (2.10) implies that $V \circ \psi^x$ is continuously differentiable on $[0, T(x))$ so that (4.3) can be easily computed as $\dot{V}(x) = \frac{1}{1-\alpha}(T(x))^{\frac{1}{1-\alpha}} - \frac{1}{1-\alpha}(V(x))^\alpha$. Thus $\dot{V}$ is real valued, continuous, and negative definite on $\mathcal{N}$ and satisfies $\dot{V}(x) + c(V(x))^\alpha = 0$ for all $x \in \mathcal{N}$ with $c = \frac{1}{1-\alpha}$. □

Equation (4.8) implies that if $V$ in Theorem 4.2 is Hölder continuous at 0 then so is $T$. However, as shown by Example 2.3, the settling-time function need not be Hölder continuous at the origin. Thus the conclusion regarding the continuity of $V$ in Theorem 4.3 cannot be strengthened to Hölder continuity. In particular, the scalar system considered in Example 2.3, where $T$ is not Hölder continuous, does not admit a continuously differentiable or Lipschitz continuous Lyapunov function that satisfies the hypotheses of Theorem 4.2, since either Lipschitz continuity or differentiability implies Hölder continuity. As the next section shows, the existence of Lipschitz continuous Lyapunov functions is of importance in studying the behavior of finite-time-stable systems in the presence of perturbations.
5. Sensitivity to perturbations. In a realistic problem, (2.1) might represent a nominal model that is valid only under ideal conditions, while a more accurate description of the system might be provided by the perturbed model
\begin{equation}
\dot{y}(t) = f(y(t)) + g(t, y(t)),
\end{equation}
where the perturbation term \( g \) results from disturbances, uncertainties, parameter variations, or modelling errors. In this section we investigate the sensitivity to perturbations of systems with a finite-time-stable equilibrium by studying the behavior of solutions of the perturbed system (5.1) in a neighborhood of the finite-time-stable equilibrium of the nominal system (2.1).

For simplicity, we consider only continuous perturbation terms \( g : \mathbb{R}_+ \times \mathcal{D} \to \mathbb{R}^n \) so that the local existence of solutions of the perturbed system (5.1) is guaranteed. Right maximally defined solutions of (5.1) are defined as in section 2. We will need the following extension of Proposition 2.1 to time-varying systems. Proofs appear in [12, pp. 17–18], [22, Thm. 3.3, p. 12].

**Proposition 5.1.** If \( y : [0, \tau) \to \mathcal{D} \) is a right maximally defined solution of (5.1) such that \( y(t) \in \mathcal{K} \) for all \( t \in [0, \tau) \), where \( \mathcal{K} \subset \mathcal{D} \) is compact, then \( \tau = \infty \).

**Theorem 5.2.** Suppose there exists a function \( V : \mathcal{D} \to \mathbb{R} \) that is positive definite and Lipschitz continuous on \( \mathcal{D} \), and satisfies (4.7), where \( \mathcal{V} \subseteq \mathcal{D} \) is an open neighborhood of the origin, \( c > 0 \) and \( \alpha \in (0, \frac{1}{2}) \). Then there exist \( \delta_0 > 0, \ell > 0, \Gamma > 0 \), and an open neighborhood \( \mathcal{U} \) of the origin such that, for every continuous function \( g : \mathbb{R}_+ \times \mathcal{D} \to \mathbb{R}^n \) with
\begin{equation}
\delta = \sup_{\mathbb{R}_+ \times \mathcal{D}} \|g(t, x)\| < \delta_0,
\end{equation}
every right maximally defined solution \( y \) of (5.1) with \( y(0) \in \mathcal{U} \) is defined on \( \mathbb{R}_+ \) and satisfies \( y(t) \in \mathcal{U} \) for all \( t \in \mathbb{R}_+ \) and
\begin{equation}
\|y(t)\| \leq \ell \delta^\gamma, \quad t \geq \Gamma,
\end{equation}
where \( \gamma = \frac{1-\alpha}{\alpha} > 1 \).

**Proof.** By Theorem 4.2, the origin is a finite-time-stable equilibrium for (2.1). Let \( \mathcal{N} \) be as in Definition 2.2 and let \( T : \mathcal{N} \to \mathbb{R}_+ \) be the settling-time function. By Proposition 2.4, there exists \( r > 0 \) and an open neighborhood \( \mathcal{U}_r \subset \mathcal{N} \cap \mathcal{V} \) of 0 such that \( T(x) \geq r\|x\| \) for \( x \in \mathcal{U}_r \). Also, by Theorem 4.2, \( T \) satisfies (4.8). Without any loss of generality, we assume that \( \mathcal{U}_r \) is compact and \( \mathcal{U}_r \subset \mathcal{N} \cap \mathcal{V} \). Let \( \mathcal{U} = \{x \in \mathcal{U}_r : V(x) < \beta\} \), where \( 0 < \beta < \min_{z \in \text{bd} \mathcal{U}_r} V(z) \). Then \( \mathcal{U} \) is nonempty, open, and bounded.

Let \( M > 0 \) be the Lipschitz constant of \( V \) and let \( \delta_0 > 0 \) satisfy \( c\beta^n - 2M\delta_0 > 0 \). Suppose \( g : \mathbb{R}_+ \times \mathcal{D} \to \mathbb{R}^n \) is a continuous function that satisfies (5.3) and consider a
right maximally defined solution $y : [0, \tau) \to \mathcal{D}$ of (5.1) with $x = y(0) \in \mathcal{U}$. Equations (4.7), (5.2), and (5.3) imply that for every $t \in [0, \tau)$ such that $y(t) \in \mathcal{U}$,

$$
(D^+(V \circ y))(t) \leq -c(V(y(t)))^\alpha + M\delta.
$$

(5.5)

Since $c\beta - M\delta > c\beta - 2M\delta$ implies that $y$ satisfies the hypotheses of Lemma 4.1 with $A = \mathcal{D}$, $B = \mathcal{U}$, $\kappa = \beta$, $\Omega_\kappa = \mathcal{U}$, and $p(h) = ch\alpha - M\delta$ for $h \in \mathbb{R}_+$. Therefore, Lemma 4.1 implies that $y(t) \in \mathcal{U}$ for $t \in [0, \tau)$. The right maximally defined solution $y$ satisfies the hypotheses of Proposition 5.1 with $K = \mathcal{U}$. Thus, by Proposition 5.1, $y$ is defined on $\mathbb{R}_+$ and (5.5) holds on $\mathbb{R}_+$.

Now, let $\mathcal{W} = \{x \in \mathcal{U} : V(x) < (\frac{2M\delta}{c})^\frac{1}{\alpha}\}$. If $y(\tau) \in \overline{\mathcal{W}}$ for some $\tau > 0$, then (5.5) implies that $y$ satisfies the hypotheses of Lemma 4.1 on $[\tau, \infty)$ with $A = \mathcal{U}$, $B = \mathcal{U}$, $\kappa = (\frac{2M\delta}{c})^\frac{1}{\alpha}$, $\Omega_\kappa = \mathcal{W}$, and $p(h) = ch\alpha - M\delta$ for $h \in \mathbb{R}_+$, and hence $y(t) \in \mathcal{W}$ for all $t > \tau$. Therefore, suppose $y(0) = x \not\in \overline{\mathcal{W}}$ so that $y^{-1}(\mathcal{W})$, which is open by continuity, is of the form $(t_x, \infty)$ with $t_x > 0$. Since $y(t) \not\in \mathcal{W}$ for all $t \in [0, t_x]$, it follows that $V(y(t)) \geq (\frac{2M\delta}{c})^\frac{1}{\alpha}$ for all $t \in [0, t_x]$. Equation (5.5) now implies that

$$
(D^+(V \circ y))(t) \leq -\frac{1}{2}c(V(y(t)))^\alpha, \ t \in [0, t_x).
$$

(5.6)

Applying the comparison principle to the differential inequality (5.6) and the scalar differential equation (2.7) we obtain

$$
(V \circ y)(t) \leq \mu(t, V(x)), \ t \in [0, t_x),
$$

where $\mu$ is given by (2.8) with $k = \frac{1}{c}$. By continuity, the inequality (5.7) also holds for $t = t_x$. Since $V(y(t_x)) \geq (\frac{2M\delta}{c})^\frac{1}{\alpha} > 0$, the comparison (5.7) yields $\mu(t_x, V(x)) > 0$. Equation (2.8) now gives $t_x < \frac{1}{c(1-\alpha)}(V(x))^{1-\alpha} < \frac{1}{c(1-\alpha)}\beta^{1-\alpha}$. Thus $V(y(t)) < (\frac{2M\delta}{c})^\frac{1}{\alpha}$ for $t \geq \Gamma \triangleq \frac{2}{c(1-\alpha)}\beta^{1-\alpha}$. It now follows from (2.11) and (4.8) that for $t > \Gamma$,

$$
\|y(t)\| \leq \frac{1}{r(1-\alpha)}(V(y(t)))^{1-\alpha} \leq \frac{1}{rc(1-\alpha)}(\frac{2M\delta}{c})^{\frac{1}{1-\alpha}}.
$$

Equation (5.4) now follows by choosing $l \triangleq \frac{1}{rc(1-\alpha)}(\frac{2M\delta}{c})^{\frac{1}{1-\alpha}} > 0$. 

Note that in Theorem 4.3, $\alpha$ can be chosen to be arbitrarily small. Hence the requirement in Theorem 5.2 that $\alpha$ lie in $(0, \frac{1}{2})$ is not restrictive. This choice of $\alpha$ leads to $\gamma > 1$ in (5.4) which implies that for $\delta$ in equation (5.3) sufficiently small, the ultimate bound (5.4) on the state is of higher order than the bound on the perturbation. In analogous theorems on exponential stability for Lipschitzian systems, $\alpha$ in equation (4.7) is at least $1$ [15, Thm. 3.12], [22, Thm. 19.2] while $\gamma$ in (5.4) is at most $1$ [15, Lemma 5.2]. Thus for a Lipschitzian system with an exponentially stable equilibrium at the origin, the ultimate bound on the state can only be guaranteed to be of the same order of magnitude as the perturbation and not less. Consequently, finite-time stability of the origin leads to improved rejection of low-level persistent disturbances.

The following theorem deals with perturbations that are globally Lipschitz in the state variables uniformly in time. Such perturbations might represent model uncertainties.
Theorem 5.3. Suppose there exists a function $V : D \rightarrow \mathbb{R}$ such that $V$ is positive definite and Lipschitz continuous on $D$, and satisfies (4.7), where $V \subseteq D$ is an open neighborhood of the origin, $c > 0$ and $\alpha \in (0, \frac{1}{2})$. Then, for every $L \geq 0$, there exists an open neighborhood $\mathcal{U}$ of the origin and $\Gamma > 0$ such that, for every continuous function $g : \mathbb{R}^n$ satisfying

$$y \geq s \text{ satisfies } y(t) \in \mathcal{U}, \forall t \in \mathbb{R}, \text{ and } y(t) = 0 \text{ for all } t \geq \Gamma.$$

Proposition 5.1, $\tau \geq s$ satisfies $y(\tau) \in \mathcal{U}$, and $\alpha \in (0, \frac{1}{2})$. Consider a right maximally defined solution $y(t)$ of (5.1) with $y(0) \in \mathcal{U}$ is defined on $\mathbb{R}^n$ and satisfies $y(t) \in \mathcal{U}$, for all $t \in \mathbb{R}$, and $y(t) = 0$ for all $t \geq \Gamma$.

Proof. By Theorem 4.2, the origin is a finite-time-stable equilibrium for (2.1). Let $\mathcal{N}$ be as in Definition 2.2 and let $T : \mathcal{N} \rightarrow \mathbb{R}_+$ be the settling-time function. Fix $L \geq 0$ and let $r > 0$ be such that $c[r(1-\alpha)]^\alpha > (2ML)^{1-\alpha}$, where $M > 0$ is the Lipschitz constant of $V$. By Proposition 2.4, there exists an open set $\mathcal{U}_c \subset \mathcal{N} \cap \mathcal{V}$ such that $r \|x\| \leq T(x)$ for all $x \in \mathcal{U}_c$. Also, by Theorem 4.2, $T$ satisfies (4.8). Without any loss of generality, we may assume that $\|x\| < 1$ for $x \in \mathcal{U}_c$ and $\mathcal{U}_c \subset \mathcal{N} \cap \mathcal{V}$. Let $\mathcal{U} = \{x \in \mathcal{U}_c : V(x) < \beta\}$, where $0 < \beta < \min_{x \in \mathcal{U}_c} V(z)$. Note that $\mathcal{U}$ is nonempty, open, and bounded. Also, $\frac{r}{|\mathcal{U}|} < 1$ so that $\|x\| \leq \|x\|^\frac{1}{\alpha} \text{ for } \|x\| < 1$. Therefore, (2.11) and (4.8) yield

$$(5.8) \quad \|g(t,x)\| \leq L\|x\|, \quad (t,x) \in \mathbb{R}_+ \times \mathcal{D},$$

every right maximally defined solution $y$ of (5.1) with $y(0) \in \mathcal{U}$ is defined on $\mathbb{R}_+$ and satisfies $y(t) \in \mathcal{U}$, for all $t \in \mathbb{R}$, and $y(t) = 0$ for all $t \geq \Gamma$.

Next, let $x \in \mathcal{U}$ and let $g : \mathbb{R}^n \rightarrow \mathbb{R}^n$ be a continuous function satisfying (5.8). Consider a right maximally defined solution $y : [0, \tau) \rightarrow \mathcal{D}$ of (5.1) such that $y(0) = x$. For every $t \in [0, \tau)$ such that $y(t) \in \mathcal{U}_c$, (4.7), (5.2), and (5.8) yield

$$(5.10) \quad (D^+(V \circ y))(t) \leq -c(V \circ y(t))^\alpha + ML\|y(t)\|.$$ 

Using (5.9) in (5.10) we obtain

$$(5.11) \quad (D^+(V \circ y))(t) \leq -\frac{c}{2}(V \circ y(t))^\alpha, \quad y(t) \in \mathcal{U}_c.$$ 

Lemma 4.1 now applies with $A = \mathcal{D}$, $B = \mathcal{U}_c$, $\kappa = \beta$, $\Omega_\kappa = \mathcal{U}$, and $p(h) = \frac{c}{2}h^\alpha$ for $h \in \mathbb{R}_+$ so that $y(t) \in \mathcal{U}$ for $t \in [0, \tau)$. The hypotheses of Proposition 5.1 are now satisfied by the right maximally defined solution $y$ of (5.1) with $\mathcal{K} = \mathcal{U}$. Hence, by Proposition 5.1, $\tau = \infty$ and (5.11) holds on $\mathbb{R}_+$. Applying the comparison principle to the differential inequality (5.11) and the scalar differential equation (2.7) yields

$$(5.12) \quad (V \circ y)(t) \leq \mu(t, V(x)), \quad t \in \mathbb{R}_+,$$ 

where $\mu$ is given by (2.8) with $k = \frac{1}{2}c$. Equation (2.8) and the inequality (5.12) imply that $y(t) = 0$ for $t \geq \tau \triangleq \frac{2\beta^{1-\alpha}}{\alpha c^{1-\alpha}}$. \qed

The following theorem specializes Theorem 5.3 to time-invariant perturbations and shows that finite-time stability is preserved under Lipschitzian perturbations.

Theorem 5.4. Suppose there exists a function $V : D \rightarrow \mathbb{R}$ such that $V$ is positive definite and Lipschitz continuous on $D$ and satisfies (4.7), where $V \subseteq D$ is an open neighborhood of the origin, $c > 0$, and $\alpha \in (0, \frac{1}{2})$. Let $g : D \rightarrow \mathbb{R}^n$ be Lipschitz
continuous on $\mathcal{D}$ and such that the differential equation

$$\dot{y}(t) = f(y(t)) + g(y(t))$$

possesses unique solutions in forward time for initial conditions in $\mathcal{D}\setminus\{0\}$. Then the origin is a finite-time-stable equilibrium of (5.13).

Proof. Using steps similar to those used in deriving (5.11) above, it can be shown that $V(x) \leq -\frac{c}{2}(V(x))^\alpha$ for all $x$ in some open neighborhood of the origin, where $\dot{V}$ denotes the upper-right Dini derivative of $V$ along the solutions of (5.13). Finite-time stability now follows from Theorem 4.2.

The existence of a Lipschitz continuous function satisfying the hypotheses of Theorem 5.4 is sufficient but not necessary for the conclusions to hold. For instance, consider a scalar system of the form (5.13) where the nominal dynamics $f$ are given by (2.15) in Example 2.3, and $g: \mathcal{D} \to \mathbb{R}$ is Lipschitz continuous on $\mathcal{D} = \{x \in \mathbb{R}: |x| < 1\}$ with Lipschitz constant $L$. As noted at the end of section 4, the nominal dynamics do not admit a Lipschitz continuous Lyapunov function satisfying the hypotheses of Theorem 5.4. However, the origin is still a finite-time-stable equilibrium for the perturbed system. This can be verified by considering the continuous Lyapunov function $V(x) = (\ln|x|)^{-2}, x \in \mathcal{D}\setminus\{0\}, V(0) = 0$. It is easy to compute $\dot{V}$ along the solutions of the perturbed system (5.13) for $x \neq 0$ and establish that $\dot{V}(x) < -\sqrt{V(x)}$ for $0 < |x| < e^{-\sqrt{2}}$, thus proving finite-time stability by Theorem 4.2. This indicates that the main results of this section may be valid under the weaker assumption of finite-time stability with a continuous settling-time function. From the point of view of stability theory, proofs of these results under such weaker hypotheses are certainly of interest. However, as observed in Remark 4.1, the Lyapunov functions used to verify stability properties are often continuously differentiable in practice. In such a case, the results of this section are immediately applicable.

6. Conclusions. The notion of finite-time stability can be precisely formulated within the framework of continuous autonomous systems with forward uniqueness. These assumptions, however, do not imply any regularity properties for the settling-time function, which may be discontinuous or continuous yet Hölder discontinuous.

Lyapunov and converse Lyapunov results for finite-time stability naturally involve finite-time scalar differential inequalities. The regularity properties of a Lyapunov function satisfying such an inequality strongly depend on the regularity properties of the settling-time function.

Under the assumption of the existence of a Lipschitz continuous Lyapunov function, finite-time stability leads to better rejection of persistent as well as vanishing perturbations. Such an assumption, however, is not strictly necessary, as the discussion at the end of section 5 shows.

The paper thus raises certain questions that are important from the point of view of stability theory. In particular, conditions on the dynamics for the settling-time function to be Hölder continuous and conditions on the settling-time function that lead to a stronger converse result than Theorem 4.3 are of interest. Also of interest are results similar to those given in section 5 but with weaker hypotheses.

As mentioned earlier, a control system under the action of a time-optimal feedback controller yields a closed-loop system that exhibits finite-time convergence. Hence it would be interesting to explore the connections between finite-time-stability and time optimality and relate the results of this paper to results on the time-optimal control problem.
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