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0. Introduction. Over the past thirty years, a powerful theory of monotone dynamical 
systems has been developed by many authors. A partial list of contributors would include N. 
Alikakos, E. N. Dancer, M. Hirsch, P. Hess, M.A. Krasnoselskii, U. Krause, H. Matano, P. 
Polacik, H.L. Smith, P. Takac and H. Thieme. If one understands the subject more generally 
as a chapter in the study of linear and nonlinear operators which map a subset of a "cone" 
cl, into a cone c2, then the relevant literature, encompassing as it does the beautiful classical 
theory of positive linear operators, is enormous. Usually, in the study of monotone dynamical 
systems, it has been assumed that the map or flows in question are "strongly monotone." 
In this paper we shall try to show that a significant part of this theory does not depend on 
monotonicity, and is a special case of results about maps T which take a metric space (M, p) 
into itself and satisfy 

p(T(x), T(y)) < p(x, y) for all x =/= y or 

p(T(x), T(y)) ::S p(x, y) for all x, y, 

(0.1) 

(0.2) 

or sometimes are just assumed Lipschitzian. We will usually assume that M is a subset of 
a cone C in a vector space and p will be either the "part metric" or "Hilbert's projective 
metric" (see Section 1 below). We specifically emphasize that we allow equation (0.2) (so 
T is "nonexpansive") and that in this case there are many intriguing open and apparently 
difficult questions concerning the behaviour of iterates of T: see Section 3 below. 

As we have already remarked, the assumption of strong monotonicity has usually been 
made; and in many applications this is a natural assumption. It seems less widely known 
that there are important applications where strong monotonicity fails and where, in addition, 
equation (0.2), but not equation (0.1), is satisfied. To illustrate this point, we mention a class 
of examples which arises in statistical mechanics [14, 15, 21, 22], in machine scheduling 
problems [4, 16, 17] and elsewhere. LetS denote a compact Hausdorff space, C(S) = X, 
the Banach space of continuous, real-valued functions on S (in the sup norm), K the cone of 

0 

nonnegative functions in C (S) and K the interior of K. If S is the set of positive integers i, 
1 ::S i ::S n, C(S) = ~n and 

K := Kn := {x E ~n : x; 2:: 0 for 1 ::S i ::S n}. 
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Let a(s, t) be a given continuous, real-valued function on S x S (write a(s, t) = aij if 
S = {i : 1 ~ i ~ n, i E Z}) and define F: X--+ X and G: X--+ X by 

(F(x))(s) = max.(a(s, t) + X(t)), (G(x))(s) = min(a(s, t) +x(t)). (0.3) 
tES tES 

One is interested in behaviour of iterates of F or of G. By making the change of variables 
0 

x(t) = log~y(t)) for y E K and a(s, t) = log(c(s, t)), one can equivalently study the maps 
- 0 0 - 0 0 

F : K --+ K, and G : K --+ K given by 

(Fcy))(s) = max.(c(s, t)y(t)), (G(y))(s) = min(c(s, t)y(t)). (0.4) 
tES tES 

The maps F and G are monotone (u ~ v implies F(u) ~ F(v)), compact and nonexpansive 
with respect to the sup norm on X; and F and G are monotone, nonexpansive with respect to 

0 

the part metric and Hilbert's projective metric on K, and homogeneous of degree one. The 
maps are not, in general, strongly monotone, nor do they satisfy equation (0.1). 

In this generality, not too much is rigorously known about behaviour of iterates ofF or G. 
If X = JRn, the maps F and G are given coordinate-wise by 

Essentially complete analyses of the behaviour of iterates ofF and G were obtained indepen­
dently in [ 4] and [ 41], which contain further references to the extensive literature on equation 
(0.5). 

For 8- = ±1 and S any set ofreals, define JJ-8(S) = max.({s : s E S}) if 8 = +1 and 
JJ-8(S) = min({s : s E S}) if 8 = -1. Let su, 1 ~ i, j ~ n, and 8i, 1 ~ i ~ n, be given sets 
of real numbers with JeuJ = 1 = l8il for all i, j. Define a map H : JRn --+ Rn coordinate-wise 
by 

(0.6) 

soH generalizes F and Gin equation (0.5). It is easy to show (use Proposition 1.2 below) that 
H is nonexpansive with respect to the l00-norm on ]Rn and H is monotone (but not strongly 
monotone) if Bij = 1 for all i, j. However, it is interesting to note that even if one assumes 
that H has a fixed point and is monotone, the detailed analysis in [4] and [41] concerning 
iterates of H fails completely; and the same is certainly true for the general map in equation 
(0.6), although results described in Section 3 (see Theorem 3.1) provide some information. 

A first step in applying results about maps which are Lipschitz in the part metric or Hilbert's 
projective metric is to determine useful criteria for computing the Lipschitz constant of a map 
in these metrics. For maps which are monotone, some results in this direction can be found 
in the literature: see [11], [19], [29], [35], [36], [37], [42], [52], [56]. We especially mention 
beautiful, classical results concerning the Lipschitz constant of positive linear operators with 
respect to Hilbert's projective metric: see [7], [8], [11], [12], [13], [19], [20], [27] and the 
discussion on pp. 42--45 of [36]. However, very little has been done on the problem of 
computing Lipschitz constants for maps which may not be monotone (although the reader 
should note Theorem 4.1 in [29]). For this reason Sections 1 and 2 of this paper are devoted 
to establishing geometric facts about the part metric p and Hilbert's projective metric d, these 
metrics being considered on appropriate subsets S of a general cone K in a normed linear 
space X. The key step is to determine a class of minimal geodesics for p and d and to 
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describe "Finsler structures" for (S, p) and (S, d). Once a Finsler structure has been given, 
it is possible to give useful formulas for the Lipschitz constants of maps f defined on S. It 
may be interesting to note that our results provide new information even in the case of linear 
maps: see Corollary 2.2, Remark 2.2 and Remark 2.3 in Section 2. 

0 0 

In the important special case that K = Kn ~ JR.n and S = Kn or S = St = {x E Kn : 
• 0 

1jr (x) = 1}, where 1jr is a given linear functional which is positive on K n, these results are not 
0 

new. In fact define <I> : Kn -r JR.n by 

<I>(x) = log(x) = (log(xr), log(xz), ... , log(xn)). 

0 

It is observed in [35] and in Proposition 1.6 on p. 20 of [36] that <I> : (Kn, p) -r (JR.n, II · II 00) 

0 

is an isometry onto, so (Kn, p) obtains a Finsler structure from (JR.n, II · 11 00). Similarly, define 
V = {y E JR.n : Yn = 0} and define a norm (f) on V by 

(f)(y) = (maxyi)- (miny;). 
i i 

It is observed in [35] and in Proposition 1.7 on p. 22 of [36] that (St, d) is isometric to (V, (f)), 
with the isometry given by <I> if St = {x : Xn = 1}. Thus (S'ft, d) has a Finsler structure or, 

0 

equivalently, the space of rays in Kn with metric d has a Finsler structure. Wojtkowski [55] 
0 

has independently observed the existence of a Finsler structure on (Kn, d). 
Section 3 of this paper is devoted to some applications. For reasons of length, we restrict 

ourselves to the case of the part metric and ordinary differential equations in finite dimensional 
Banach spaces. The first part of the section basically describes known results but, with an 
eye to later applications, gives the results in greater generality than in the literature. If K is 

0 

a cone with non empty interior in a finite dimensional Banach space X, B C B1 c K and 
f : JR. x B1 -r X is a locally Lipschitzian map, the remainder of the section is concerned 
with 

x'(t) = f(t,x(t)), x(to) =xo E B, (0.7) 

which has a solution x(t) = x(t; to, xo). Usually, it is assumed that f(t + 1, u) = f(t, u) 
for all t E JR., u E B1. Conditions are given which insure that x(t; t0 , x 0 ) E B for all x 0 E B 
and t 2:: t0 . Fort 2:: t0 , estimates are given for the Lipschitz constant with respect to the part 
metric of the map U (t, t0 ) : B -r B given by 

U(t, to)(xo) = x(t; to, xo). 

These results are applied to the special case that K = Kn, where relatively simple explicit 
formulas are possible. Our theorems give generalizations, without monotonicity assumptions, 
of results concerning cooperative systems of differential equations. As an example, we 
consider variants of equations studied by Aronsson and Mellander [2] and Lajmanovich and 
Yorke [31]. Even in the well-studied monotone case, our theorems sometimes provide new 
information, especially in the absence of irreducibility assumptions. 

1. Finsler structure and Lipschitz maps for the part metric. In this section we develop 
some general ideas which we will need for later applications to differential equations and 
iterated nonlinear maps. 
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If Vis a real vector and Cis a subset of V, we shall call C a "cone" (with vertex at 0) if 
(a) C is convex, (b) tC = {tx : x E C} c C for all t ::: 0 and (c) C n (-C) = {0}. If C 
satisfies (a) and (b) but not necessarily (c), we shall call C a wedge. In contrast to much of 
the literature, we do not necessarily assume that V is a Hausdorff topological vector space or 
that C is closed in V. If V is a Hausdorff t. v. s. and C is a cone in V and C is closed, we shall 
call C a "closed cone." If C is a cone in a real vector space V, C induces a partial ordering 
:=::con Vby 

x =:::c y ifandonlyif y -x E C. (1.1) 

If C is obvious we write ::::: instead of :=::c. If x E C and y E V, we say that "x dominates y" 
if there exist real numbers a and f3 with 

ax =:::c y =:::c {3x. 

If, also, x =f. 0, we use Bushell's notation[ll] and define 

M(yjx; C)= inf{{3 E JR.: y =:::c {3x} 

m(yjx; C)= sup{a E JR.: ax =:::c y} 

(J)(yjx; C)= M(yjx; C)- m(yjx; C). 

(1.2) 

(1.3) 

We make the convention that (J) (0 jO; C) = 0. If Cis obvious, we shall write M (y j x) instead of 
M(y jx; C), etc. The quantity (J)(y jx; C) is called the "oscillation ofy over x." If V = C(S), 
the space of continuous real-valued functions on a compact spaceS, and C is the cone of 
nonnegative functions on S, then M(yjx; C) is the usual maximum of z(s) = y(s)x(s)-1 

for s E S, m(y jx; C) is the minimum of z on Sand (J)(y jx; C) is the usual oscillation of z, 
namely, maxses z(s) - minses z(s). 

If x, y E C- {0} we shall say that "xis comparable toy inC" and writex ~c y (or x ~ y 
if there is no chance of confusion) if there exist positive reals a and f3 with 

ax::::: y::::: f3x. 

It is easy to see that ~c defines an equivalence relation on C- {0}. If u E C- {0} we shall 
always define 

P(u) = {x E C: x ~c u}. . (1.4) 

P(u) is called the part of C equivalent to u. On P(u) x P(u), we can define two important 
functions, the "part metric" or "Thompson's metric" p and "Hilbert's projective metric" d: 

p(x, y; C)= log(max(M(yjx; C), (m(yjx; C))-1)) 

d(x, y; C)= log(M(yjx; C)(m(yjx; C))-1). 
(1.5) 

As usual, we shall write p (x, y) and d (x, y) when there is no danger of confusion. It is useful 
to note that 

p(x, y) = log(inf{R::: 1: R-1x::::: y::::: Ri}). 

We make the convention that p(O, 0) = 0 and d(O, 0) = 0. 
The following lemma lists the basic properties of p and d; proofs (in slightly less general 

settings) are given in [11] and [52] or can be supplied by the reader. See also Chapter I of 
[36]. 
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Lemma 1.1. Let C be a cone in a real vector space V. If x, y and z are comparable elements 
ofC- {0} and A and fJ.. are positive reals, it follows that 

d(x, y) = d(y, x), d(x, z) ::; d(x, y) + d(y, z) 

and 
d(A.x, JJ..Y) = d(x, y) and d(x, A.x) = 0. 

Similarly, it is true that 

p(x, y) = p(y, x) and p(x, z) :S p(x, y) + p(y, z). 

In our generality a technical difficulty arises: it may happen that p (x, y) = 0 for y =1- x 
or d(x, y) = 0 for y =1- AX, A > 0. Both phenomena occur if V = JR2 and C = {(0, 0)} U 
{ (x1 , x2 ) E JR2 : x1 > 0}. See [19] for further details. For simplicity we shall make further 
restrictions on C to eliminate the possibilities described above. 

If V is a real vector space and x, y E V, we shall always define 

V(x, y) ={ax+ by: a, bE JR}, (1.7) 

so V (x, y) is a finite dimensional real vector space with dim(V (x, y)) ::; 2. As is well-known 
(see [44], Chapter 1), there is a unique topology on V(x, y) which makes V(x, y) a Hausdorff 
topological vector space, and we shall always assume that V(x, y) is given this topology. 

Definition 1.1. Let C be a cone in a real vector space V. We shall say that C is "almost 
Archimedean" if, for all x, y E V, the closure of C n V (x, y) in V (x, y) is a cone. 

The concept of "almost Archimedean" was apparently introduced by F. F. Bonsall [10], 
who used an ostensibly different definition. 

Definition 1.2. (See [19]). Let C be a cone in a real vector space V. We shall say that Cis 
"almost Archimedean" if, whenever y and z are elements of V with -ey :Sc z :Sc sy for all 
s > 0, it follows tlrat z = 0. 

It is not hard to prove that Definitions 1.1 and 1.2 are equivalent. We shall leave the 
verification of this equivalence to the reader. The following lemma is the motivation for 
introducing the definition of almost Archimedean. 

Lemma 1.2. Let C be an almost Archimedean cone in a real vector space V. Jfx "'c y and 
p(x, y; C)= 0, then x = y; and ifx "'c y and d(x, y; C)= 0, then there exists f3 > 0 with 
y = f3x. 

Proof. First, suppose that X rv c y and let D = c n v (x, y) and D = tire closure of D in 
V(x, y), soD is a cone. If p(x, y; C)= 0, we must have 

inf{R ~ 1: R-1x :Sc y :Sc Rx} = 1. 

If u, v E D, it is easy to check that u :Sn v if and only if u :Sc v. Thus we obtain that for all 
R > 1, 

R-1x :Sn y :Sn Rx. 

It follows that Rx- y E D andy- R-1x E D for all R > 1, and taking limits we see that 
x - y E D and y - x E D. Since D is assumed a cone, y = x. 
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If x "'c y and d(x, y; C) = 0, we have that m(y jx; C) = M(y jx; C). It is easy to check 
that m(yjx; D)= m(yjx; C) and M(y jx; C)= M(yjx; D)= fJ > 0. It follows thatthere 
exist sequences (a11 ) and ({311 ) of positive reals with 

anx 'S.D Y 'S.v f3nx and lim a 11 = lim f3n = {3. 
n-+oo n-+oo 

Thus we have that y-a 11x E D and f3nx- y E D. Taking limits we conclude that {Jx- y E D 
andy- {Jx E D, which implies (since Dis a cone) that y = {Jx. D 

If Cis an almost Archimedean cone in a real vector space V and u E C- {0}, we define 
a set Vu by 

Vu={yEV:3a>0 with -au-s_y-s_au}. (1.8) 

We define a norm I · lu on V,l by 

IYiu = inf{a > 0: -au'S. y -s_ au}. (1.9) 

Definition 1.2 implies that if IYiu = 0, then y = 0; the verification that I · lu is a norm is left 
to the reader. See [36], p. 14, for further references. If v "'c u, one can easily verify that 
I · lv and I · lu are equivalent norms. (Recall that norms I · I and II · II on a vector space W 
are "equivalent" if there exist positive constants A and B with A I w I 'S. II w II 'S. B I w I for all 
w E W). We shall always consider Vu a normed linear space with norm I · lu. 

For Vu as above, we define Cu = C n Vu and note that Cu is a cone in Vu and the P(u) 
(see equation (1.4)) is the interior of Cu in Vu. If D := Cu and x, y E Vu, one can also see 
that x 'S.D y if and only if x 'S.c y and that lx I u 'S. IY I u if 0 'S.c x 'S.c y. 

For the reader's convenience we collect in the next proposition some results concerning the 
connection between the topologies induces by p, d and the norm on a normed linear space. 
The results given are refinements of those in Chapter I of [36] and are related to theorems in 
[52], [11] and in Chapter 3 of [18]. 

Proposition 1.1. Let C be a cone in a normed linear space (V, II · 1!). Assume that there 
exists a constant A ~ 1 such that llx II -s_ A IIY II for all x, y E C with 0 'S. x 'S. y. Then C is 
almost Archimedean. Ifu E C- {0} and P(u), Vu and I · lu are defined by equations (1.4), 
(1.8) and (1.9) respectively the topology induced on P (u) by the part metric p is the same as 
the topology induced on P(u) by l·lu· Forallx, y E P(u) we have 

l!x- Yll 'S. A[exp(p(x, y)) -1][11xll + IIYIIJ 

lx- Ylu 'S. [exp(p(x, y))- 1J[Ixlu + IYiuJ. 

and (1.10) 

(1.11) 

Ify E P(u), then there exists r = r(y) > 0 such that {z E Vu : lz- Ylu < r} C P(u) (1nd 
for all x E Vu with Jx- Ylu < r we have 

p (x, y) 'S_ max(logC_1;_YIJ, log('+lrxlu)). (1.12) 

If there exists p = p(y) > 0 such that {z E Vu : liz- Yll < p} C P(u), then for all x E Vu 
with llx- Yll < p we have 

P(x y) < max(log(__E_) log(P+IIx-yll)). 
' - p-llx-yll ' P 

(1.13) 
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If :E = {x E P(u) : llxll = 1} (respectively, S = {x E P(u) : lxlu = 1}) the topologies 
induced on :E (respectively, S) by the norm I · lu and by p are the same; and the topologies 
induced on S by I · lu, p and Hilbert's projective metric d are the same. Furthermore, for all 
x, y E :E we have 

llx-yll::::; 2AK[exp(d(x, y))-1], where K := min(m(xjy; C), m(yjx; C))::::; 1. (1.14) 

For all x, y E Sand forK as in equation (1.14) we have 

lx- Ylu ::S 2K[exp(d(x, y))- 1]. (1.15) 

lfy E P(u), r is defined as in equation (1.12), x E P(u) and lx- Ylu < r, we have 

d(x y) < log[r+lx-yi,J 
' - r-lx-yl, (1.16) 

If there exists p = p(y) > 0 as defined in equation (1.13), thenfor all x E P(u) with 
llx - y II < p we have 

d(x y) < log[P+IIx-yll]. 
' - p-llx-yll (1.17) 

0 0 

If the interior ofC is nonempty in (V, II · II) and u E C (so P(u) =C) then l·lu and II ·II are 
0 

equivalent norms on V and give the same topology on C, :E and S. 

Proof. We use Definition 1.2 to prove that C is almost Archimedean. Suppose that y, z E V 
and -ey ::::; z ::::; 8Y for all 8 > 0, so 0 ::::; z + 8Y ::::; 28y for all 8 > 0. It follows that 

liz+ 8YII ::S 28AIIyll and liz II ::S 8IIYII +liz+ 8YII ::S 8(2A + 1)11YII· 

Letting 8 -+ o+, we conclude that z = 0 and C is almost Archimedean. Lemmas 1.1 and 1.2 
now imply that p gives a metric on P (u) and d a metric on S or :E. 

The argument above also shows that for all z E Yu, 

llzll ::S (2A + 1)11ull lzlu· 

It suffices to show that if lzlu = 1, then liz II ::::; (2A + 1)11ull. However, if lzlu = 1, we find 
that 0 ::::; z + u ::::; 2u, so 

llzll ::S IJull +liz+ ull ::S 2Allull +!lull= (2A + l)llu!l. 

If d, and d2 are any two metrics defined on a set r X r, they determine topologies on r. 
These topologies are the same if and only if for every r > 0 and every x E r, there exists 
0' = O'(r, x) > 0 so that B;(x) C B!(x) and B~(x) C B'}(x), where BJ (x) := {y E 

r : dj(y. x) < s}. Using this characterization, the reader can verify that the statements in 
Proposition 1.1 asserting that topologies given by various metrics are the same follow easily 
from equation (1.10)- equation (1.17). 

To prove equation (1.10) and (1.11), suppose thatx, y E P(u). If R = exp(p(x, y)) and 
Rr > R we know that 
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It follows from these inequalities and by letting R1 -+ R that 

These arguments are symmetric in the roles of x andy, so we obtain by interchanging x and 
y that 

Adding these inequalities and using the triangle inequality yields (R-1 + 1) llx - y II ::S 
llx- R-1yll + IIR-1x- Yli ::S A(R- R-1)(1ixll + IIYID and (R-1 + 1)1x- Yiu ::S ix­
R-1Yiu+IR-1x-yiu ::S (R-R-1)(ixlu+IYiu). After dividing by R-1+1, theseinequalities 
give equation (1.10) and (1.11). 

If y E P(u), we leave to the reader the easy verification that there exists r(y) > 0 such 
that if x E Vu and lx- Yiu < r(y) = r, then x E P(u). It may also happen that there exists 
p = p(y) > Owith{x E Vu: llx -yll < p} C P(u). Essentiallythesameargumentusedin 
Remark 1.4, p. 16 in [36], shows that if ix- Yi < r, then 

r(r + ix- Yiu)-1 ::S m(yjx) and r(r -lx- Yiu)-1 2: M(yjx) (1.18) 

Similarly, if p = p(y) > 0 exists, 

p(p + llx- yii)-1 ::S m(yjx) and p(p- llx- YID-1 2: M(yjx) (1.19) 

These inequalities imply equation (1.12) and equation (1.13) and also yield equation (1.16) 
and equation (1.17). 

In order to prove equation (1.14) and equation (1.15), suppose either thatx, y E 2:: or that 
x, y E S. We can assume thatx :f y and define a = m(y jx; C) and .B = M(y jx; C), .B > a. 
It is easy to verify that 

m(yjx) = (M(xjy))-1 and M(yjx) = (m(xjy)r1. 

Thus, if a 2: 1, we must have that ,B-1 = m(x, y) < 1. It follows that, possibly by 
interchanging the roles of x and y, we can assume that 

a= K = min(m(yjx), m(xjy)) < 1. 

Select an increasing sequence an < a with limn-+oo an = a and a decreasing sequence .Bn > .B 
with lim11-+oo ,811 =,B. By definition of a and .B we have that 

If x, y E 2::, this implies that 

while if x, y E S we obtain 
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Letting n approach oo we see that for x, y E I: we have 

IIY- axil~ AK[exp(d(x, y)) -1]; 

while for x, y E S, we obtain 

IY- axlu ~ K[exp(d(x, y))- 1]. 

Note that if x, y E I: we have 

IIY- axil~ IIYII- allxll = (1- a), 

and if x, y E S we have 
IY -axlu ~ (1-a). 

Thus, for x, y E I: we see that 

lly-xll ~ lly-axll+llax-xll ~ lly-axll+(l-a) ~ 2lly-axll ~ 2AK[exp(d(x, y))-1], 

and a similar argument yields equation (1.15). 
0 

If u E C, we know that Vu = V, and we have already seen that there exists B with 
llzll ~ Blziu for all z E V. Conversely, select p > 0 so that {x : llx- ull ~ p} c C. It 
follows that for all z with liz II ~ 1, 

which implies that for liz II ~ 1 

( z u± - >0 
P llzll)- ' 

The latter inequality implies that for all z E V, 

Remark 1.1. A major motivation for studying the part metric and Hilbert's projective metric 
is that, in the notation of Proposition 1.1, (S, d), its isometric image (I:, d), and (P (u), p) are 
often complete metric spaces. Specifically, suppose that (V, II · II) is a Banach space and Cis 
a closed, normal cone in V. (A cone C in a normed linear space V is "normal" if there exists a 
constant A with llxll ~AllY II for allx, y E C with 0 ~ x ~ y). Ifu E C- {0} and P(u) is as 
in equation (1.4), A. C. Thompson [51] has proved that P(u) is a complete metric space with 
respect to the part metric p. Other authors have proved that if I: = {x E P(u) : llxll = 1} 
and d denotes Hilbert's projective metric, (2::, d) is a complete metric space. Furthermore, if 

Vu = {x E V : 3a > 0 with -au ~ x ~au} and lxlu = inf{a > 0: -au ~ x ~au}, 

(V11 , I · lu) is a Banach space and Cu := C n Vu is a closed, normal cone in (V11 , II · llu) with 
nonempty interior P (u) in V11 • Further details and references to the literature are given in 
[36], pp. 12-18. 
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To simplify our further work we make another definition. 

Definition 1.3. If C is a cone in a real vector space V, we shall say that C is "Archimedean" 
if C n V (x, y) is closed in V(x, y) (see equation (1.7)) for all x, y E V. 

It is easy to check that if Cis an Archimedean cone, x E C- {0} dominates y E V, and 
a= m(yjx; C) and f3 = M(yjx; C), then 

ax ~c y ~c fJx. 

For almost Archimedean cones this equation may fail. 
We also need the idea of a "minimal geodesic." 

Definition 1.4. If (S, p) is a metric space, a map ({J : [0, 1] --+ Swill be called a minimal 
geodesic (with respect to p) from x0 = q;(O) to x 1 = q;(1) if, whenever 0 ~ tr < t2 ~ 1 we 
have 

(1.20) 

We shall say that (S, p) is "geodesically convex" if for all x, y E S, there exists a minimal 
geodesic ({J : [0, 1] --+ S with q;(O) = x and q;(1) = y. 

If ( E, d) and ( F, p) are general metric spaces and f : D C E --+ F is a map, our main 
interest is in finding conditions which insure that f is Lipschitz with Lipschitz constant c. 
However, our next proposition and subsequent work will show that this question is closely 
related to the existence of minimal geodesics, so we shall have to study minimal geodesics 
for the part metric and Hilbert's projective metric. 

Proposition 1.2. Let (E, d) and (F, p) be metric spaces and suppose that f: D c E--+ F 
is a continuous map. Suppose that D = UaEA Da, where each Da is a closed subset 
of D, and suppose that f I Da is a Lipschitz map with constant c for all a E A (so 
p(f(u), f(v)) ~ cd(u, v) for all u, v E Da). Assume that x, y E D and that there exists 
a minimal geodesic 1/J : [0, 1] --+ D with 1/J(O) = x and 1/1(1) = x. Assume also that there 
existn < oo and Daj' 1 ~ j ~ n, with {1/J(t): 0 ~ t ~ 1} C UJ=l Dar Then itfollows that 
p(f(x), f(y)) ~ cd(x, y). 

Proof. The proof is by induction on n. If n = 1, the result is obvious, so we assume n > 1 
and suppose the proposition is true for all m < n. 

Define 1 = {i : 1 ~ i ~nand x E Do:;} and t* = sup{s ~ 0 : 1/J(s) E Da1 for some i E 

1}. 
Because each Dais closed, there exists k E 1 withx = 1/J(O) E Dak and 1/J(t*) = x* E Dak· 

If t* = I, we are done, because f I Dak is Lipschitz with constant c. Thus we assume that 
t* < 1. If 1* ={iIi E 1, 1 ~ i ~ n} we .know that 

{1/J(s) : t* < s ~ 1} C U Da1 • 

iEl, 

For fixed s > t*, 1/J(t), s ~ t ~ 1, gives (after reparametrization) a minimal geodesic from 
1/J(s) to 1/1(1) = y. Because 11*1 < n, the inductive hypothesis gives 

p(f(1/J(s)), f(y)) ~ cd(1/J(s), y) = (1- s)cd(x, y). 

Taking the limit as s --+ t: gives 
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Because x* and x both lie in Dak we also obtain 

The triangle inequality finally gives 

p(f(x), f(y));::: cd(x, y). D 

In practice it may happen that (E, d) is geodesically convex and that there exists a non­
expansive retraction r of E onto D (so d(r(u), r(v)) ;::: d(u, v) for all u, v E E). If 
1jr : [0, 1] ---+ E is a minimal geodesic then r o 1jr : [0, 1] ---+ D is a minimal so (D, d) 
is also geodesically convex. 

In our next lemma, which refines Proposition 1.12 on p. 34 in [36], we give explicit 
formulas for minimal geodesics with respect to the part metric in Archimedean cones. In 
general, Lemma 1.3 implies that there are infinitely many minimal geodesics connecting x0 

to x 1 in P(u). 

Lemma 1.3. Let C be an Archimedean cone in a real vector space V. If x andy are any 
two comparable elements of C and a and f3 are positive reals with a ;::: m(yjx; C) and 
f3 :::: M (y jx; C), define a function rp(t; x, y, a, f3) for 0 ;::: t ;::: 1 by 

(~) (f3cl-rx(J') 
rp(t;x,y,a,f3)={ ;-a y+ fJ-rx x, 

ax, 

for f3 >a 

for f3 =a. 

Then it follows that 

rp(t; x, y, a, f3) = rp(1- t; y, x, {3-1, a-1), 

a 1x;:Srp(t;x,y,a,f3)::Sf31x and 

(f3-1)CI-tly;::: rp(t; x, y, a, f3);::: (a-1)0-l)y. 

JfO;::: t1 < t2 ;::: 1 and t1 = st2 and w = rp(t2; x, y, a, {3), then 

(1.21) 

(1.22) 

(1.23) 

(1.24) 

p(rp(t1; x, y, a, {3), rp(t2; x, y, a, f3)) ;::: Ct2- t1) max(log(a-1), log(f3)), (1.26) 

where p denotes the part metric on C. If 

(1) a= m(yjx; C) and a-1 :::: f3:::: M(yjx; C) or 
(2) f3 = M(yjx; C) and {3-1 ;::: a;::: m(yjx; C), 

then t ---+ rp(t; x, y, a, {3) is a minimal geodesic with respect to p from x toy. 

Proof. We leave the case that a = f3 (so y = f3x) to the reader, and we assume that 
a;::: m(yjx), f3 :::: M(y/x) and a < {3. The same function rp(t; x, y, a, {3) was considered 
in Proposition 1.12 of [36], but under the assumption that a= m(yjx) and f3 = M(yjx). 
However the same argument as in [36] shows that 
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A simple calculation (left to the reader) also gives equation (1.22), and equation (1.22) and 
equation (1.23) imply equation (1.24). Equations (1.23) and (1.24) and the definition of p 
imply 

p(cp(t; x, y, a, (3), x) ~ t max(log(a-1), log(f3)) 

p(cp(t;x,y,a,(3),y) ~ (1-t)max(log(a-1),log(f3)). 
(1.27) 

It remains to prove equation (1.25). Notice that equation (1.23) implies that a 12 x ~ w ~ (3 12x, 
so cp(s; x, w, ah, (3h) is defined. Another calculation (left to the reader) proves equation 
(1.25). If we use equation (1.25) and equation (1.27) we find (for s and w as in the statement 
of the Lemma) 

p(cp(t1; x, y, a, (3), cp(t2; x, y, a, (3)) = p(cp(s; x, w, a 12 , (3 12 ), w) 

~ s max(log(a-12 ), log(/312 )) (1.28) 

= Ct2- t1) max(log(a-1), log(/3)). 

The final assumptions of the lemma imply 

p(x, y) = max(log(a-1), log(/3)), 

so equation (1.28) gives, for 0 ~ t1 < t2 ~ 1, 

p(cp(t1; x, y, a, (3), cp(t2; x, y, a, (3)) ~ (t2- t1)p(x, y). (1.29) 

If we write cp(t) = cp(t; x, y, a, (3) and if strict inequality holds in (1.29) for some t1 < t2, 
then we obtain 

p(x, y) ~ p(x, cp(t1)) + p(cp(t1), cp(t2)) + p(cp(t2), y) 

< t1p(x, y) + (t2- t1)p(x, y) + (1- t2)p(x, y) = p(x, y), 

which gives a contradiction. Thus equality holds in equation (1.29) and t---+ cp(t) is a minimal 
geodesic. 

Remark 1.2. If C is only almost Archimedean, one can give an analogue of Lemma 1.3 
by working with maps cp which are "almost" minimal geodesics, namely cp(t; x, y, a, (3) for 
appropriate a < m (y I x; C) and (3 > M (y I x; C). This leads to slight technical complications 
which we have chosen to avoid. However, a version of Theorem 1.1 below can be given for 
almost Archimedean cones. 

We are now in a position to state our first theorem. Recall that if u E C- {0} and Vu and 
P(u) are given by equation (1.8) and equation (1.4) respectively, then for any x E P(u) one 
has a norm 1/ · llx on Vu defined by 

lvlx = inf{a > 0: -ax~ v ~ax} (1.30) 

and any two such norms are equivalent. If cp : [0, 1] ---+ Vu, we shall say that cp is piecewise 
C1 if it is piecewise C1 with respect to the norm topology on Vu given by I . lu (or any I . lx, 
x E P(u)). 
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Theorem 1.1. Let C be anArchimedean cone in a real vector space V. For u E C- {0}, let 
P(u) be given by equation (1.4) and Vu by equation (1.8), so v;1 is a normed linear space with 
respect to I· lu (equation (1.9)). Let Cu = C n Vu and let p denote the part metric (equation 
(1.5)) on C. Let G C H be subsets of P(u) and assume that for any two points x 0 , x 1 E G 
there exists a piecewise C', minimal geodesic cp (with respect top) with cp(O) = x 0 , cp(l) = x 1 
and cp(t) E H for 0 :S t :S 1. LetS denote the set of piecewise C1 maps 1/f : [0, 1] -+ H. 
Then for any xo, x 1 E G, 

p(xo,xi; C)= inf{J01 Io/'(t)l¥t<tldt: 1/f E S, 1/f(O) =xo andljf(1) =xi}. (1.31) 

Proof. If 1/f : [a, b] -+ P (u) is a C1 map, one can check that t -+ 11/f' (t) ltul is continuous 
on [a, b]. Thus the integrals in equation (1.31) are defined. By assumption there exists 
a piecewise C1, minimal geodesic cp : [0, 1] -+ H with cp(O) = x0 and cp(l) = x 1• If 
0::::; s < t::::; 1, we know that 

p(cp(s), cp(t)) = (t- s)p(xo, x1), 

which implies that 

cp(s) exp(-(t- s)p(xo, XI))::::; cp(t)::::; cp(s) exp((t- s)p(xo, xi)). 

Subtracting cp(s) from this equation, dividing by t- s and letting t approach s from above 
gives 

(1.32) 

where cp~ (s) denotes the right hand derivative of cp at s. By definition of I · l<p(s), equation 
(1.32) implies that 

lcp~(s)l<p(s) :S p(xo, X]), 0 :S s < 1. (1.33) 

A similar argument shows that 

lcp~(s)I'P(s) :S p(xo, X]), 0 < s :S 1, (1.34) 

where cp'_ (s) denotes the left hand derivative of cp. Since cp' (s) is assumed to exist except at 
finitely many points in (0, 1) we conclude that 

which implies that p (x0 , x 1) is greater than or equal to the right hand side in equation (1.31 ). 
Conversely, suppose that 1/f E S, 1/f(O) = x0 and o/(1) = X]. We can assume for 

definiteness that f3 = M(xi/x0 ; C) :::: m(xi/xo; C)-1. We know that P(u) = Cu is an open 
convex set in the normed linear space cv;,, l·lu), that f3xo -X] E Cu and that f3xo -X] rt P(u) 
(otherwise, there would exist {3 1 < f3 with f3'xo- x 1 E C). Thus we are in the situation of 
the Hahn-Banach theorem: there exists a continuous (with respect to I · lu) nonzero linear 
functional f : Vu -+ JEt and a number y with f (y) :::: y for all y E P ( u) and f (f3x0 - x 1) :S 
y. Because C11 is in the closure of P(u) in Y1u f(y) :::: y for ally E C11 ; in particular, 
f3x0 - x 1 E C11 and we must have f(f3xo- x1) = y. Because ty E P(u) if y E P(u) and 
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t > 0, y .::: tf(y) for all t > 0 andy E P(u). This implies that y .::: 0 and f(y) ::: 0 for all 
y E P(u). Because (f3x0 - x1) + cy E P(u) if c > 0 andy E P(u), we conclude that 

0.::: f((f3xo- XI)+ cy) = y + cf(y), 

and it follows that y ::: 0 and hence that y = 0. Thus we see that f(y) ::: 0 for all y E Cll 
and f3f(x0 ) = f(x1). Because f is not the zero functional and f(y) ::: 0 for y E Cll, it is 
easy to see that f(y) > 0 for ally E P(u). 

If y(t) := 11/J'(t)ll/t(tl• we have 

-y(t)1f!(t).::: 1/l'(t).::: y(t)1/J(t). 

Applying f to this equation and recalling that f(1/l(t)) > 0, we conclude that 

d f(1/l'(t)) 1 

-log(f(1f!(t))) = < y(t) = 11/1 (t)ll/t(t) · 
dt f(1/l(t)) -

Integrating this inequality from 0 to I gives 

We chose log(f3) = p(x0 , x 1 ), so this completes the proof of equation (1.31). 

Remark 1.3. Our proof actually shows that if gJ : [0, 1] ---+ P (u) is any piecewise C 1 minimal 
geodesic (with respect to p) from x0 to x 1, then 

Thus "inf" in equation ( 1.31) can be replaced by "min." 

It is useful, in the context of Theorem 1.1, to allow maps gJ : [0, I] ---+ P(u) which are 
only Lipschitz (with respect to I · Ill). In the general infinite dimensional setting this leads to 
technical complications. For example, if V = C[O, I], Cis the cone of nonnegative functions 

0 

on [0, 1], and gJ: [0, 1]---+ Cis defined by ({l(t)(x) = exp(lx- tl) for 0.::: x.::: I, one can 
prove that gJ is Lipschitz and a minimal geodesic with respect to the part metric but that gJ 

is nowhere Fn!chet differentiable. Thus, in our next theorem, we allow Lipschitz ({l, but we 
restrict V to be finite dimensional. The main technical difficulty is to prove that t ---+ l({l' (t) lcp(t) 
is bounded and Lebesgue measurable. 

0 

Theorem 1.2. Let C be a closed cone with nonempty interior C in a finite dimensional Banach 
0 

space ( V, II · II). Let G c H be subsets of C and assume that for any two points xo, XI E G 
there exists a minimal geodesic gJ (with respect to the part metric p on C) with ({l(O) = xo, 
({l(l) = x1, and ({l(t) E H for 0 .::: t .::: I. Let S denote the set of Lipschitz (with respect 
to II · II) maps 1/1 : [0, 1] ---+ H. For any 1/1 E S, 1/J'(t) is defined almost everywhere and 
t---+ 11/l'(t)ll/tUl is a bounded, Lebesgue measurable map. For any xo, XJ E G, 

p(x0 , x 1; C)= inf{f~ 11/J'(t)ll/t(l)dt: 1/J E S, 1/J(O) = Xo, 1/J(l) = XJ }. 
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0 

Proof. Select u E C. It is well-known that any closed cone C in a finite dimensional Banach 
space Vis normal. Thus we know (see Remark 1.1) that I · lu and II · II are equivalent norms 

0 

on V = Vu. By using Proposition 1.1 one can see that any map() : [0, 1] --+ C which is 
Lipschitz with respect to II · II is Lipschitz with respect to the part metric p and conversely. 
Since a minimal geodesic cp : [0, 1] --+ H (with respect top) is Lipschitz with respect top, 
it is also Lipschitz with respect to II · II and hence an element of S. Conversely, every element 
of S is a Lipschitz map with respect to p. 

Standard real variables implies that every Lipschitz map() : [0, 1] --+ (V, II · II) is Frechet 
differentiable almost everywhere, t --+ 81 (t) is Lebesgue measurable and 118' (t) II is uniformly 
bounded. Thus, if 1ft E S, t --+ 1ft' (t) is a bounded, Lebesgue measurable function. 

It remains to prove that t --+ 11fr'(t)11frCt) is a bounded, Lebesgue measurable map. We 
prove a slightly more general fact: If Vr1 : [0, 1] --+ V is a bounded, Lebesgue measurable 

0 

map and 1fr2 : [0, 1] --+ Cis a continuous map, we claim that t --+ l1fr1 (t) lt2(t) is a bounded, 
Lebesgue measurable map. To prove this, first recall the well-known fact that there exists a 
countable family fi, i ~ 1 of continuous linear functionals such that II fi II = 1, for all z E V, 
and z E C if and only if J;,(z) ~ 0 for all i. The proof is an application of the Hahn-Banach 

0 

theorem. If x E C and v E V, the reader can verify that 

0 

(Note that necessarily J;,(x) > 0 for all x E C, or we would have fi = 0). The set 
0 

{ 1fr2 (t) : 0 ::5 t ::5 1} is a compact subset of C, so a simple compactness argument implies that 
there exists r > 0 with 

0 

Br(Vr2(t)) := {z: liz -1fr2(t)ll < r} C C 

for 0 ::5 t ::51. We know that fi(Vr2(t) + v) > 0 for all v with II vii < r, and since llfdl = 1, 
we must have 

fori ~ 1, 0 ::5 t ::5 1. By assumption, there exists A so ll1fr1 (t) II ::5 A almost everywhere, so 

1/i("ifrl(t))l ::5 A a.e. 

Basic measure theory also implies that t --+ fi(1fr1 (t)) and t --+ j;(1fr2(t))-1 are Lebesgue 
measurable, sot--+ fi(Vrl (t))fi(Vr2(t))-1 is Lebesgue measurable and 

lfi(Vri(t))l A 
11fri(t)l1fr2 (t) =sup( fi(o/ (t))) ::5-

i:::I i 2 r 

gives a Lebesgue measurable function bounded by ~. 
If cp : [0, 1] --+ His a minimal geodesic (with respect top) with cp(O) = xo and cp(1) = X!, 

the same argument used in the first part of the proof of Theorem 1.1 shows that 
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for all s such that cp' (s) exists. This proves that 

p(xo, x1; C)~ 11 
lcp'(s)III'Cs)ds. 

If 1jr E S, essentially the same argument used in Theorem 1.1 shows that 

p(xo,x1; C) :S 11
11/r'(s)ltCs)ds, 

which completes the proof. 

Remark 1.4. In Theorem 1.1 we actually work in the normed linear space Vu, and C n Vu is 
a normal, Archimedean cone in Vu with nonempty interior P(u). Thus, in Theorem 1.1, we 

0 

might as well assume that C is a normal, Archimedean cone with nonempty interior C in a 
0 

normed linear space V and u E C, which is the framework of Theorem 1.2. 

Remark 1.5. We have not formally defined "Finsler structure." The set P(u) is an open 
subset of the normed linear space C1;;1 , II · llu) and can be considered a manifold modeled on 
Vu. At each point x E P(u), the tangent space to P(u) at xis Vu, but we equip the tangent 
space with the norm I · lx (equation (1.30), which depends continuously on x in a natural 
sense. This gives a Finsler structure on P(u). If cp : [a, b]-+ P(u) is a C1 map, the length 
of the curve cp with respect to the Finsler structure is, by definition, 

l (cp) = 1b lcp' (t) lg>(t)dt. 

Define S1 to be the set of C1 maps cp : [0, 1] -+ P (u) and define a function q on P (u) x P (u) 
by 

q(xo, x1) = inf{l(cp): cp E S1, cp(O) = xo and cp(l) =xi}. 

It is easy to show that q is a metric on P(u), and it follows from Lemma 1.3 and Theorem 
1.1 (with H = P(u)) that 

for all x 0 , Xr E P(u). 

For applications of Theorem 1.1, it is useful to choose H :) G as small as possible. The 
following Corollary illustrates this point. 

Corollary 1.1. Let C be an Archimedean cone in a real vector space V. For u E C- {0}, 
let CV,1 , I · lu) be the normed linear space given by equation (1.8) and let P(u) be given by 
equation (1.4), so P(u) is the interior ofC n Vu in v;1 • Assume that G and Hare subsets of 
P(u) with G CHand that G and H satisfy one ofthefollowing conditions: 

(a) G U {0} is convex. 
(b) There are positive numbers a< band v E P(u) such that G = {x E C: av :S x :S 

bv} and H 2 {x E C: kav :S x :S bv}, where 

k := 2( raJb + /b[a) - 1. 

(c) M is a compact Hausdorff space and (M, f.L) is a measure space, V = C(M), the 
space of continuous, real-valuedfunctions on M, or V = Lq(M, f.L), 1 :S q :S CXJ, 

and C is the cone of nonnegative functions in V. For all x, y E G and s E [0, 1], 
x 1-sys E G forO :S s :S 1 (where (x 1-sys)(m) := (x(m)) 1-s(y(m)Y). 
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Define T to be the set of lipschitz maps 1jr : [0, 1] -+ (V, I · lu) such that 1jr(t) E H for 
0 :::; t :::; 1, and define S C T to be the set of 1jr E T such that 1jr is piecewise C1. If p denotes 
the part metric on C, then for all x0 , x 1 E G, 

p(xo,xl; C)= min{f01 11/r'(t)itctldt: 1jr E S, 1/r(O) =xo and 1jr(1) =xi}. 

If, in addition, V is finite dimensional, then 

Proof. Corollary 1.1 follows directly from Theorems 1.1 and 1.2 and Remark 1.3 if we can 
prove that whenever X' y E G' there exists a C1 minimal geodesic ({J E s with cp(O) = X and 
cp(1) = y 

Case(a). SupposethatG C P(u), GU{O}isconvexandx, y E G. Wecanassumex f:. y, 
and we define 

f3 = max(M(yjx; C), (m(yjx; C))-1). 

We note that f3 > 1 ({J f:. 1 because x f:. y). If we define a = {3-1, Lemma 1.3 implies that 
(in the notation of equation (1.21)). 

- {Jt - {3-t {31-t - {3-(1-t) 
cp(t) := cp(t; X, y, {J I, {3) = ( {J _ {3-l )y + ( {J _ {3-l )x (1.35) 

gives a C1 minimal geodesic (with respect top) from X toy. The coefficients of X andy in 
equation (1.35) are nonnegative and not both zero for 0 :::; t :::; 1, and we assume that G U {0} 
is convex. Thus, to prove that cp(t) E G for 0 ::": t ::": 1, it suffices to prove that, for 0 ::": t ::": 1, 

(1.36) 

A calculation gives 

Clearly, It := log({J) > 0 and h(t) > 0 for 0 ::": t ::": 1. It is also clear that h(t) < 0 for 
0 :::; t < ~and h(t) > 0 for~ < t ::": 1. It follows that g is strictly decreasing on [0, ~] and 

strictly increasing on [~, 1]. Since g(O) = g(1) = 1, we have proved equation (1.36) and 
have also shown that 

min g(t) = g(~) = ( 2/10) < 1. 
O::;t:Sl -fP + {J-1 

(1.37) 

Case(b). G = {x : av :::; x ::": bv}. If x, y E G and cp(t) is given by equation (1.35), we 
know that cp(t) is a minimal geodesic. For 0 ::": t ::": 1 and g(t) as in equation (1.36) we have 

ag(t)v ::": cp(t) ::": bg(t)v, 

so equation (1.36) and (1.37) imply 

2(./fi + .JFI)-1av ::": cp(t) ::": bv. (1.38) 
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On the other hand we have 

a a b b 
(b)x S (b)(bv) S y S (~;)(av) S (~)x, 

which implies that f3 S /f Using this estimate for f3 in equation (1.38) and defining k as in 

case (b), we see that 
kav S q;(t) S bv, 

so q;(t) E H for 0 S t S 1. 
Case(c). If V is as in Case(c) and x, y E P(u), the reader can directly verify that, for 

0 s s s 1, 
q;(s) := xl-.'y' 

gives a C 1 minimal geodesic from x to y and, by assumption, q;(s) E G for 0 S s S 1. 
Compare Proposition 1.8, p. 24, in [36]. Thus we are in the situation of Theorem 1.1. D 

Definition 1.5. If G and V are as Case (c) of Corollary l.l, we shall say that "G is logarith­
mically convex." 

An important example of Definition 1.5 is when M = {1, 2, ... , n}, V = C(M) = JRn 
0 

and C = Kn := {x E JRn : X; 2: 0 for I S i S n}. Then G C Cis logarithmically convex 
if, whenever x, y E G, x 1-"y' E G for 0 S s S I, where z = x 1-sys is the vector with 

1-s s 
Z; =X; Y;· 

Corollary l.I shows that, in cases (a) and (c), the set G is geodesically convex in (P(u), p) 
and that a C 1 minimal geodesic can be chosen. 

0 0 

If C1 and C2 are cones, G c C, and f : G ---+ C2 is a map, we wish to compute the 
Lipschitz constant off with respect to the part metrics p1 and pz on C1 and C2 respectively. 
Recall that f is "order-preserving on G" if f(x) Sc2 f(y) for all x, y E G with x Sc1 y; f 
is "order-reversing on G" iff (x) 2:c2 f (y) whenever x, y E G and x Sc1 y. Results related 
to the following Proposition can be found in [42] and Chapters 2 and 3 of [36]. 

Proposition 1.3. Let C;, i = 1, 2, be a normal Archimedean cone with nonempty interior 
in a normed linear space (V;, II · IJ;) and let p; denote the part metric on C;. Assume that 

0 0 0 

G C C, and that f : G ---+ C2 and g : G ---+ C2 are maps. (a) Assume that there exists c > 0 
such that for all x, y E G 

pz(f(x), f(y)) S cp1 (x, y) and pz(g(x), g(y)) S cp1 (x, y ). (1.39) 

If h(x) := f(x) + g(x), it follows that for all x, y E G. 

pz(h(x), h(y)) S cp1(x, y). (I.40) 

lfstrict inequality, always holds in at least one of the inequalities in (1 .39) whenever x , y E G 
and x =I= y, it follows that for all x, y E G with x =/= y 

pz(h(x ), h(y)) < CPI(X, y) 

(b) /ftC C G forO < t S 1, y > 0, and f is order-preserving (respectively, order-reversing) 
and f(tx) 2: tY f(x) (respectively, f(tx) S t - Y f(x)) wheneverO < t S I andx E G, then 
for all x, y E G 

pz(f(x), f(y)) S YPI(X , y). ( 1.4I) 
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Proof. Ifx, y E G andx =1- y and Pr(x, y) = log(R), R > 1, then 

R-1x ~ y and R-1y ~ x. 

Iff satisfies the conditions in case (b) and we use t ~ R-1, this implies that 

R-Y f(x) ~ f(y) ~ RY f(x), 

which gives equation (1.41). 
Iff and g are as in case (a), we have 

which immediately gives equation (1.40). If, for example, 

P2(g(x), g(y)) < cpr (x, y), 

we must have, for some cr < c, 

Adding inequalities gives 

(1.43) 

Because f(x) and g(x) are comparable, there exists c2 with cr < c2 < c and 

For this choice of c2 one obtains from equation (1.42) that 

If Cis a cone in a vector space V, Vis a lattice (with respect to the partial ordering from 
C) if, for all x, y E V, {z E V : z ~ x and z ~ y} = U(x, y) is nonempty and there exists 
s E U(x, y) with s ~ z for all z E U(x, y). Obviously, sis unique, and we writes= x Vy. 

The existence of X v y implies that there exists s* =X 1\ y with s* E L(x, y) = {z : z ~ 
X andz ~ y} and s* ~ Z for allz E L(x, y) and s* = -[(-x) V (-y)]. 

Proposition 1.4. Let Ci, Vi and Pi be as in Proposition 1.3 and assume that V2 is a lattice 
0 0 

with respect to the partial ordering from C2. Assume that G C C 1 and that f : G --+ C2 and 
0 0 

g : G --+ C2 satisfy equation 1.39). (a) If h : G --+ C2 is defined by h(x) = f(x) v g(x) 
or h(x) = f(x) 1\ g(x), then h satisfies equation (1.40). (b) If V = IRn and C2 = {y E 

IRn: Yi ~ Ofor 1 ~ i ~ n}, let fi(x) and gi(x), 1 ~ i ~ n, denote the components of f(x) 
and g(x) respectively. Let 8 = (8r, 82, ... , 8n) be a given vector with 8i = ±1 for each i, 
1 ~ i ~ n, andfor x E G define hi(x) = fi(x) V gi(x) if8i = 1 and hi(x) = fi(x) 1\ gi(x) 
if8i = -1. Then, h(x) = (hr(x), h2(x), ... , hn(x)) satisfies equation (1.40). 

Proof. If x, y E G and log R = p 1 (x, y), equation (1.39) gives equation (1.42), from which 
we obtain 

R-c(f(x) V g(x)) ~ f(y) V g(y) ~ Rc(f(x) V g(x)), 
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and similarly for f (x) 1\ g (x). This immediately gives equation (1.40). 
To prove case (b), we work coordinatewise and use the same argument; details are left to 

the reader. D 

The process of taking the max or min of two functions does not preserve continuous 
differentiability, but does preserve a local Lipschitz property. Also, many examples of interest 
in applications arise by taking the max or min of a collection of functions. See, for example, 
work in [4], [41], where a function obtained by taking the maximum of certain affine linear 
maps in IRn is discussed at length. 

One motivation for proving Theorems 1.1 and 1.2 and Corollary 1.1 is to determine the 
0 0 

Lipschitz constant (with respect to PI and p2) of a map f : G c C1 -+ C2. To explain this 
we need another definition. 

Definition 1.6. Let C;, i = 1, 2, be a normal Archimedean cone with nonempty interior in a 
0 

normed linear space V;. Let H be a subset of C 1 and assume that H1 is an open neighborhood 
0 0 0 

. of H in cl and that f : Hl c cl -+ c2 is a map. If X E Hand f is Frechet differentiable at 
x, we define c(x) by 

c(x) = inf{.A. :=:: 0: lf'(x)(v)IJCxl:::; .A.Ivlx for all v E VI}, (1.44) 

where I · lx and I · IJCx) are norms on V1 and V2 respectively and are given by equation (1.9). 

Obviously, c(x) is just the norm of the linear map f'(x) : CV1, I · lx) -+ CV2, I · IJCxl). 

Corollary 1.2. Let C;, i = 1, 2, be a normal, Archimedean cone with nonempty interior in 
0 

a normed linear space V;. Let G and H be subsets of C1 with G c Hand assume that for 
any points x, y E G there exists a piecewise C1 minimal geodesic cp (with respect to Pi) with 
rp(O) = x, rp(1) = y and cp(t) E H for 0 :::; t :::; 1. (This condition will be satisfied if G and 

0 

H are as in Corollary 1.1). Let H1 be an open neighborhood of H, H1 C C1, and suppose 
0 

that f : H1 -+ C2 is continuously Frechet differentiable on Hr and that 

c0 = sup{c(x) : x E H) < oo, 

where c(x) is given by equation (1.44). If Pi denotes the part metric on C;, we have, for all 
x,y E G, 

P2(f(x), f(y)) :S cop! (x, y). (1.45) 

If c(x) < c0 except for countably many x E H, then strict inequality holds in equation (1.45) 
for x =/= y. 

Proof. Given X, y E G' there exists a piecewise C1 minimal geodesic cp : [0, 1] -+ H (with 
respect to p 1) with rp(O) = x and rp(l) = y. It follows that f(cp(t)) gives a piecewise C 1 map 

0 

from f (x) to f (y) with f (cp(t)) E C2 for 0 :::; t :::; 1. Using Theorem 1.1 and equation (1.44) 
we see that 

If c(z) < c0 except for countable many z E Hand if x =I= y, this calculation also shows that 

P2Cf(x), f(y)) < Co PI (x, y). D 
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Remark 1.6. Let notation be as in Corollary 1.2 and letS = { ( u7v) : t E JR.- { 0}, u, v E H}. 
For each x E H, define 

c(x) = inf{A. ~ 0: lf'(x)(v)IJCx) :S A.lvlx for all v E S} and co= sup{c(x): x E H}. 

Since q/ (t) lies in the closure of S whenever cp : [0, 1] ---+ His a piecewise C 1 map, the proof 
of Corollary 1.2 actually shows that for all x, y E G, 

P2Cf(x), f(y)) :S copr(x, y). 

It frequently happens that, in the notation of Corollary 1.2, c0 is the best possible Lipschitz 
constant for the map f. 

Specifically, we have 

Corollary 1.3. Let Ci and Vi be as in Corollary 1.2. Assume that G is an open subset of C1 , 
0 

and that f : G---+ C2. Iff is Frechet differentiable at x E G and c(x) is defined by equation 
(1.44), then 

. ( { p(f(y), f(x); C2) } 
c(x) = hm sup : 0 < p(y, x; C1) ::::; e ). 

s-+O+ p(y, x; Cr) 
(1.46) 

IF ko = inf{k: p(f(u), f(v); C2) ::::; kp(u, v; Cr)for all u, v E G}, then 

ko ~ sup{c(O : ~ E G and f is Frechet differentiable at n 
If, for all u, v E G, there exists a piecewise C1 minimal geodesic cp (with respect to the part 
metric) with cp(O) = u, cp(1) = v and cp(t) E G for 0 ::::; t ::::; 1, and iff is continuously 
Frechet differentiable on G, then 

k0 = sup{c(x): x E G}. 

Proof. Suppose that f is Frechet differentiable at a given point x E G and let S = {y E V1 : 

IY lx = 1}. If II · IIi is the given norm on V;, recall that II · llr is equivalent to I · lx and II · 11 2 is 
equivalent to I · IJCx). Thus, by definition of Frechet differentiability we have for all v E S, 

f(x+tv) = f(x)+tf'(x)(v)+R(tv) and lim (sup{t-1IR(tv)IJCx): v E S}) = 0. (1.47) 
t-+0+ 

By definition of c(x) we have 

c(x) = sup{max(M(f'(x)vjj(x)), -m(f'(x)vjj(x))): v E S}. (1.48) 

If v E S, we have that 
max(M(vjx), -m(vjx)) = 1. 

Since we also know that 

M((x + tv)jx) = 1 + tM(vjx) and m((x + tv)jx) = 1 + tm(vjx) 

we conclude that for 0 < t < 1 

p(x + tv,x) = max(log(l + tM(vjx)), -log(l + tm(vjx))) = t + R1(tv), (1.49) 
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wherelimHo+(sup{riJRI(tv)J: v E S}) = 0. 
A similar argument can be used to estimate p (f (x +tv), f (x)) for t > 0 small and v E S. 

By using equation (1.47) we see that for v E Sand 0 < t < 1 

M(f(x + tv)jf(x)) = M((f(x) + t(f'(x)v + t-I R(tv)))/f(x)) 

= 1 + tM((f'(x)v + ri R(tv))jf(x)) 

= 1 + tM(f'(x)v/f(x)) + R2(tv), 

where limHo+(sup{t-IJR2(tv)J ; v E S}) = 0. A similar argument shows that 

m(f(x + tv)/f(x)) = 1 + tm(f'(x)vjf(x)) + R3(tv), 

where limHo+(sup{t-IJR3(tv)J : v E S}) = 0. It follows that 

p(f(x +tv), f(x)) = max(log(1 + tM(f'(x)v/f(x)) + R2(tv)), 

-log(1 + tm(f'(x)vjf(x)) + R3(tv))) (1.50) 

= tmax(M(f'(x)v/f(x)), -m(f'(x)v/f(x)) + R4(tv), 

wherelimHo+(sup{t-IIR4(tv)l: v E S}) = 0. Ifweuseequations (1.48), (1.49) and (1.50), 
we find that 

. p(f(x), f(y)) 
c(x) 2:: hm (sup{ : 0 < p(x, y) ::S: t}). 

t-+O+ p(x, y) 
(1.51) 

On the other hand, given any 8 > 0, there exists v = v8 E S with 

c(x)- 8 ::S: max(M(f'(x)v/f(x)), -m(f'(x)vjf(x))) ::S: c(x). 

For this choice of v, equations (1.49) and (1.50) imply that 

. p(f(x +tv), f(x)) 
lun ( ) = max(M(f'(x)v/f(x)), -m(f'(x)v/f(x))) 2:: c(x)- 8, 

t-+o+ p x+tv,x 

arid this implies that equality holds in equation (1.51). 
Equation (1.46) immediately implies that 

ko 2:: sup{c(~) : ~ E G and f is Frechet differentiable at~}. 

If G is geodesically convex as described and f is ci on G, Corollary 1.2 implies that 
ko ::S: sup{c(x) : x E G}, so we have equality. D 

As we have already remarked, it is important to give a version of Corollary 1.2 for the case 
that f is locally Lipschitzian. 

0 

Corollary 1.4. Let C1, i = 1, 2, Vz, G and H be as in Corollary 1.2. Let H1 C C1 be an 
0 

open neighborhood of H and suppose that f : HI --7 c2 is locally Lipschitzian. Assume that 
there exists c0 =::: Oforwhich the following condition is satisfied: For every piecewise ci map 
1Jr : [0, 1] --7 HI and every h E C~ - {0} there exists a sequence (aj) c VI, dependent on h 
and 'ljr, such that limj-+oo aj = 0 and 

-. ( { lfth(f('ljr(t) + aj))l ( 1 ) , }) 
hmj-+oo ess sup h(f('ljr(t) + aj)) !1/r'(t)iy,ct) : 1Jr (t) =I= 0 ::S: co. (1.52) 
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Then it follows that for all x, y E G 

p(f(x), f(y); C2) :::=: cop(x, y; C1). 

Proof. Take points X, y E G, X =I= y, and let cp : [0, 1] ---7- H be a piecewise C1 minimal 
geodesic (with respect to the part metric) with rp(O) = x and rp(1) = y. Define f3 = 
exp(p(f(x), f(y); C2)) 2: 1, so 

{3-1 f(x) :::=: f(y) :::=: f3f(x). 

We know that either (1) f3f(x)- f(y) E ac2 or (2) f(y)- {3-1 f(x) E aC2. The Hahn­
Banach theorem implies that there exists h E q - {0} with h(f3f(x) - f(y)) = 0 (if case 
(1) holds) or h(f(y)- {3-1 f(x)) = 0 (case(2)). By using Proposition 1.1 and the definition 
of minimal geodesic one can see that rp' (t) =!= 0 wherever rp' (t) is defined. By assumption, 
there exists a sequence aj ---7- 0 with 

-. ( {1-fthCJ(rp(t)+aj)l( 1 ) }) 
hmj-+oo ess sup h(f( () ·)) I '()I : 0 :::=: t :::=: 1 :::=: c0 . cp t + a1 cp t rp(t)+a1 

(1.53) ~ 

(RecallthatthereexistS8j ---7- o+withlvlrp(l)+a1 ::::: (1+8j)lvlrp(t)andlvlrp(t)::::: (1+8j)lvlrp(t)+a1 

for all t, 0 :::=: t :::=: 1, and all v E V1. Thus we can replace the term 11fr'(t)11frCt) in equation 
(1.52) by 11fr'(t)11JrCI)+aJ). 

By definition of cp we have 

p(x, y; C1) = {I lcp'(t)lrp(t)dt =.lim t lcp'(t)lrp(t)+a1dt. Jo J-+oo Jo 
Given 8 > 0, equation (1.53) implies that for all j sufficiently large and almost all t we have 

I :t log(h(f (cp(t) + aj ))) I :::=: (co+ s) lrp' (t) lrp(t)+al' 

Integrating this inequality, we find 

llog(~~~~~:~~~)l = 11 1 
:tlog(h(f(cp(t)+aj)))dtl 

:::=: 11
l:tlog(h(f(cp(t)+aj)))ldt 

::; (co+ 8) 11 
[cp1(t)[rp(t)+a1dt. 

(1.54) 

Taking the limit as j approaches oo in equation (1.54) gives p(f(x), f(y); C2) = log(,B) = 

llog(~i}i~ii) I :::=: (co+ 8)p(x, y; C2), and since 8 > 0 was arbitrary, we have the desired 
estimate. 

Remark 1. 7. An examination of the proof of Corollary 1.4 shows that it would actually suffice 
to know that equation (1.52) is satisfied for all h E r, where r is some subset of q - {0} 
which is dense in q in the weak* topology on v; 0 

If V1 and V2 are finite dimensional, so that f is Frechet differentiable almost everywhere 
on H1, Corollary 1.4 takes a much simpler form. 
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Corollary 1.5. Let Ci, i = 1, 2, Vi, G and H be as in Corollary 1.2 and assume that V1 and 
0 0 

v2 are finite dimensional. Let HI c cl be an open neighborhood of Hand f : HI -+ c2 
a locally Lipschitzian map (so f is Frechet differentiable almost everywhere and c(x) as in 
equation (1.44) is defined for almost all x). Define co by 

co= ess sup{c(x) : x E HJ} (1.55) 

and assume that co < oo. Then it follows that for all x, y E G, 

p2(f(x), f(y); C2) ~ cop1(x, y; C1). (1.56) 

Proof. It suffices to verify equation (1.52). Let N c H1 be a set of measure zero such that 
f' (x) exists for all x E H1 \Nand c(x) ~ c0. Let 1fr : [0, 1] -+ H1 be a piecewise C1 map and 
selects> 0 so that1fr(t) +bE H1 for 0 ~ t ~ 1 and for all bE B8 := {y E V: IIYih < e}. 
The set N x [0, 1] has measure zero in V1 x R The map (a, t) E V1 x [0, 1] -+ (a -1/f(t), t) 
is locally Lipschitz and thus takes sets of measure zero to sets of measure zero. Therefore, 
E = {(b -1/f(t), t) :bEN, 0 ~ t ~ 1} has measure zero, so 

E1 ={(a, t): a E B8 , t E [0, 1], a+ 1/f(t) EN} C E 

has measure zero. It follows from Fubini's theorem that for almost all a E B8 , a+ 1/f(t) rf. N 
for almost all t E [0, 1]. Thus there exists asequenceai E Bs withai -+ 0 andai+1fr(t) rf. N 
for almost all t. By using the chain rule and the definition of co we see that for almost all t 

If h E q- {0} we see that for almost all t 

from which one easily derives equation (1.52). 

Remark 1.8. In Corollary 1.4 or 1.5 we could consider a decreasing sequence of open 
neighborhoods H{, j ~ 1, of H and define c~ by equation (1.52) or (1.55) for H{ = H1. If 
we define co= limj-HXl c~, equation (1.56) remains true. 

0 

Remark 1.9. Suppose that Ci, i = 1, 2, Vi, G and Hare as in Corollary 1.2, that H1 c C1 
0 

is an open neighborhood of H and that f : H1 -+ C2 is a locally Lipschitzian map. Suppose 
that y > 0 and that f is order-preserving (respectively, order-reversing) on H, and f(tx) ~ 
tY f(x) (respectively, f(tx) ~ t-Y f(x)) wheneverO < t ~ 1, x E H1 and tx E H1. One can 
prove (details are left to the reader) that equation (1.52) is satisfied with ai = 0 for all j and 
y =co. Thus Corollary 1.4 implies that for all x, y E G 

p(f(x), f(y); C2) ~ yp(x, y; C1), 

and we obtain a refinement of Proposition 1.2, case (b). 

In order to apply Corollary 1.2, one must estimate c(x). For the case of the standard cone 
Kn = {x E JRn : x; ~ 0, 1 ~ i ~ n }, this evaluation is easy. 
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Corollary 1.6. Let C1 = Kn c lRn and Cz = Km c lRm. Assume that G c H c C1 and 
that for any two points x, y E G there exists a piecewise C1 minimal geodesic <p (with respect 
to the part metric on C1) with <p(O) = x, <p(1) = y and <p(t) E H for 0 ::::; t ::::; 1. (See 

0 0 

Corollary 1.1). Let H1 C C1 be an open neighborhood of H and f : H1 -+ C2 a locally 
Lipschitz;ian map with coordinate component maps fi, 1 ::::; i ::::; m. If x E H, f is Frechet 
differentiable at x, and c(x) is defined by equation (1.44), then 

n a~· 
m.ax Cfi(x))-1 2:1(-' )Cx)lxi = c(x). 

l::::<:::m j=l axj 
(1.57) 

/jess sup{c(x) : x E H1} =co, then, for all x, y E G 

p(f(x), f(y); Cz) ::::; cop(x, y; C1). (1.58) 

If f is C1 on H, equation (1.58) remains valid if co in equation (1.58) is replaced by 
c = sup{c(x) : x E H}; and if c(x) < co except for countably many x E H, then for all 
X, y E G with X f y 

p(f(x), f(y); Cz) < cop(x, y; C1). 

Proof. By virtue of our previous results, it suffices to prove equation (1.57). Assume that 
x E H1, and f is Frechet differential at x and define y (x) by 

f... aji(x) 
y(x) = m.ax Cfi(x))-1 ~ 1--(x)lxi. 

l::;t::;m j=l axj 

Ifv E JRn and lvlx::::; 1, we have lvil::::; Xj for 1::::; j::::; nand 

n a~- n a~-12: -' (x)vjl::::; 2:1-' (x)lxi::::; y(x)fi(x), 1::::; i::::; m. (1.59) 
j=l axj j=l axj 

Equation (1.59) implies that 
lf'(x)(v)IJ(x) :S y(x), 

so c(x) ::::; y (x). Conversely, select k, 1 ::::; k ::::; m, so that 

m a~ 
2:1(-k)(x)lxi = y(x)fk(x). 
j=l axj 

Define v E JRn by Vj = BjXj, where Bj = sgn(~(x) ). Then we have that lvlx = 1 and 

n ajj 
L:Ca~(x))xi = y(x)fk(x). 
j=l x, 

We conclude that 
c(x) ~ lf'(x)(v)IJ(x) = y(x), 

which completes the proof. 0 

Corollary 1.6 generalizes Theorem 4.1 in [29]. 
In general the problem of estimating c(x) is nontrivial. However, there is one class of 

examples which can be reduced to the situation of Corollary 1.6. 
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Lemma 1.4. Let V be an n dimensional Banach space. Let hi, 1 :::; i :::; n, be continuous 
linear functionals on V and assume that the functionals are linearly independent. If C = 
{x E V : hi(x) ~ Ofor 1 :::; i :::; n}, C is a closed cone with nonempty interior in V. If 
L : V --+ Rn is defined by L(x) = (ht (x), hz(x), · · · , hn(x)), Lis one-one and onto and 

0 0 0 

L(C) = Kn. Forallx, y E C we have 

p(Lx, Ly; kn) = p(x, y; C) and d(Lx, Ly; Kn) = d(x, y; C). 

Proof. If L is not onto, then by taking a nonzero vector a in the orthogonal complement of 
the range of L, we get for all z E V 

n 

.L:>ihi(Z) = 0. 
i=l 

This implies that '2:::7=1 aihi = 0, which contradicts linear independence. It follows that Lis 
onto, and since dim(V) = dim(JRn), Lis necessarily one-one. By definition, C = L -! (Kn), 
where L -! is one-one, continuous and linear, soC is easily seen to be a closed cone. Because 
L and L -! are open maps, we have 

0 0 0. 0 

L(C) c Kn and L -t(Kn) c C, 

0 0 

which implies that L(C) = Kn. 
Applying case (b) of Proposition 1.2 implies that for all x, y E C 

p(Lx, Ly; Kn):::; p(x, y; C) and p(L - 1(Lx), L - 1(Ly); C):::; p(Lx, Ly; Kn), 

which implies equality. The argument for the projective metric is the same. D 

Corollary 1.7. Let Vt be a Banach space of dimension n and V2 a Banach space of dimension 
m. Let gi : Vt --+ JR, 1 :::; i :::; n, be n linearly independent, linear functionals and let 
hj : V2 --+ JR, 1 :::; j :::; m, be m linearly independent, linear functionals. Let Ct := 
{x E Vt : gi(x) ~ Ofor 1 :::; i :::; n} and Cz := {y E Vz : hj(y) ~ 0, 1 :::; j :::; m} 
and define Lt : Vt --+ Rn and Lz : Vz --+ 1Rm by Lt (x) = (g! (x), gz(x), ... , gn (x)) and 
Lz(y) = (ht (y), hz(y), ... , hm(Y)). Then Lt and Lz are one-one and onto, Ct and Cz are 

0 0 0 0 0 0 

cones, and Lt (Ct) = Kn and Lz(Cz) = Km. lfG is a subset ofCt and f : G--+ Cz a map, 
we have 

p(f(x), f(y); Cz):::; yp(x, y; Ct) for all x, y E G 

if and only if 

p(Lz!L}1u, LzfL}1v; Km)::; yp(u, v; Kn) for all u, v E Lr(G). 

Proof. This follows easily from Lemma 1.4 and is left to the reader. D 

Corollary 1.7 reduces a more general situation to the case of Corollary 1.6. 

2. Finsler structure and Lipschitz maps for Hilbert's projective metric. In this section 
we shall present analogues for Hilbert's projective metric of our previous results for the part 
metric. We begin with some convenient definitions. 
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Definition 2.1. A subsetS of a vector space V satisfies "condition R" ("R" for "radial") if, 
whenever x E S, it follows that Ax fj. S for A ~ 0 and A =f=. 1. If S1 and S2 are subsets of 
V which satisfy condition R, we say that St and S2 are "radially isomorphic" if, for each 
x E St, there exists Ax > 0 with AxX E S2 and for each y E S2, there exists f.Ly > 0 with 
f.Ly y E Sr. The one-one, onto map x --+ Ax X of St onto S2 is called the "radial isomorphism." 

Now suppose that Cis an Archimedean cone in areal vector space V and that u E C- {0}. 
If Stand S2 are subsets of P(u) and each satisfies condition Rand if di denotes the restriction 
of Hilbert's projective metric d to Si x Si, then Lemmas 1.1 and 1.2 imply that (Si, di) is a 
metric space. If St and S2 are radially isomorphic by a radial isomorphism <I> : S1 --+ S2, 
then <I> is an isometry of (Sr, dt) onto (S2, d2). 

We wish to describe a Finsler structure for (Si, di), at least when Si is radially isomorphic 
to a convex set. Recall that by working in CVu, I · lu) we may as well assume initially that C 

0 0 

is a normal, Archimedean cone in a normed linear space (V, II · JJ) and that u E C. If x E C 
and y E V, we abuse notation and write 

Wx(y; C):= w(yjx; C), (2.1) 

where w(y jx; C) is as in equation (1.3). We leave to the reader the verification that Wx is a 
continuous seminorm on V and that wx(y; C) = 0 if and only if y =AX for some A E R If 
Cis obvious, we shall write Wx(Y) instead of wx(y; C). 

Our next theorem gives the promised Finsler structure. 

Theorem 2.1. Let C be a normal, Archimedean cone with nonempty interior in a normed 
0 0 

linear space (V, II · JJ). Let G C C be a convex set and assume that G C H C C. Let :E 

denote the set of piecewise C1 maps cp : [0, 1] --+ C such that cp(t) E H for 0 :::; t :::; 1. For 
any points x, y E G we have (see equation (2.1)) 

d(x, y; C)= min{j; Wrp(t)(cp1(t))dt: cp E :E, cp(O) = x and cp(l) = y}. (2.2) 

Proof. To prove that the right hand side of equation (2.2) is less than or equal to the left hand 
side, consider cp(t) = (1- t)x + ty. (Note that cp E :E because G is convex). If we define 
a= m(y jx; C) and f3 = M(y jx; C), the reader can verify (seep. 26 in [36]) that 

m(cp'(t)/cp(t); C)= (a-1)[1+t(a-1]-1 and M(cp'(t)jcp(t); C)= (f3-1)[1+t(f3.-l)r1. 

It follows that 

11 wrpct)(cp' (t))dt = 11 
{({3 - 1)[1 + t(f3 -1)]-1 - (a- 1)[1 + t(a- 1)r1} 

= log({3ja) = d(x, y; C). 
(2.3) 

Conversely, suppose that 1Jr E :E, 1/r(O) = x and 1jr(1) = y. For convenience we assume that 
1Jr is C 1; the argument for the piecewise C1 case requires only minor changes. The reader 
can verify that y(t) := m(1Jr'(t)/1Jr(t); C) and 8(t) := M(1Jr'(t)/1Jr(t); C) give continuous 
functions of t' 0 :::; t :::; 1. Because f3x - y E a c and y - ax E a c' an application of the 
Hahn-Banach theorem as in the proof of Theorem 1.1 shows that there exist continuous linear 

0 

functionals ht and h2 on V with hi(Y) > 0 for ally E C, i = 1, 2, hr(f3x- y) = 0 and 
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' 0 

h2(y- ax) = 0. Let h denote any continuous linear functional which is positive on C. We 
know that 

y(t)1jr(t) :s 1/r'(t) :s 8(t)1jr(t), 

which implies that 

(t) < h(1fr'(t)) = ~ lo (h('''(t)) < o(t) o _< t _< 1. 
y - h(1jr(t)) dt g '!' - , 

Integrating this inequality gives 

11 y(t)dt :s log(h(y)) :s 11 o(t)dt. 
o h(x) o 

Taking h = h 1 or h2 we conclude that 

log(fJ) :s 11 
o(t)dt and -log(a) :s -11 

y(t)dt. 

It follows that 

fJ 11 11 log(-)= d(x, y; C) :s . [o(t)- y(t)]dt = wtcl)(1/r'(t))dt. 
a o o 

0 

0 

Remark 2.1 Wojtkowski [55] has observed that (Kn, d) can be given a "Finsler structure" 
as in Theorem 2.1. (In this case, the "Finsler structure" amounts to a continuously varying 

0 

seminorm Wx, x E Kn). However, the argument in [55] depends on special features of Kn. 
0 

In fact define <P : Kn -+ JR_n by 

<P(x) := log(x) -logx1, logx2, ... , logxn), 

so <P is coo, H and onto. Define a seminorm q on JR.n by 

q(y) = maxyi- minYi· 
i i 

0 

It is observed in Proposition 1.7, p. 22, in [36] that for all x, y E Kn, 

d(x, y; Kn) = q(<P(x)- <P(y)). 

0 

Thus <P is an "isometry" of (Kn, d) onto (JR.n, q). The obvious Finsler structure on (JR.n, q) 
0 

induces one on (Kn, d) by using <P; and for C = Kn, this is precisely the Finsler structure in 
0 

Theorem 2. If S = {x E Kn : Xn = 1} and W = {y E JR.n : Yn = 0}, (S, d) is a metric space 
the restriction of q toW is a norm, and <P : (S, d) -+ (W, q) gives an ordinary isometry; see 
Proposition 1.7 in [36]. 

0 

As in the case of Theorem 1.2, it is useful to allow maps 1jr : [0, 1] -+ C which are only 
Lipschitz, and this poses no difficulties if dim(V) < oo. The proof of the following theorem 
is very similar to that of Theorem 1.2 and is left to the reader. 
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Theorem 2.2. Let C be a closed cone with nonempty interior in a finite dimensional Banach 
0 0 

space (V, II · II). Let G C C be a convex set and assume that G C H c C. Let :E denote 
0 

the set of Lipschitz maps <p : [0, 1] --+ C with <p(t) E H for 0 ::S t ::S 1. If <p E :E, <p is 
Frechet differentiable almost everywhere, t--+ <p1(t) is essentially bounded and measurable 
and t --+ (J)rp(t)(<p'(t)) is essentially bounded and measurable. For any points x, y E G we 
have 

d(x, y; C)= min{j; (J)rp(t)(<p'(t))dt: <p E :E, <p(O) = x and <p(1) = y}. 

If C and V are as in Theorem 2.1 we know that there exist continuous linear functionals 
0 

h : V --+ JR. which are positive on C. As usual, we define C* to be the set of continuous linear 
0 

functionals which are nonnegative on C (soh E C*- {0} implies h(x) > 0 for all x E C). 
For h E C* - {0} we define 

0 

Sh = {x E C: h(x) = 1}, (2.4) 

and we note that Sh satisfies condition Rand that if h1, h2 E C*- {0}, Sh1 and Sh2 are radially 
isomorphic. 

As in the case of the part metric, we want to compute the Lipschitz constant of a map f 
with respect to Hilbert's projective metric. As a first step we have 

Theorem 2.3. Let Ci, i = 1, 2, be a normal Archimedean cone with nonempty interior in a 
normed linear space (Vi, II · IIi). Suppose that hE C1*- {0}, Sh is given by equation (2.4), 

0 

and G c Sh is open in the relative topology on Sh· Assume that f : G --+ C2 is Frechet 
differentiable at x E G and define 

A.(x) = inf{).. > 0: (J)f(x)Cf1(x)(v)) ::S )..(J)x(V) for all V E V1 With h(v) = 0} (2.5) 

and 
. ( d(f(y), f(x)) ) 

A*(x) = hm sup{ d( ) : 0 < d(y, x) ::S e, y E Sh} . 
e-+0+ y, X 

(2.6) 

Then it is true that A*(x) = A.(x). 

Proof. Let :E = {v E V1 : h(v) = 0, (J)x(v) = 1}. If v E :E, define f3 = M(vjx) and 
a= m(vjx), so f3- a= 1 and 

h(v) 
a ::S (h(x)) = 0 ::S (3. 

It follows that for 0 < t < 1 and v E :E, M((x + tv)jx) = 1 + tf3, m((x + tv)jx) = 1 + ta 
and 

d(x +tv, x; C1) = log(l + tf3) -log(l + ta) = t(f3- a)+ R(tv) = t + R(tv), 

lim (sup{t-1 R(tv) : v E :E}) = 0. 
t-+O+ 

(2.7) 

For convenience, write A*= A*(x) and A= A.(x). If v E :E and we write 

y = m((f'(x)v)jf(x)) and 8 = M((f'(x)v)jf(x)), 

the definition of A implies that 0 ::S 8 - y ::S A.. By definition of the Frechet derivative 
(recalling that I · lt(x) is equivalent to II · ll2) we have for v E :E and 0 < t < 1 

f(x +tv)= f(x) + f'(x)(v) + R1(tv), lim (sup{t-11RI(tv)ltCx): v E :E}) = 0. (2.8) 
t-+0+ 
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It follows from equation (2.8) that 

M(f(x + tv)jf(x)) = 1 + t8 + R2(tv), m(f(x + tv)jf(x)) = 1 + ty + R3(tv), 

lim (sup{t-1 Rj(tv): v E :E}) = 0, j = 2, 3. (2.9) 
t-+O+ . 

We conclude from equation (2.9) 

1 + t8 + R2(tv) 
d(f(x +tv), f(x); C2) = log( 1 ) = t(8- y) + R4(tv), 

+ ty + R3(tv) (2.10) 
lim (sup{r1 R4(tv) : v E :E}) = 0. 

t-+0+ 

It follows easily from equation (2.7) and equation (2.10) that given any B > 0 there exists 
1J > 0 such that for all v E :E and 0 ~ t ~ 1J, 

d(f(x +tv), f(x)) 
----"---'------'-....:........:_.:...:... < A + B, 

d(x+tv,x) -

and this implies that A* ::; A. On the other hand, given any B > 0, there exists v = v8 E :E 
with M(f'(x)vjf(x)) = 8, m(f'(x)vjf(x)) = y and 8- y 2: A- B. For this choice of v, 
equations (2.7) and (2.10) imply 

I. d(f(x +tv), f(x)) 
1m = 8- y > A- B. 

t-+O+ d(x +tv, x) -
(2.11) 

Since B > 0 is arbitrary, we conclude from equation (2.11) thatA* 2: A. 

With the aid of Theorem 2.3 we can describe precisely the Lipschitz constant (with respect 
0 

to the projective metric) of a map f : G c Sh --+ C2. 

Theorem 2.4. Let Ci, i = 1, 2, be a normal Archimedean cone with nonempty interior in a 
normed linear space (Vi. II · IIi). For h E C1*- {0}, let Sh be given by equation ( 2.4) and 

0 

let G c C, be a convex subset of Sh and r = {u - v : u, v E G}. Assume that H c Sh 
0 

is an open neighborhood of G (in the relative topology on Sh) and that f : H --+ C2 is a 
continuously Frechet differentiable map. For x E H define A(x) by 

A(x) = inf{A. > 0: Wf(xlCf'(x)(v)) ~ AWx(v)for all v E r}. (2.12) 

If we define Ao and ko by 

Ao = sup{A(x) : x E G} 

ko = inf{k > 0: d(f(x), f(y)) :S kd(x, y)for all x, y E G}, 
(2.13) 

then ko :S Ao. If the relative interior of G in Sh is nonempty, then Ao = ko. If A(x) < Ao 
except for countably many x E G, then for all x, y E G with x =/= y, 

d(f(x), f(y)) < Aod(x, y). (2.14) 
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Proof. Suppose thatx, y E G, x =/:- y, define rp(t) = (1- t)x + ty, 0 ~ t ~ 1, and note that 
0 

1/f(t) = f(rp(t)) is a C1 map from f(x) to f(y) in Cz. Theorem 2.1 implies that 

1 . 1 

d(f(x), f(y)) ~ 1 (J)f(rp(t))Cf'(rp(t))(y -x))dt ~ 1 A.(rp(t))(J)rp(t)(Y -x)dt. (2.15) 

If we recall that )..(rp(t)) ~ Ao and use equation (2.3) we find that 

d(f(x), f(y)) ·~ Ao 11 
(J)rp(t)(Y- x)dt = Aod(x, y), (2.16) 

sok0 ~ Ao. IfA(z) < Ao exceptforcountably many z andx =f:. y, we find that(J)rp(t)(y-x) > 0 
for 0 ~ t ~ 1 and )..(rp(t)) < Ao except for countably many t, so equation (2.15) implies 
equation (2.14). 

·o 

If G has nonempty relative interior Gin Sh, then U1>0tr = {v E V1 : h(v) = 0}, so if 
A.(x) is defined by equation (2.12) we have 

A.(x) = inf{A. > 0: (J)f(x)(f'(x)v) ~ A(J)x(V) for all v E V1 with h(v) = 0}. 

0 0 0 

It is well known that (1- t)x + ty E G whenever x E G, y E G and 0 ~ t < 1, so G is 
certainly dense in G. Also, by using Proposition 1.1, one can see thatx --+ )..(x) is continuous 
on G, so we conclude that 

0 

Ao := sup{A.(x) : x E G} = sup{)..(x) : x E G}. 

Similarly, using Proposition 1.1, we see that 

0 

ko = inf{k > 0: d(f(x), f(y)) ~ kd(x, y) for all x, y E G}. 

0 

Thus, for purposes of proving that A.o ~ ko, we may as well assume that G =G. However, 
using the notation of Theorem 2.3, we have 

0 0 

A.o = sup{A.(x) : x E G} = sup{)..*(x) : x E G} ~ k0 , 

which completes the proof. D 

If Vis a vector space and x, y E V- {0} we say that "x andy lie on the same linear ray" 
if there exists s > 0 withy = sx. If V1 and V2 are vector spaces and U c V1, we say that 
f : U --+ V2 is "ray-preserving" if whenever x, y E U - {0} and x and y lie on the same 
linear ray, then f (x) and f (y) are nonzero and f (x) and f (y) lie on the same linear ray. 

Corollary 2.1. Suppose that Ci, i = 1, 2, is a normal, Archimedean cone with nonempty 
0 0 

interior in a normed linear space CVi, II · IIi) and that U C C1 is a convex set with U =f:. 0 

and tU c U for all t > 0. Let f : U --+ C2 be a C1 map which is ray preserving. For each 
x E U define j_(x) and j_o by 

j_(x) = inf{c > 0 : (J)f(x) (f' (x)v) ~ C(J)x(v) for all v E Vi}, j_o = sup{j_(x) : x E U}. 
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Define ko by 

ko = inf{c > 0: d(f(x), f(y); C2) :S: cd(x, y; CI)for all x, y E U}. 

Then it follows that Xo = ko. 

Proof. Selecth E CI* -{0} and define G = {x E U: h(x) = 1}. Ifko is defi~ed by equation 
(2.13), we obviously have ko :S: ko. On the other hand, if x, y E U, there exists, t > 0 
with sx, ty E G; and the ray-preserving property off gives positive numbers a and -c with 
f(sx) = af(x) and f(tx) = -cf(x). Thus we find that 

d(f(x), f(y)) = d(f(sx), f(ty)) :S: kod(sx, ty) = kod(x, y), 

so ko :S: k and ko = ko. 
By definition of ray-preserving, for s > 0 and x E U, there exists a positive real g(s, x) 

with 
f(sx) = g(s, x)f(x). 

We leave to the reader the exercise of proving that g is continuous on its domain. If x E U 
we have that 

(f'(x))(x) = lim[f(x + tx)- f(x)] = lim(g(l + t, x) -l)f(x) = g'(l, x)f(x), 
~0 t ~0 t 

where g'(t, x) denotes the derivative oft-+ g(t, x). (The fact that f'(tx) exists implies that 
g'(t, x) exists.) Let A.(x) be defined by equation (2.5) for x E U. If u E VI and x E U, we 
can write 

u=v+sx, 
h(u) 

s= h(x)' 

so h(v) = 0. Using the properties of Wx and Wf(x) and writing "C = g'(l, x), we obtain 

Wf(?:)(f'(x)u) = Wf(x)Cf'(x)v +sf'(x)x) = Wf(x)Cf'(x)v + -csf(x)) 

= Wf(xJ(f'(x)v) :S: A.(x)wx(v) = A.(x)wx(u). 

This calculation shows that X(x) :S: A.(x). The opposite inequality is obvious, so X(x) = A.(x) 
for x E U. 

WeclaimthatX(sx) =X(x)fors > Oandx E U. Assumingthisfactforthemomentand 
using Theorem 2.4 we see that 

X= sup{A.(x) : x E G} = k0 = k0 • 

To prove that X(sx) = X(x), we need an expression for f'(sx)(s > 0, x E U) in terms of 
f' (x) and derivatives of g. For v E VI we have 

f'(sx)(v) = s-Ilim[f(s(x +tv))- f(sx)] 
t-+0 t 

= s_1 lim{g(s, x)[f(x +tv)- f(x)] + [g(s, x +tv)- g(s, x)]f(x +tv)}. 
~0 t t . 
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It follows from this equation that 

1 1 1 1 . {[g(s,x+tv)-g(s,x)] .} 
f (sx)(v) = s- g(s, x)f (x)(v) + s- hm f(x +tv) . 

t-+0 t 

Because g is continuous and f is differentiable at x we conclude that 

lim[g(s,x +tv)- g(s, x)J[f(x +tv)- f(x)] = 0 and 
t-+0 t 

lim[g(s, x +tv)- g(s, x)]f(x +tv)= lim[g(s, x +tv)- g(s, x)]f(x) 
t-+0 t t-+0 t 

: = cp(s, x, v)f(x). 

It follows that 

f 1(sx)(v) = s-1 g(s, x)f1(x)(v) + s-1cp(s, x, v)f(x), 

wherecp(s,x, v) = limt-+o[g(s,x+t~)-g(s,x)] andthelimitexists. Usingthisformulafor f 1(sx) 

we see that for v E V, x E U and s > 0, 

WJ(sx)Cf1(sx)v) = s-1Wf(x)Cf1(x)v) and Wsx(v) = s-1wx(v), 

which implies that X(sx) = 5:.(x). D 
0 

Corollary 2.2. Let Ci (i = 1, 2), Vi and U c C1 be as in Corollary 2.1. Assume that 
0 

L : V1 -+ V2 is a bounded linear map and that L(U) C C2. Define numbers N(L; U) and 
k(L, U) by 

N(L; U) = inf{c 2: 0 : w(Ly jLx; C2) ::S cw(y jx; C1) for all x, y E U} 

k(L; U) = inf{c 2: 0: d(Ly, Ly; C2) ::::; cd(y, x; C1) for all x, y E U}. 

Then N(L; U) = k(L; U). 

Proof. Because L is bounded and linear, we know that if f(x) = L(x) for x E U, then 
f 1 (x) ( v) = L( v) for x E U, v E V1. The reader can verify with the aid of Proposition 1.1 

0 0 

that N(L; U) = N(L; U) and k(L; U) = k(L; U), so we may as well assume U is open. If 
we define j,(x) (for x E U) by 

j,(x) = inf{c > 0: w(LyjLx)::::; cw(yjx) for ally E U}, 

then one can easily verify that j,(x) = J:.(x), where X(x) is as in Corollary 2.1. If 5:.0 and k0 

are as in Corollary 2.1, it follows that 

5:.0 = sup{j,(x) : x E U} = N(L; U) = k0 = k(L; U), 

which completes the proof. D 
0 0 

Remark 2.2 If U i= C1, the fact that k(L; U) = N(L; U) is new. However, if U = C, 
one usually writes k(L) = k(L; U) and N(L) = N(L; U), and it has long been known that 
N (L) = k(L). In fact, if one defines fl (L) by 

0 

fl(L) = sup{d(Lx, Ly; C2): x, y E CI}, 
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beautiful classical results assert that 

N(L) = k(L) = tanh((i)~(L)), (2.17) 

where tanh( oo) = 1. Descriptions of these and related results and references to the literature 
are given in [36], pp. 42-45. An elementary, self-contained approach to equation (2.17) is 
given in [19] where it is shown that equation (2.17) is valid if vi is areal vector space, ci c vi 
is a cone which need not be almost Archimedean or have an interior, and L : V1 --+ V2 is a 
linear map with L(CI) c C2. 

Remark 2.3 In [19] the problem of evaluating k(L) = N(L) for a general positive linear 
operator Lis reduced to the case that C1 = C2 = K 2 c JR2 and Lis given by the matrix 

( a (1- a)) 
(1- a) a ' 

1 
2=::a<l. 

More generally, for a :::: ~, define a linear map f : JR2 --+ JR2 by f (x1, x2) = (ax1 + (1 -
a)x2, (1- a)x1 + ax2). For 0 < 8 =:: ~,define 

0 

G8={(~+t,~-t):iti<8}CK2 and U8={sx:xEG8,s>0} 

and note that 
f(~ + t, ~- t) = (~ + ct, ~- ct), c = 2a- 1, 

0 

so f(U8) c K 2 if 0 < 8 =:: ~ and 0 < c8 =:: ~· If xt = (~ + t, ~ - t) for it! =:: ~ and 
v = (1, -1), Theorem 2.4 and Corollary 2.2 imply that 

k(f; U8) = N(f; U8) = sup{wf(x')(f'(xt)v)(Wxt(v))-1 : it!< 8} 

= sup{c(1- 4t2)(1- 4c2t2)-1 : it! < 8}. 

It follows that for 0 =:: 8 =:: ~ and 0 =:: c8 =:: ~' c := 2a- 1, 

{ 
c := 2a -1, 

N(f; U8) = k(f; U8) = c(1- 482)(1- 4c282)-l' 
iq =::a =:: 1 

if a> 1. 

In the case that 8 = ~ and~ =::a=:: 1, one can check that c = tanhC-!~Cf)) 
As in the case of the part metric, it is useful to have versions of our theorems in which f is 

only assumed locally lipschitzian. For simplicity we restrict attention to the case that Vt and 
v2 are finite dimensional. 

Theorem 2.5. Let Ci, i = 1, 2, Vi, h, Sh and G be as in the statement of Theorem 2.4. 
0 

Assume that dim(V1) = n < oo, dim(V2) = m < oo, that Ci is closed, and that G, the 
0 

relative interior of G in Sh, is nonempty. Let f : G --+ C2 be locally lipschitzian, so f 
0 

is Frechet differentiable as a map from G to C2 almost everywhere with respect to (n - 1) 
0 

dimensional Lebesgue measure on Sh. For x E G such that f is Frechet differentiable at x, 
define 

A.(x) = inf{c > 0: Wf(xJCf'(x)(v)) =:: cwx(v)for all v E Vt with h(v) = 0}, 
0 

A.o = ess sup{A.(x) : x E G}. 
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lfwe define ko by 

ko = inf{k > 0: d(f(y), f(x))-::;. kd(y, x)for ally, x E G}, 

then A.o = ko. 

0 

Proof. By using Proposition 1.1 and recalling that G c CI> one can see that 

ko = inf{k > 0: d(f(y), f(x)) -::;. kd(y, x) for ally, x E Ci} 

Theorem 2.3 implies that (for A.*(x) as in equation (2.6)) 

0 

ko ~ sup{A.*(x) : x E G} ~ A.o. 

0 

By definition, there exists a set N C G of (n -I)-dimensional measure zero such that 
0 

f' (z) exists for z E G\N and A.(z) -::;. A.a. If x, y E G and x f. y, we know that x- y E C1 or 
y- X E cl and cl is closed, so the Hahn-Banach theorem implies that there exists hl E cr 
with h1 (x) f. h1 (y). 

Select r > 0 and define 

so Tr is a ball of radius r in an (n - 2)-dimensional affine linear subspace W1 c V1 and 
Tr C G for r small. For(~, t) E Tr X [0, 1), we define 

<I>(~, t) = (1- t)~ + ty. 

It is an easy exercise (left to the reader) to prove that <I> is one-one and C00 and that the Frechet 
derivative of <I> (as a map from an open subset of W1 x JR. to Sh) is one-one for all (~, t) E Tr x 
[0, 1). It follows by the change of variables formula that{(~, t) E Tr x [0, 1): <I>(~, t) EN} 
has measure zero. Fubini's theorem implies that for almost all~ E Tr, <I>(~, t) fj. N for almost 
all t E [0, 1]. It follows that there exists ~j --+ x, ~j E Tn and f is Frechet differentiable at 
<I>(~j, t) and A.(<I>(~j, t)) -::;. A.o for almost all t. As in equation (2.15) and (2.16), this gives 

d(f(~j), f(y)) -:s. A.od(~j, y). 

Taking the limit as j --+ oo implies that d (f (x), f (y)) :::; A.0d (x, y). This shows that ko :::; A.0 

and completes the proof. 0 

The usefulness of Theorem 2.4 depends on·estimating A.(x) in equation (2.12). In general 
this seems a difficult problem, but in the special case C1 = Kn, V1 = JR.n, one can give an 
explicit formula. We begin with a simple lemma whose proof is left to the reader. 

Lemma2.1. Let (V, 11·11) be anormed linear space, andfonfr E V*- {0} define V,y = {y: 
1jr(y) = 0}. Ifx is a fixed element ofV with 1jr(x) f. 0, define L,y: V--+ V by 

( 1jr(y)) 
L,y(Y) = y- 1jr(x) x. (2.18) 
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Then Lt is a continuous linear projection onto Vt, so Lt(V) C Vt and Lt(Y) = y for all 
y E Vt. If8 E V*- {0}, 8(x) -=f. 0 and 

then LtLe = Lt and LeLt = Le, soLe I Vt is a one-one bounded linear map ofVt onto 
Ve, with inverse Lt I V8. IfC is a normalArchimedean cone with nonempty interior in V and 

0 

x E C then wx(y) := w(y jx; C) gives a seminorm on V. lf8, 1fr E C*- {0}, the restriction 
of Wx to Ve (respectively, Vt) gives a norm on Ve (respectively, Vt) which is equivalent to 
the restriction of!· lx or II· II to Ve (respectively, Vt)· The mapLe I Vt is an isometry of 
(V 1ft, Wx) onto CVe , Wx), 

Remark 2.4. Proposition 1.1 implies that I · lx and II · II are equivalent norms on V, so in 
proving Lemma 2.1 it suffices to show that the restrictions of Wx and I· lx to Ve give equivalent 
norm. However, it is easy to check that for all u E Ve, 

Julx ~ wx(u) ~ 2Julx· 

Remark 2.5. If E (x; 1fr) denotes the set of extreme points of {y E V 1ft : wx(y) ~ 1}, thefact 
that Le I Vt is a linear isometry onto Ve implies that E(x; 8) = Le (E(x; 1/r)). 

Before continuing, it is convenient to introduce some further notation. For positive integers 
n we define 

ln={iEN:1~i~n}. 

If 1 C In and J -=f. 0, we define P1 : 1Rn -7- 1Rn by 

{ 
Xj, 

PJ(x) = y, Yj = O, 

If J C In, J' will denote the complement of J in ln. 

if j E] 

if j rf. J. 

(2.19) 

(2.20) 

0 

Proposition 2.1. Let C := Kn c 1Rn := V and assume that x is a given point in C. Suppose 
that 1fr E C*- {0} and define Vt = {y E V : lfr(y) = 0}, wx(y) := w(yjx; C) and 
B(x; 1/r') = {y E Vt: wx(y) ~ 1}. If J C In and J -=f. 0, define 

)./ = 1/r(PJx) and 
lfr(x) 

x 1 = PJ(x)- )./ x = Lt(PJ(x)), 

(2.21) 

(2.22) 

where P1 is given by equation (2.20). If E(x; 1/r) denotes the set of extreme points of B(x; 1/r), 
we have 

E(x; 1/r) = {x 1 : J C In, J -=f. 0 and J -=f. In}. (2.23) 

Proof. Define 8 E C*- {0} by 8(y) = Yn for ally E JR», so Ve = {y E lRn : Yn = 0}. We 
shall first determine E(x; 8). For any y E Ve we have 

M(yjx) = m~x ei) 2:: en)= 0 and m(yjx) = m.in e;) ~en)= 0. 
!~t~n X; Xn !~t~n X; Xn 
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We know that Wx I Ve is a norm, so all extreme points y of B(x; 8) satisfy wx(Y) = 1. Thus, 
if y is an extreme point of B(x; 8) and r = M(y jx) and s = m(y jx), we know that r :=: O, 
s ::::; 0 and r - s = 1, so 0 ::::; r ::::; 1 and s = r - 1. We define subsets lr, 12 and h of In by 

1! = {j: (Yj) = r}, h = {}: ej) = r -1} and 13 = {j: r -1 < Yj < r}. 
~ ~ ~ 

Our remarks above show that 11 and hare nonempty subsets of In. If h contains an element 
k =I= n, select 8 > 0 and define points y andy in Ve by Yi = Yi = Yi fori =I= k and Yk = Yk + 8 

and Yk = Yk - 8, If 8 is chosen sufficiently small, we have wx(y) = 1 and Wx(Y) = 1, so 
y, y E B(x; 8). However, we also have that 

which contradicts the assumption that y is an extreme point of B(x; 8). Thus his empty or 
13 = {n}. 

We next claim thatr = 0 orr = 1. If not, so 0 < r < 1 andn E h, select8 > 0 and define 
y E Ve and y E Ve by Yj = Yj = Yj for j E 13, Yj = (r + 8 )xj for j E 11, Yj = (s + 8 )xj 
for j E h Yj = (r- 8)Xj for j E 11 and Yj = (s- 8)Xj for j E h For 8 > 0 sufficiently 
small we have 

0<r±8<1 

and 

M(Yjx)=r+8, m(Yjx)=s+8, M(yjx)=r-8, m(yjx)=s-8. 

It follows that, for 8 > 0 small, y, y E B(x; 8) and 

This contradicts the assumption that y is an extreme point of B(x; 8). Thus we see that r = 0 
orr = 1 and that n </. h, so his empty. 

It follows from the above remarks that if y E E (x; 8), then y = P 1 x or y = - P 1 x, where 
1 c I,, 1 is nonempty and n </. 1. Conversely, we claim that every such point ±P1x is an 
extreme point of B(x; 8). For suppose that P1x = ~CY + y) for y, y E B(x; 8). We know 
that if y E B(x; 8) then Yi ::::; Xi for all i. In particular Yj ::::; Xj and Yj ::::; Xj for j E 1, and 
since we assume that 

Xj = ~(Yj + Yj) for j E 1, 

we must have that Yj = Yj = Xj for j E 1. However, we also know that Wx (Y) :S 1 and 
Wx (y) ::::; 1, so we must have that Yj :=: 0 and Yj :=: 0 for all j. We have 

so Yj = Yj = 0 for j <f. 1, and P1 x = y = y. This shows that P1 x is an extreme point of 
B(x; 8), which implies that -P1x is also an extreme point. 

It is convenient to describe the set of extreme point of B(x; 8) in a more symmetric way. 
We claim that 

E(x; 8) = {P1x- ( 8 ~~~~l)x : 1 is a proper, nonempty subset of In}. (2.24) 
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If J is a nonempty subset of In and n rj J, we find that 

If J is a proper subset of In and n E J, then 8(P1x) = 8(x) and 

8(P,x) 
P1x- (--)x = P1x- x = -Pp(x). 

8(x) 

If we note that n rj F, we see that the right hand side of equation (2.24) is precisely {±P,x : 
J c In, J nonempty, n rj J}, which we have already seen equals E(x; 8). 

In the notation of Lemma 2.1, 

E(x; 8) = {Le(P,x) : J is a proper, nonempty subset of In}. 

If 1Jr E C* - {0} and if we use Lemma 2.1 and Remark 2.5 we see that 

E(x; 1/r) = {Lifr(Le(P,x)): 1 c In, 1 "/=- 0, J "/=-In} 

= {Ly;(hx): 1 C In, 1 "/=- 0, 1 "/=-In}. 0 

With the aid of Proposition 2.1 we can give a useful formula for A.(x) in the case that 
Cl = Kn. 

Corollary 2.1. Suppose that C1 = Kn c JR.n; andfor 1Jr E Cf - {0}, define Sy; = {y E 
0 

C1 : 1Jr (y) = 1 }. Let C2 be a normal, Archimedean cone with nonempty interior in a normed 
0 

linear space V2. Assume that x E Sifr, His an open neighborhood ofx and f : H ---7 C2 is 
a map which is Frechet differentiable at x. Define A.(x) by 

A.(x) = inf{A. > 0: WJ(x)Cf'(x)v):::; A.wx(v)forall v E JR.n with 1Jr(v) = 0}. 

If x 1 is defined by equation (2.22), then 

A.(x) = max{WJCxJ(Cf' (x)(x1 ); Cz) : J a nonempty, proper subset of In}. (2.25) 

If V2 = JR.m, Cz = Km and f; (y), 1 :::; i :::; m, denotes component i off (y), then 

where A.1 is given by equation (2.21). If, in addition, we have either (a) f'(x)(x) :::; yf(x) 
and Cij := (fi(x))-1¥x:(x) 2: Ofor 1 :::; i :::; m, 1:::; j :::; nor (b) f'(x)(x) 2: -yf(x) and 

J 

-C;j := (f;(x))-1 ~~ (x):::; Ofor 1:::; i:::; m, 1:::; j:::; n, then 

(2.27) 
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where the minimum in equation (2.27) is taken over 1 C In, 1 =!= 0, 1 =!= In, and integers 
i, k with 1 :::: i, k :::: m. 

Proof. In the notation ofProposition2.1, the extreme points of B(x; lfr) are thepointsx', 1 c 
In, 1 =!= 0 and 1 =!=In. Since the Krein-Milman theorem implies that every element of B(x; lfr) 
is a convex combination of extreme points, equation (2.25) follows easily. Equation (2.26) 
follows from equation (2.25) and from the formula for CVJ(x) (y; C2) when c2 = Km. If we 
substitute x- PJ'x for P,x and x- P,x for PJ'x in equation (2.26), we obtain 

CVJ(x)U'(x)(x'); C2) = ll).ax {c1- A.')fi(x)-1 f((x)(x) +A.' fk(x)- 1 f{(x)(x) 
L,k 

- fi(x)-1 f((x)(PJ'x)- fk(x)- 1 f{(x)(P,x) }· 

If condition (a) holds, we obtain from equation (2.28) 

CVJ(x)U'(x)(x'); C2) ::':: y- II_J.in(L>kjXj + L>ijXj) 
<,k jEJ jEJ1 

which gives equation (2.27). If condition (b) holds, a similar argument gives 

CVJ(x)(f'(x)(x'); C2) ::':: Y- II_I.in(:L.>kjXj + I>ijXj), 
L,k jEJ' jEJ 

which again gives equation (2.27). D 

(2.28) 

Remark 2.6. If condition (a) or condition (b) in Corollary 2.1 is satisfied and C denotes the 
m x n matrix ( Cij), one can see from equation (2.27) that if C C* has all positive entries, then 
A.(x) < y. 

3. Applications to ordinary differential equations. In this section we shall describe 
some applications of our previous results to ordinary differential equations in finite dimen­
sional Banach spaces. The idea is first to show that a map T associated with translation along 
trajectories of an ordinary differential equation is nonexpansive (or even contractive) with 
respect to the part metric p and then to use some powerful general results concerning nonex­
pansive maps. We adopt the view that it is the nonexpansivity of T, rather than concavity or 
monotonicity ofT, which is essential. Similar results hold for the projective metric, but we 
restrict attention to the part metric. 

We begin by recalling some refinements of results from the literature. The following 
theorems are closely related to work ofM. Ackoglu and U. Krengel [1], Shih-Kung Lo [32], 
D. Weller [53], P. Martus [34], R. Sine [49], R. Lyons and this author [33], and this author 
[38,39,40,41]. The reader is referred to [33] and [39] for a more detailed discussion. 

Theorem 3.1 [See [32], [33], [34], [38], [49] ]. Let llx lloo denote the sup norm on Rn, 
llxlloo = sup 1<i<n lxiJ. Let D be a compact subset ofRn and f : D ----+- D a map which is 
nonexpansive with respect to the sup norm, so llf(x)- f(y) lloo ::::; llx- Yllooforallx, y E D. 
For every xED, there exists afinite integer p = p(x) and~= ~(x) ED with fP(~) = ~ 
and limk->oo fkP(x) = ~· The integer p(x) satisfies p(x) ::::; 2nn!; and if 1 ::::; n ::::; 3, then 
p(x) :S 2n. 

The following conjecture has been made by Nussbaum in [38, p. 525] and by Lyons and 
Nussbaum [33, p. 191]. 
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Conjecture [The 2n Conjecture]. Let D be a compact subset oflRn and f : D-r D a map 
which is nonexpansive with respect to the sup norm II· lloo· If~ E D and fP(~) =~for some 
minimal positive integer p, then 1 :::=; p :::=; 2n. 

The 2n Conjecture has been proved by Lo [32] and Lyons and Nussbaum [33] for n = 1, 2 
and by Lyons and Nussbaum for n = 3. An old result of Aronszajn and Panitchpakdi [3,54] 
asserts that if f : D -r JRn is non expansive with respect to the sup norm, then there exists an 
extension F : JRn -r JRn which is nonexpansive with respect to the sup norm. Thus the map 
f in the conjecture can be considered as defined on JRn. It is easy to show (see [33], [38]) 
that for every p, 1 :::=; p :::=; 2n, there is an f as in the Conjecture which has a periodic point 
of (minimal) period p. In some unpublished work this author has shown that such an f can 
even be taken to be piecewise linear. 

A norm II · II on a finite dimensional Banach space X is called "polyhedral" if {x E X : 
llx II :::=; 1} is a polyhedron. Equivalently, a norm is polyhedral if there exist continuous linear 
functionals CfJi : X -r lR, 1 :::=; i :::=; m, with 

llxll = max{lcpi(x)l: 1 :S i :S m}. (3.1) 

A closed cone K in a finite dimensional Banach space Y is called "polyhedral" if there exist 
continuous linear functionals 1/ri : Y -r JR, 1 :::=; i :::=; m, with 

K = {x E Y: 1/ri(x) :=:: 0 for 1 :::=; i :::=; m}. (3.2) 

If II · II is a polyhedral norm given by equation (3.1), then 

L(x) = (cpJ(x), CfJ2(x), ... , CfJm(x)) (3.3) 

gives a linear isometric imbedding of (X, II · II) into (JRm, II · 11 00). If K is a polyhedral cone 
0 

given by equation (3.2) and K =I= 0, the map 

W(x) = (log(o/J(x)), log(1fr2(x)), ... , log(lfrm(x))) (3.4) 

gives an isometry of (K, p) into (JRm, II ·11 00). See [38], pages 524 and 530. In particular, if 
Kn = {x E lRn :Xi :=:: 0 for 1 :::=; i :::=; n}, the map 

0 

W : Kn -r ]Rn, W(x) = (log(xJ), log(x2), ... , log(xn)), (3.5) 

0 

is an isometry of (Kn, p) onto (lRn, II · II 00). 

By using these isometries and Theorem 3.1 one immediately obtains 

Theorem 3.2. Let (X, II · II) be a finite dimensional Banach space with a polyhedral norm 
given by equation (3.1) and let K be a closed, polyhedral cone given by equation (3.2). 
Assume either (a) D is a compact, nonempty subset of X and f : D -r D is a nonexpansive 

0 0 

map with respect to the polyhedral norm 11·11 or (b) K =I= 0, D C K is compact and nonempty 
0 

and f : D -r D is a nonexpansive map with respect to the part metric p on K. Then for every 
x E D there exists a finite integer j (x) = j and~ = ~(x) E D with limk--roo fkj (x) =~and 
fj (0 = ~· The integer j satisfies 1 :::=; j :::=; m!2m; and ifl :::=; m :::=; 3, then j :::=;2m. 

Theorem 3.2 applies in particular to the l 1-norm on JRn; and indeed the first results of 
this type were obtained by Ackoglu and Krengel [1] for the l1-norm. Further results for the 
11-norm case have been obtained by Scheutzow [ 45] and Nussbaum [39 ,40]. 
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If (C, p) is a complete metric space and T : C --+ C, recall that cv(x; T) = cv(x), the 
omega limit set of x under T, is given by 

(3.6) 

where cl(A) denotes the closure of a set A. IF T is nonexpansive with respect to p and 
cv(x; T) is nonempty, it is known (see [38] for references) that Tjcv(x; T) is an isometry of 
cv(x; T) onto cv(x; T) and that cv(y; T) = cv(x; T) for ally E cv(x; T). (Note that cv(x; T) 
is nonempty if y(x; T) := cl(Ur~.lyi (x)) is compact). 

Now suppose that K is a closed, normal cone in a Banach space X, that u E K- {0} and 
that P(u) is given by equation (3.4), so the part metric pis defined on P(u) and (P(u), p) 
is a complete metric space. Suppose that B C P (u) is closed in the part metric topology. If 
T : B --+ P(u) is a map, we shall say that "T has the fixed point property on B" if, whenever 
C c B is closed, bounded and convex (in the norm topology) and T(C) c C, then T has a 
fixed point in C. If T is norm-continuous and compact on every such set C c B, then T has 
the fixed point property on B. 

If C c P(u) and R = sup{p(x, y) : x, y E C} < oo, we can associate a set C ::::> C by 

c = nxeC VR(x), where VR(X) := {y E P(u) : p(y, x):::; R}. (3.7) 

Our next theorem follows by the same argument used to prove Theorem 4.1 or Theorem 
4.3 in Chapter 4 of [36]. 

Theorem 3.3 (Compare Theorem 4.1 and Theorem 4.3 in [36]). Let K be a closed, normal 
cone in a Banach space X, and for u E K - {0} let P(u) be given by equation (3.4) and 
let p denote the part metric on P(u). Suppose that B C P(u) is closed with respect to the 
part metric and that T : B --+ P(u) is nonexpansive with respect top and has the fixed 
point property on B. Suppose that C C B is nonempty and closed and bounded in the norm 
topology and that T(C) =C. lf(a) C C B, where Cis given by equation (3.7) or (b) B is 
convex and T(B) C B, then T has a fixed point inC n B. 

Proof. Lemma 4.2 in [36] implies that VR (x) is closed and convex in the norm topology and 
the normality of K implies that VR(x) is norm bounded. It follows that in case (a) or case (b), 
C n B ::::> C is closed and bounded in the norm topology and convex. The same argument used 
in Theorem 4.1 of [36] shows that T(C n B) c c n B, so the fixed point property implies 
that T has a fixed point in C n B. D 

For the remainder of this section we shall deal with the situation that K is a closed normal 
0 

cone with nonempty interior in a normed linear space (X, II · ID and that A C K. Proposition 
0 

1.1 implies that the norm topology and the part metric topology on K are the same. We shall 
write cl(A) to denote the closure of A in (X, II · II), and we shall write p- cl(A) to denote 

0 

the closure of A in (K, p). Equivalently, p- cl(A) is the closure of A in the relative norm 
0 0 

topology on K. Thus if A = {x E Kn : llxll < 1}, cl(A) = {x E Kn : llxll :::; 1} and 
0 

p- cl(A) = {x E Kn : II · II ::S 1}. 
In our next result recall that every closed, finite dimensional cone is normal. 

Corollary 3.1. Let K be a closed cone with nonempty interior in a finite dimensional Banach 
0 0 

space (X, II · Jj). Assume that B C K is closed in the relative topology on K and B is convex. 
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LetT : B -+ B be a map which is nonexpansive with respect to the part metric p. Suppose 
that there exists x0 E B such that cl(Ur:::t Tj (x0)) is a compact subset of B. Then T has a 
fixed point in Band for every x E B, cl(Uj';o:,t Tj (x)) is a compact subset of B. 

Proof. The assumption that y(xo; T) = cl(Uj?:::.l Tj (xo)) is compact implies that cv(xo; T) = 
C is compact and nonempty. Our previous remarks imply that T (C) = C and TIC is an 
isometry, so Theorem 3.3 implies that T has a fixed point ~ E B. If x E B and p (x, ~) ~ R, 
then p(Tj x, ~) ~ R for all j 2: 1, so Uj?::t Tj (x) c VR(~). Since VR(~) is a compact subset 

0 

of K and T(B) c B, we conclude that 

Remark 3.1. If, in the framework of Corollary 3.1, B is not convex but T has a fixed point~ 
in B, then the same argument still shows that y (x; T) is a compact subset of B for all x E B. 

Our next theorem is a generalization of Theorem 4.4 in [36]; see also Theorem 4.2 in [36]. 
The proof is essentially the same and is omitted here. 

Theorem 3.4 (Compare Theorem 4.4 in [36]). Let K be a closed cone with nonempty interior 
0 

in a finite dimensional Banach space X. Assume that B C K is convex and closed in the 
0 

relative topology on K. Suppose that T : B -+ B is nonexpansive with respect to the part 
metric p and that T has no fixed point in B. Given any compact sets C C B and D C B, 
there exists an integer N = N(C, D) such that Tj (D) n Cis empty for all j 2: N. 

Roughly speaking, Theorem 3.4 asserts that for any x E B, T j (x) approaches cl (B) - B. 
Theorem 3.4 treats the case that T has no fixed points. Our next theorem describes the 

structure of the fixed point set of T. The following result is essentially a very special case of 
0 

Theorem 4.7 in [36], although B is taken to be Kin Theorem 4.7. The reader is referred to 
Theorem 4.7 on p. 128 in [36] for a proof. 

Theorem 3.5 (Compare Theorem 4.7 in [36]). Let K be a closed cone with nonempty interior 
0 0 

in. a finite dimensional Banach space X. Let B c K be closed in the relative topology on K 
and assume that B is convex. Let T : B -+ B be a map which is non.expansive with respect 
to the part metric p and has a nonempty fixed point set S. Then there exists a retraction 
r : B -+ S of B onto S such that r is nonexpansive with respect top. 

The following Theorem generalizes Theorem 3.2 in [29] and summarizes some of the 
preceding theorems in a form convenient for our applications. The proof follows immediately 
from the previous theorems. 

Theorem 3.6 (Compare Theorem 3.2 in [29]). Let K be a closed cone with non.empty interior 
0 

in afinite dimensional Banach space X. Let B c K be convex and closed in the relative 
0 

topology on K and assume that T : B -+ B is nonexpansive with respect to the part metric p. 
Then either (a) T has a fixed point in B or (b) T does not have a fixed point in B. If case (a) 
holds and Sj = {x E B : Tj (x) = x}, then there exists a retraction rj of B onto Sj such that 
rj is non.expansive with respect to p. If, in addition, K is a polyhedral cone given by m linear 
functionals (see equation (3.2)), then for every x E B there exists a minimal integer v = v(x) 
and~ = Hx) E B with limk-+oo IITkv(x)- ~II = 0. The integer v satisfies 1 ~ v ~ 2mm! 
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and 1 ::S v ::S 2m if m = 1, 2 or 3. If case (b) holds and C and D are any compact subsets of 
B, then there exists N = N(C, D) such that fi(D) n Cis empty for all j 2: N. 

In the framework of Theorem 3.6, one is interested in conditions which insure either that 
yi has at most one fixed point in B for all j 2: 1 or (a stronger condition) that there exists 
xo E cl (B) with limk-+oo II yk (x) - xo II = 0 for all x E B. The following Proposition provides 
answers which are satisfactory for many applications. 

Proposition 3.1. Let K be a closed, normal cone with nonempty interior in a normed linear 
0 0 

space X. Le B C K be a connected set which is closed in the relative topology on K and 
suppose that T : B -+ B is nonexpansive with respect to the part metric p. Assume either (a) 
p(Tx, Ty) < p(x, y)for all x, y E B with x =f. y or (b) there exists x0 E cl(B) (so possibly 
x0 E a K) and a norm open neighborhood W of xo such that limk-+oo II yk (x) - x0 II = 0 for all 
x E W n B. In case (a), yi has at most one fixed point in B for all j 2: 1, and ifTi (x) = x, 
then T(x) = x. In case (b), limk-+oo IITk(x)- xoll = Ofor all x E B. 

Proof. In case (a), we obtain that p(Ti (x), Tiy) < p(x, y) for all x =f. y, x, y E B. This 
clearly implies that T i has at most one fixed point in B for every j. If T i (x) = x for some 
x E B, then yi (Tx) = Tx, so Tx = x. In case (b), we apply Lemma 2.3 on p. 66 of [36]. 
In the notation of Lemma 2.3 in [36], the metric cr comes from the norm on X and the metric 
p from the part metric p. Proposition 1.1 implies that cr and p give the same topology on 
B and that equation (2.46) on p. 67 in [36] is satisfied. Lemma 2.3 in [36] now implies that 
limk-+oo IITk(x) -xoll = 0. 

0 

Remark 3.2. The isometry 'll (Kn, p) -+ (JRn, II · lloo) of equation (3.5) shows that 
T : B -+ B is nonexpansive with respect top iff 'l!T'll-1 : 'll(B) -+ 'll(B) is nonexpansive 
with respect to ll·lloo· This observation, together with the results of Section 1 (e.g., Proposition 
1.2) provides a convenient way of generating examples. Thus L : JR2 -+ JR2, L(x1, x2) = 
( -x2 , -x1) is nonexpansive with respect to II · lloo and has periodic points of period I, 2 and 

0 0 

4. Thus T : K 2 -+ K 2, T(y1 , y2) = (y;1, Y!1) is nonexpansive with respect top and has 
periodic points of period 1, 2, and 4. 

The fixed point set of a nonexpansive map f : (JRn, II · lloo) -+ (JRn, II · lloo) can be 
quite complicated and far from convex. For exampie, define f : JR2 -+ IR2 by f(x) = 
Cf1 (x), h(x)) and 

if lxd ::S lxi+11 (where x3 := x1) 

if I xi I 2: lxi+11· 

The reader can verify that f is nonexpansive with respect to the sup norm and that f is 
0 0 

a retraction onto S = {(x1, x2) : lxd = lx2 1}. It follows that w-1 f'll : K 2 -+ K 2 is 
0 

nonexpansive with respect top and has fixed point set T = {y E K 2 : Yl = Y2 or YI = Y21 }. 

If we strengthen the hypotheses of Theorem 3.6, we obtain a result which generalizes 
Theorem 3.3 in [29]. The proof is similar to that of Theorem 3.3 in [29] and is left to the 
reader. 

Theorem 3.7 (Compare Theorem 3.3 in [29]). Let notation and assumptions be as in Theorem 
3.6. In addition assume that T extends continuously (in the norm topology) to cl(B) and that 
T(cl(B)- {0}) c B. Then the following trichotomy holds: (i) limk-+oo IITk(x) II = oofor all 
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x E cl(B) - {0} or (ii) limk-+oo IITk(x)ll = Ofor all x E cl(B) or (iii) T has a fixed point in 
Band all the conclusions of case (a) of Theorem 3.6 are satisfied. 

Before moving on to applications we need to recall one more result. If (M, d) is a metric­
space and T (t) : M -+ M is a collection of maps defined fort 2: 0, we shall say that T (t) is a 
nonlinear, strongly continuous semigroups if T(t +s) = T(t)T(s) for all t, s 2: 0, T(O) =I, 
the identity map, and t-+ T(t)x is continuous for allx EM. We shall say that the semigroup 
is nonexpansive if 

d(T(t)x, T(t)y) ~ d(x, y) for all x, y E Mandt 2: 0. 

Theorem 3.8 (Theorem 4 in [38]). Let (M, d) be a complete metric space and let T(t) : 
M-+ M, t 2: 0 be a nonexpansive, nonlinear, strongly continuous semigroup. For x0 EM, 
assume that C := cl({T(t)xo : t 2: 0}) is compact and that (C, d) -is isometric to a subset of 
(Rn, II · II 00). Then there exists z = z(xo) E C such that limt-+oo T (t) (xo) = z. 

Remark 3.3. If M is a closed subset of a finite dimensional Banach space X and the metric d 
on M comes from a polyhedral norm on X, then we know that (M, d) is isometric to a subset 
of (Rn, II · II 00) for some n, so ( C, d) is isometric to a subset of (ll~.n, II · II 00) for any C C M. 
Similarly, if K is a closed, polyhedral cone with nonempty interior in a finite dimensional 

0 

Banach space X and M is a relatively closed subset of K and p denotes the part metric on M, 
then (M, p) is isometric to a subset of (Rn, II · lloo) for some n. Thus Theorem 3.8 applies to 
these situations. 

We wish to apply the previous theorems to study 

x'(t) = f(t, x(t)), x(to) = xo. 

We shall always assume at least the following about f: 

H3.1 K is a closed cone with nonempty interior in a finite dimensional Banach space X, 
0 

B and Bt are open subsets of K with B c Bt and f : lR x B1 -+ X is a continuous map 
which is locally lipschitzian in the x-variable. For each compact set D c B, there exists a 
compact set Dt C Bt with the following property: for every pair of points x, y E D there 

exists a piecewise C1 minimal geodesic (with respect to the part metric p) <p : [0, 1] -+ K 
with q;(O) = x, q;(l) = y and q;(t) E D 1 for 0 ~ t ~ 1. For each x0 E B and to 2: 0, there 
exists a solution x(t) = x(t;_ to, xo) of 

x'(t) = f(t, x(t)), x(to) = xo (3.8) 

which is defined for all t 2: to and satisfies x(t; to, xo) E B for all t 2: to. 
By "locally Iipschitzian in the x-variable" we mean that for each to E lR and xo E B1, there 

exists o > 0, c > 0 and an open neighborhood U of xo such that f (t, ·) I U is a lipschitz map 
with lipschitz constant c for It- to I < 8. 

0 

Given B c K, the results of Section I (see Corollary 1.1) suggest how to choose Bt so 
as to satisfy H3.1. The key assumption in H3.1 is that x(t; t0 , xo) E B for all t 2: to and all 
x 0 E B and t0 2: 0. We shall discuss later simple conditions which guarantee this. 

Assuming H3.1, for each to 2: 0 and t 2: to we define U(t, to) : B-+ B by 

U(t, to)(xo) = x(t; to, xo). (3.9) 
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To apply our previous results we need to evaluate the Lipschitz constant of U(t, to) with 
respect to the part metric p, but first we need some preliminary definitions and observations. 

0 

If t E JR, ~ E B1, ~ > 0, ~ + ~f(t, ~) E K and x---+ f(t, x) is Frechet differentiable at 
~ with Frechet derivative f' (t, ~), define 

c(t, ~. ~) = inf{A. > 0: lv + ~.f'(t, ~)(v)IHNCtJ) s A.lvl~ for all vEX}, (3.10) 

where I· lu is the norm on X given by equation (1.9). Thus c(t, ~, ~) is the norm of the linear 
map I+ ~f'(t, ~):(X, I ·I~)---+ (X, I· I~H/Ct.~J). Define c(t, .6., ~)by 

0 

c(t, ~. ~) = lim (ess sup{c(t, ~. y): IIY- n < r, y E K}). 
r-+O+ 

(3.11) 

If D 1 is a compact subset of B1 (BI as in H3.1), t E JR, ~ > 0 and~+ ~f(t, ~) E K for all 
~ E D1, we define c(t, ~. D1) by 

c(t, ~. D1) = sup{c(t, ~. ~): ~ E DI}. (3.12) 

We must show that c(t, ~, D1) < oo. To prove this, let Dz C B1 be a compact set with 
0 0 

D 1 c D2 and{~ + ~f (t, ~) : ~ E D2 } a subset of K. It suffices to prove that 

ess sup{c(t, ~. ~): ~ E D2} < oo, 

where the essential sup is taken over ~ such that x ---+ f (t, x) is Frechet differentiable at ~. 

Recall that K is normal, so II · II and I · lx are equivalent norms on X for any x E K. As noted 
0 

in Section 1, for any~ E K, there exists r > 0 and M > 1 such that 

for all v E X and all x with llx- ~II < r. Using these facts, a simple compactness argument 
shows that there exists M > 1 with 

(3.13) 

for all v EX and every x E Dz U {y + ~f(t, y) : y E D2 }. Because f is locally lipschitzian 
a simple argument shows that there exists M 1 > 0 such that II f' (t, x) II s M 1 for all x E D2 

such that y ---+ f (t, y) is Frechet differentiable at x. If we combine these facts we obtain for 

x E Dz and vEX 

lv + ~f'(t, x)(v)lxHJ(t,x) S lvlx+l>f(t,x) + M ~llf' (t, x)(v) II 
S lvlxHf(t,x) + M2Ml~lvlx S M 2 1VIx + M2MI~Ivlx, 

which proves that c(t, ~, D1) is finite. 
However, we obtain more from equation (3.14). Select M2 so 

sup(llf(tx)ll : x E Dz} = Mz. 

(3.14) 
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0 

Select p > 0 such that {y : IIY- xll < p} C K for all x E M2. If 0 < b.M2 < p, a simple 
argument as in Proposition 1.1 proves that for all x E D2 

(3.15) 

It follows from (3.14) and (3.15) that for 0 < b.M2 < p 

c(t, b., D,) :S (1- b.M2p-1r 1 +M2M,b.. (3.16) 

Using equation (3.16) we see that 

limsup(c(t, .6., D1)- 1).6. -I := k(t, D1) <+co. (3.17) 
t..-+0+ 

A similar argument, which we leave to the reader, shows that k(t, D1) > -co. 
If D 1 is a compact subset of B1, we shall need to know that t -+ c(t, b., D1) and t -+ 

k(t, D1) are Lebesgue measurable (assuming that b. > 0 and {x + b.f(t, x) : x E DJ} c B1). 
0 

For 8 > 0 define N8 (D1) = (y E K: IIY- xl! < 8 for somex E DJ}. By using Corollaries 
1.3 and 1.5 from Section 1, one can see that 

c(t, b., DJ) = lim (sup{p(y + b.f(t, y), z + b.f(t, z))(p(y, z))-1 : y, z E N8 (D,), 
e-+0+ 

0 < p(y, z) < 8}). (3.18) 

For fixed 8 > 0 and b. > 0 let TJj -+ o+ and define 

8j(t) =sup{p(y + b.f(t, y), Z + b.f(t, z))(p(y, z))-1 :y, z E Ne(D,), T}j :S p(y, z) < 8}, 

G(t) =sup{p(y + b.f(t, y), z + b.f(t, z))(p(y, z))-1 :y, z E N 8 (D1), 0 < p(y, z) < 8}. 

Assuming that cl(N8 (D 1)) C B, and T}j < 8, one can see that Gj is continuous and 8(t) = 
limj-+oo Gj(t) for all t, so 8(t) is Lebesgue measurable. It follows from (3.18) that t -+ 

c(t, b., D 1) is Lebesgue measurable. If 8 > 0 and b.j, 1 :::; j < co, is a dense set of positive 
reals in (0, 8), one can verify that 

sup [c(t, b., D1)- 1].6. -I = sup[c(t, b.j, D1)- 1]b.j1, (3.19) 
0<t..<8 j?:,! 

so the left hand side of(3.19) is measurableandk(t, D,) is thelimitof a sequence of measurable 
functions and hence measurable. 

Theorem 3.9. Assume that hypothesis H3.1 holds and let notation be as in H3.1. Let Do be 
compact subset of B, and define U (t, to) by equation (3.9) and for 0 :::; to :::; t :::; t1 define D 
by 

D = {x(t; to, xo) : xo E Do, to:::; t:::; tJ} = {U(t, to)(xo) : xo E Do, to :S t :S tJ}. 

Since D is a compact subset of B, let D1 be the corresponding compact subset of B 1 guaranteed 
0 

by H3.1. Select 80 > 0 so small that~+ b.f(t, ~) E K for 0 < b. :::; 80 , ~ E D, and to :S 
t :::; t1 + 80• If (for 0 < b. < 80) c(t, b., D1) is defined by equation (3.12) (or, equivalently, 
equation (3.18)) and k(t, D,) is defined by equation (3.17), then t -+ c(t, b., D,) and 
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t ---+ k(t, Dr) are bounded and Lebesgue measurable for to ::::; t ::::; tr. For any points 
~o, 7Jo E Do and for to ::::; t ::::; tr we have J 

p(U(t, to)~o, U(t, to)7Jo)::::; exp( t k(s, Dr)ds)p(~o, 7Jo), (3.20) 
1,0 

where p denotes the part metric. 

Proof. We have already shown that t---+ c(t, b., Dt) and t---+ k(t, Dr) are Lebesgue mea­
surable and an examination of the argument shows that the bounds on c(t, b., D1) can be 
chosen independent oft with to ::::; t ::::; tr and of b. with 0 < b. < 80 • 

Select ~o, 7Jo E Do and for notational convenience write x(t) = x(t; t0 , ~0) and y(t) = 
x(t; to, 7Jo). We define E>(t) by 

G(t) = p(x(t), y(t)), to::::; t::::; tr. 

Our first claim is that t ---+ G(t) is locally lipschitz, so that E>(t) is differentiable almost 
everywhere. The triangle inequality for the part metric implies that 

IE>(t)- G(s)l::::; p(x(t), x(s)) + p(y(t), y(s)). 

If Mr is chosen so that Jlf(t, ~)II ::::; Mr for to::::; t ::::; tr, and~ E Dr, we obtain from the 
differential equation (3.8) that 

Jlx(t)- x(s) II :'S Mrlt- sl and lly(t)- y(s) II ::::; Mtlt- sl. (3.21) 

If we use equation (3.21) and equation (1.13) in Proposition 1.13, we find that there exists 
7J > 0 and M > 0 so that for all t, s E [to, tt] with It- sl < 7J we have 

p(x(t),x(s))::::; Mllx(t) -x(s)IJ and p(y(t), y(s))::::; MIJy(t)- y(s)IJ. (3.22) 

A simple argument using equation (3.21) and (3.22) now shows that there exists a constant 
M2 (depending on 7], Mr and M) with 

p(x(t), x(s))::::; Mzlt- sl and p(y(t), y(s)) :'S Mzlt- sl for all t, s E [to, tr], (3.23) 

and this proves that t ---+ e (t) is locally Lipschitz. 
We next fix t, to ::::; t ::::; tr, such that E>' (t) exists and seek to estimate E>' (t). For notational 

convenience, write~= x(t), 7J = y(t), g(b.) = ~ + b.f(t, ~)and h(b.) = 7J + b.f(t, 7]). In 
this terminology, we know that there exist functions Rr (b.) and R2 (b..) with 

x(t +b.) = x(t) + b.f(t, x(t)) + Rr (b.) = g(b..) + Rr (b.), (3.24) 

y(t +b.) = y(t) + b.f(t, y(t)) + Rz(b.) = h(b.) + Rz(b..), (3.25) 

lim b. - 111Rj(b.)IJ = 0. (3.26) 
A-+0 

By using Proposition 1.1 and equation (3.26) we find that 

lim p(h(b..) + Rz(b..), h(b..)) = 0 and lim p(g(b..) + Rr (b.), g(b..)) = 0. 
A-+0 b._ A-+0 b._ 

(3.27) 
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By using the triangle inequality for p and equation (3.27) we obtain 

E>'(t) = lim p(g(.6.), h(.6.))- p(~, 1'/). 
L'..-+0+ .6. 

By applying Corollary 1.5 and Remark 1.8 to the map z ---7- z + .6.f(t, z), z E D, we find that 

p(g(.6.), h(.6.)) = p(~ + .6.f(t, ~), 1'} + .6.f(t, 17)) ::S c(t, .6., Dr)p(~, 17). 

We conclude that 

E>'(t):::; limt..-+o+ [c(t, .6., Dr~- l]p(~, 1'/) := k(t, Dr)E>(t). (3.28) 

If we define 1jr (t) by 

1jr(t) = exp(j
1 

k(s, D)ds)E>(t), 
to 

1jr(t) is locally Lipschitzian, and equation (3.28) implies that 1/r' (t) :::; 0 almost everywhere. 
It follows that 1jr(t) :::; 1jr(t0 ) for t0 :::; t:::; tr, and equation (3.20) is satisfied. D 

In order to apply Theorem 3.9, one needs precise estimates for k(t, Dr). In this case that 
K = Kn c lRn, Corollary 1.6 gives a formula for c(t, .6., ~),which yields a formula for 
k(t, Dr). 

Theorem 3.10. Assume that hypothesis H3.1 is satisfied and that, in the notation ofH3.1, 
X= ]Rn and K = Kn = {x E lRn : x; 2:: 0, 1 :::; i :::; n}. Let Do, D and Dr be as defined in 
Theorem 3.1. Let E1 denote the set of~ E Br such that x ---7- f(t, x) is Frechet differentiable 
at~, let fi (t, ~) denote the i th coordinate off (t, ~), and for~ E E1 define g; (t, ~) by 

-r [ Bf; ""I Bf; I ] g;(t, ~) = ~i -8 ~=. (t, 0~; + ~ -8 ~=. (t, ~) ~j- f;(t, ~) . 
':il jfi ':ij 

(3.29) 

Then,for k(t, Dr) given by equation (3.17), we have 

k(t, Dr)= lim (sup (ess sup{g;(t, ~): ~ E E1 n N 8 (Dr)}), (3.30) 
B-+0+ r::;i::;n 

where N 8 (Dr) is the s-neighborhood of Dr, in the norm topology. Equation (3 .20) is satisfied 
ifk(t, Dr) is defined by (3.29) and (3.30). 

Proof. We leave to the reader the verification that (in the general framework of H3.1 and for 
.6. small) 

c(t, .6., Dr)= lim (ess sup{c(t, .6., ~) : ~ E E, n N 8 (Dr)}). (3.31) 
e-+0+ 

Select s0 > 0 so that cl(N8 (Dr)) is a compact subset of Br for s = s0 and select .6.o > 0 so 
that {x + .6.f (t, x) : x E cl (N80 (Dr))} is a compact subset of B1 for 0 < .6. ::S .6.o and 

. (3.32) 
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If we apply Corollary 1.6 and equation (1.57) to the map z--+ z + llf(t, z) for z E NeCDr), 
we find (because of equation (3.32)) 

c(t, ll, Dr)= lim (sup (ess sup(h;(t, ll, ~): ~ E N 8 (Dr) nEt})), 
e-..o+ r::;i::;n 

It follows that 0 < ll :::; ll0 we have 

1:, -r[c(t, ll, Dr)- 1] = lim (sup (ess sup{m;(t, ll, $): ~ E N 8 (Dr) n E1})), 
e-+O+ r::;i::;n 

where m;(t, ll, ~) := (~; + llf;(t, ~))-r[aa{~ (t, ~)~; + Ll aa{~ (t, ~)~~j- j;(t, ~)]. 
,, #i ':>} 

We leave it to the reader to obtain equation (3.29) and equation (3.30) by taking the lim sup 
as ll --+ o+. D 

If H3.1 is satisfied and k(t, Dr) is defined by equation (3.17), we define k(t) by 

k(t) = sup{k(t, Dr) : Dr is a compact subset of Br}. (3.33) 

A priori, it may happen that k(t) = oo for some t; but k(t) is the supremum of a countable 
family of Lebesgue measurable functions k(t, D'j), n 2:: 1, so k(t) is measurable. In the 
special case that K = Kn, 

k(t) = sup (ess sup{g;(t, ~): ~ E E1 n Br}, 
l::;i::;n 

where g;(t, ~)is defined by equation (3.29). 
With this terminology, we can state our next theorem. 

(3.34) 

Theorem 3.11. Assume that hypothesis H3.1 is satisfied. Assume that there is a number 
M:::; oowith 

11 
k(s)ds :::; M for all t 2:: to, (3.35) 

to 

where k(t) is defined by equation (3.33). (1) If there exists ~o E B such that lim llx(t; to, ~0) II 
l-+00 

= 0, then lim llx(t; to, ~)II= Oforall~ E B. (2)Ijthereexists~o E Bwith lim llx(t; to, ~o)ll 
l-+00 1-+00 

= oo, then lim llx(t; to,~) II = oo for all ~ E B. (3) If there exists ~ E B such that 
l-+00 

0 

cl({x(t; t0 , ~0) : t 2:: to}) := y(~o) is a compact subset of K, then cl({x(t; t0 , ~) : t 2:: t0}) := 
0 

y (~) is a compact subset of K for all~ E B. 

Proof. In case 1, 2, or 3, equation (3.20) and equation (3.35) imply that if~ E B (so 
p(~, ~0) < oo) there exists a positive constant Mr, independent oft, with 

(3.36) 

If we recall that K is normal, we obtain from (3.36) that there is a constant A with 

A -l M]rllx(t; to, ~o) II :::; llx(t; to,~) II :::; AMrllx(t; to, ~o) II (3.37) 
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for all t, and this inequality completes the proof in case 1 or case 2. In case 3, equation (3.37) 
implies that y (~) is closed and bounded and hence (because X is finite dimensional) compact. 

0 

It remains to show that y (~) C K. If 77 E y (~), there exists fj ~ t0 with 

By using the compactness of y (~0 ), we can assume by taking a subsequence that there exists 
0 

77o E y (~o) C K with 
.lim llx(tj; to, ~o)- 77oll = 0. 
j-+00 

It follows from equation (3.37) that 

A-! M]177o ::::; 77 ::::; AM177o. 

0 

Recall that if C is any closed cone in a Hausdorff topological vector space and if y E C 

and z E C, then G)Cy + z) E C. If we apply this remark toy = 2A-1 M]177o E K and 
0 0 

z = 277- y E K, we see that 77 E K; and it follows that y(~) C K. D 

For simplicity we shall henceforth usually restrict ourselves to the case X = lR" and 
K = K", the standard cone in IR"; but the reader will easily verify that our results hold in a 
much greater generality. 

It remains to give explicit conditions which insure that H3 .1 is satisfied. Here, some caution 
is necessary. In [37] it is observed that it may be desirable to build up the function f(t, x) 

in equation (3.8) from functions like 0r(t, x) = (.L7=1 cr;(t)x[) ~ or 0o(t, x) = I1/=1xr;(l), 

where cr; (t) > 0 and .L7=1 cr; (t) = 1. If r is any real, the map x -....r er (t, x) is coo on K" and 
extenps continuously to K", but if 0 ::::; r < 1, the extended map is not locally Lipschitzian 
on K". It is usually assumed (see, for example, [50]) that (in the notation of H3.1) f(t, x) 
extends to a continuous function on cl (B) and that x --7- f (t, x) is locally Lipschitzian, but 
for certain examples neither of these conditions is satisfied. 

We need to give conditions which insure that H3 .1 is satisfied. We state below in hypotheses 
H3.2, H3.3 and H3.4 assumptions which are not meant to be definitive but to give examples 
where H3.1 or stronger assumptions are satisfied. 

0 

H3.2. Let c;, 1 ::::; i ::::; n, be positive reals and let B c K" be defined by 

0 

B = {x E K" : 0 < x; < c; for 1 ::::; i ::::; n}, so 
0 

(3.38) 

p- cl(B) = {x E K" : 1 < x; ::::; c; for 1 ::::; i ::::; n}. 

Assume that f : JRX (p - cl (B)) -....r IR" is locally lipschitzian and bounded on norm-bounded 
subsets of lR x (p - cl (B)). If x E p - cl (B) and x; = c; for some i, then for all t E lR, 

fi(t,x) < 0. 

If~ E cl(B) n (BK") and t0 E lR and if ~j = 0 for j E J and ~j > 0 for j rf. J, then there 
exists o > 0, C ~ 0 and i E J such that if It- tol < o and llx- ~II< o andx E B, then 

xj1 f;(t, x) >-C. (3.39) 
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We shall also need a stronger version of H3.2. 
H3.3. Let c;, 1 ::::; i ::::; n, and B be as in H3.2. Assume that f : lR x (cl(B)) -+ JRn is 

locally lipschitzian. If x E cl(B) and x; = c; for some i, then for all t E IR, 

f;(t, x) < 0. 

If~ E cl(B) n (aKn), ~-=f. 0, and toE lR and if ~j = 0 for j E J and ~j > 0 for j fj. J, then 
there exists i E J with fi(to, 0 > 0. . 
Remark 3.4. It is convenient in H3.2 and H3.3 sometimes to allow the possibility that 
c; = +ooforsomei. Ifc; = oo, weremovetheassumptioninH3.2andH3.3thatf;(t,x) < 0 
if X E cl(B) and Xi= C;. 

It may happen in the framework of H3.2 that f is not bounded on lR x (p - cl(B)) but 
that a condition even stronger than H3.1 is satisfied. We shall see that this follows from the 
next hypothesis. 

H3.4. Let c;, 1 ::::; i ::::; n, and B be as in H3.2 and assume that f: lR x (p- cl(B))-+ IR.n 
is locally lipschitzian. Given s > 0, define G 8 by 

0 

G 8 = {x E Kn : Xj 2: s for 1 ::::; j ::::; n}. (3.40) 

If x E p - cl (B) and x; = c; for some i, then for all t E IR, f; (t, x) < 0. ·There exists s0 > 0 
such that if 0 < s ::::; s0 and x E G8 n B and x; = s for some i, then f;(t, x) > 0 for all t 

If H3.2 or H3.4 holds, one can extend f to a map which is locally lipschitzian in the x-
o 

variable and defined on lR x Kn; and ifH3.3 holds, one can extend f to a map which is locally 
lipschitzian in the x-variable bounded and defined on lR x JRn. We shall always assume such 
an extension is to be made, so it makes sense to discuss the initial value problem equation 

0 

(3. 8) for to E lR and x0 E Kn if H3 .2 or H3 .4 holds and for to E lR and xo E IR.n if H3 .3 holds. 

Lemma 3.1. Assume that H3.2 holds. If to E lR and xo E p - cl(B) and if x(t; to, xo) 
denotes the solution of the corresponding initial value problem given by equation (3.8) then 
x(t; t0 , x0 ) is defined for all t 2: to and x(t; to, xo) E B for all t > to. lfH3.3 holds and 
t0 E lR and xo E cl(B)- {0}, then x(t; to, xo) is defined for all t 2: to and x(t; to, xo) E B for 
all t > t0 . If x0 = 0, x(t; to, 0) is defined for all t 2: to and there exists tr, to ::::; tr ::::; oo, with 
x(t; t0 , 0) = Ofor to::::; t::::; tr and x(t; to, 0) E B fort> tr. 

Proof. Assume first that H3.2 holds. If x0 E p- cl(B) and 7);, the ith coordinate of x0 , 

equals c;, then f;(t0 , x 0) < 0. It follows that there exists 8 > 0 with x(t; to, x0 ) E B for 
to < t < to + 8. Thus we may as well assume from the beginning that x0 E B. Define T by 

T = sup{t 2: to : x(s; to, xo) E B for to :S s :S t}. 

Because we assume that f is bounded on lR x B, the standard existence and uniqueness theory 
for ordinary differential equations implies that if T < oo, there exists ~ E cl (B), ~ fj. B, with 

lim llx(t; to, xo)- ~II = 0. 
t-+T-

If~ E aKn, let J = {j : ~j = 0}. Hypothesis 3.2 implies that there exist i E J, o > 0 and 
C 2: 0 so that equation (3.39) is satisfied for all (t, x) with T-o < t < T and llx- ~II < 8 
and X E B. Select 0 < or < 0 so that for T - or ::::; t < T we have 

llx(t;to,xo)-~11 <8. 
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If we take t - 81 < t < T and use equation (3.39) we obtain 

x;(t) 11 x:(s) 11 

log( ( )) = (-' -)ds 2: -Cds 2: -C81. 
x; T- 81 T-81 x;(s) T-81 

Since the left hand side of this inequality approaches -oo as t -+ r-, we obtain a contra­
diction; and it follows that ~ tf_ a Kn. On the other hand, once we know that ~ tf- a Kn, so 
~ E p - cl(B), the same argument given at the start of the proof shows that~; =1- c; for 
1 :::; i :::; n. Thus we conclude that~ E B, which is impossible. 

Next assume that H3.3 holds. A simple continuity argument shows that f;(t, x) 2: 0 for 
all t and for x E cl(B) n {~ : ~; = 0}. The reader can verify that the previously mentioned 
extension off can be chosen so that f;(t, x) 2: 0 for all t and for x E {~ : ~; = 0}. Standard 
results now imply that if 17 = x0 E cl(B) n (aKn) and 17 =f- 0, then x(t; t0 , 17) E Kn for all 
t 2: t0 . If 1 = {j : 17j = 0}, H3.3 implies that there exists i E 1 with f;(t0 , 17) > 0, so 
(writing x(t) = x(t; to, 17)) there exists 8 > 0 with x;(t) > 0 for t0 < t < to+ 8. We claim 

0 

that x(t) E Kn for to < t < to+ 8. If not, there exists r, to < r < to+ 8, with x(r) E aKn, 
x(r) =1- 0. But then the same argument as before shows that there exists p, 1 :::; p :::; n, 
with fp(r, x(r)) > 0, However, this implies that xp(t) < 0 fort < r and r- t small, a 
contradiction. A simpler argument, which we leave to the reader, shows that, by decreasing 
8, we can also assume that x;(t) < c; for t0 < t < t0 + 8 and 1 :::; i :::; n. It follows that 
x(t) E Bforto < t < to+8,soourpreviousresultforhypothesisH3.2impliesthatx(t) E B 
fort > t0 . If 17 = 0 and x(t*; t0 , 0) E cl(B)- {0} for some t* > t0 , then the remarks above 
show thatx(t; t0 , 0) E B for all t > 4. The final statement in Lemma 3.1 follows easily from 
this fact. · 

Remark 3.5. Hypothesis 3.3 is a generalization of boundary conditions which have been 
used, for example, in [50]. To see this, recall that ann x n matrix A= (au) with au 2: 0 for 

i =f- j, is called "irreducible" if all entries of eA are positive. Suppose that B c K.n and that 
f : lR x cl(B) is continuous and that~ E cl(B) n (aKn), ~~=I- 0, and to E JR. Assume that 
there exists an irreducible matrix A with 

f(to, ~) 2: A~, (3.41) 

for ~ viewed as a column vector. (The existence of such an A follows easily from the 
assumptions made in [50]). If ~j = 0 for j E 1 and ~j > 0 for j tf_ 1, then there exists i E 1 
with f;(t0 , ~) > 0. If not, we obtain from equation (3.41) that for all i E 1, 

n 

0 2: f;(to, ~) 2: 'Lau~j = 'Lau~j· (3.42) 
j=l jEJ' 

Since au 2: 0 for all i =f- j and ~j > 0 for j tf- 1, we obtain from equation (3.42) that au = 0 
for all i E 1, j E 1'. IflRj = {x E lRn : Xj = 0 for j E 1} we conclude that A(lRj) C lR], 
which contradicts the assumption that A is irreducible. 

With these preliminaries we can give some further applications to differential equation. 
The following theorem is an easy consequence of our previous results, and the proof is left to 
the reader. 
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Theorem 3.12. Assume that hypothesis H3.1 is satisfied and that, in the notation ofH3.1, 
X = JR.n and K = Kn and f(t + 1, f) = f(t, f) for all (t, f) E JR. X B1. Assume that f 
extends to a continuous map which is defined and locally lipschitzian in the x-variable on 

0 

JR. x B2 , where Bz C Kn is an open neighborhood of p- cl (B1). (Note that these conditions 
are satisfied ifH3.2 is satisfied). Let k(t) be defined by 

k(t) = sup (ess sup{gi(t, xi): f E E1 n BI}), 
1:Si:Sn 

where g;(t, f) is given by equation (3.29) and E1 denotes the setoff E B1 wherex -7 f(t, x) 
is Frechetdifferentiable. If D1 is any compact subset of B1, letk(t, D1) be defined by equation 
(3.29) and equation (3.30). Assume that k(t) is bounded above and that 

11 
k(t)dt:::; 0. (3.43) 

For each to E JR. and f E p- cl(B), let x(t; to, f) := U(t, to)(f) denote the solution of the 
initial value problem equation (3.8). Then for each t ~ to, the map f -7 U(t, t0)(f) E B is 
defined and is Lipschitzian with respect to the part metric p. Thus f -7 U(t, t0)(f) extends 
to a Lipschitzian map with respect top on p- cl(B), and for f E p- cl(B) x(t; t0 , f) = 
U(t, to)(f) isdefinedforallt ~to andx(t; to, f) E p-cl(B). 1fT: p-cl(B) -7 p-cl(B) 
is defined by 

T(f) = U(l, O)(f) = x(l; 0, f), (3.44) 

then Tis nonexpansivewithrespectto the part metric p. lfTj (f) = f for some f E p-cl(B), 
then the corresponding solution x(t; 0, f) of equation (3.8) is periodic and x(t + j; 0, f) = 
x (t; 0, f) for all t. If there exists fo E p - cl (B) such that cl{x (t; 0, fo) : t ~ 0} := y (fo) 
is a compact subset of p- cl(B), then cl{x(t; 0, f) : t ~ 0} := y(s) is a compact subset of 
p - cl (B) for all s E p - cl (B); and if, in addition, B is convex, then T has a fixed point 
in p- cl(B). If there exists so E p- cl(B) such that cl{x(t; 0, so) : t ~ 0} is a compact 
subset of p- cl(B), then for every f E p- cl(B), there exists an integer v(s) = v and 
17 E p- cl(B) with 

_lim IITjv(f) -1711 = 0 and rv(17) = 17· 
J-+00 

Theintegervsatisfiesl:::; v:::; 2nn!andl:::; v:::; 2n ifl:::; n:::; 3. lf'E = {SE B: T(s) = s} 
and if 'E is nonempty and B is convex, then there exists a retraction r of p - cl(B) onto 'E 
such that r is nonexpansive with respect to the part metric p. 

If, for every compact set D1 C B 1, it is also true that 

(3.45) 

then T has at most one fixed point in B; and if T has a fixed point fo E B, then 

.lim IITj (f)- soli= 0 for all s E p- cl(B). 
j-+00 

If there does not exist fo E p- cl (B) such that y (fo) is a compact subset of p - cl (B) and 
ifC and Dare any compact subsets of p- cl(B), then there exists an integer N = N(C, D) 
with Tj(D) n C = 0for j ~ N. lfthere exists foE p- cl(B) with limj-+oo IITj(so)ll = 0 
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(respectively, limj-+oo //Tj (~o)// = oo), then for all~ E p- cl(B), limj-+oo IITj (~)II = 0 
(respectively, limj-+oo IITj(~)ll = oo). 

If the stronger hypothesis H3.3 is satisfied (rather than H3.1), then T extends continuously 
to cl (B); and if T has no fixed point in B and ci < oo for 1 :::; i :::; n, it follows that 
limj-+oo IITj (~)II = Ofor all~ E cl(B). 

Our previous results leave gaps as to how to verify H3.1, so it may be useful to mention 
another criterion. 

Proposition 3.2. Let K be a closed cone with nonempty interior in a finite dimensional Banach 
0 

space X and let B and B1 be open subsets of K which satisfy the minimal geodesic condition 
0 

of H3.1. Let Bz C K be an open neighborhood of (p- cl(B)) U Bt. Let f : lR x B2 --+- X 
be continuous and locally lipschitzian in the x-variable; and, if k(t) is defined by equation 

0 

(3.33), assume thatk(t) is bounded above on bounded subsets oflR. For all r E lR and~ E K, 
let x(t; r, ~) denote the solution of equation (3.8); and for every r E lR and~ E p- cl(B) 
with~ rf. B, assume that there exists 8 > 0 with x(t; r, ~) rf. B for r- 8 < t < r. Assume 
that there exists ~o E (p- cl(B)) and to E lR such that x(t; t0 , ~0) is defined for all t ~ to 
and x(t; to, ~o) E p- cl(B)for all t ~to. Then, for every~ E B, x(t; to,~) is defined for 
all t ~to and x(t; to,~) E B for all t ~to. 

Proof. Given~ E B, define T(~) = T by T = sup{t > t0 : x(s; t0 , ~) is defined and 
x(s; t0 , ~) E B for to:::; s:::; t}. It suffices to assume that T < oo and obtain a contradiction. 
For to < t < T, the same argument used in Theorem 3.9 still applies and shows that equation 
(3.20) is valid. A simple limiting argument extends equation (3.20) to points in p - cl(B), 
so for to :::; t < T 

p(x(t; to,~), x(t; to, ~o)):::; exp(1
1 k(s)ds)p(~, ~o). 

to 

It follows that there is a constant M such that 

p(x(t; to,~), x(t; to, ~o)) :::; M, to :::; t < T. 

Since {x(t; t0 , ~0) : t0 :::; t :::; T} is a compact subset of p - cl(B), we conclude (using 
0 

Proposition 1.1) that {x(t; t0 , ~) : t0 :::; t < T} is contained in a compact subset of K. It 
follows from equation (3.8) that x' (t; t0 , ~) is uniformly bounded on [t0 , T), so there exists 
77 E p- cl(B) with 

lim llx(t; to,~) - 77 II = 0. 
t-rT-

If 77 E B, we contradict the definition ofT, so 77 rf. B. However, x(t; t0 , ~) = x(t; T, 77) for 
t0 :S t < T; and by assumption there exists 8 > 0 with x(t; T, 77) rf. B forT- 8 < t < T, 
which contradicts the fact that x(t; to,$) E B for to :S t < T. 

Remark 3.6. The key point in Theorem 3.12 is to verify that Tis nonexpansive with respect 
top, butT may be nonexpansive even if equation (3.43) is not satisfied. For example, 

y~ (t) = Yt (t)(cos(2xt)) log(yt (t)), y~(t) = Yz(t)(sin(27rt)) log(yz(t)) 

0 0 

gives a differential equation on K 2 , and every point in K 2 gives an initial value with a 
corresponding periodic solution of period 1. However k(t) = max(cos(2xt), sin(2xt)) and 
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equation (3.43) is not satisfied. Nevertheless, it is sometimes possible, after a change of 
variables, to apply Theorem 3.12. For example, suppose a;(t) is periodic of period 1, for 
1 ::S i ::S n, and J~ a;(t)dt = 0. Define f3;(t) = exp(j~ a;(s)ds) and for given real numbers 

0 

a; and functions h;(t, w), 1 :::; i :::; n, consider the differential equation on Kn 

(3.46) 

where Yn+l = Yl· If one makes a change of variables {3; log(z;) = log(y;), one obtains for 
1::Si::Sn 

z~ = z;[ai logz; + h;(t, logzi+l)]. (3.47) 

If one computes k(t) for equation (3.47), one obtains 

( \ Bh;(t,w)\) k(t) = m~x a;+ sup , 
l::St::Sn wEIR BW 

and it is easy to give examples where equation (3.43) is satisfied for this k(t) but not for the 
k(t) one obtains from equation (3.46). 

In the autonomous case, when f(t, x) is independent of t, one obtains directly from 
Theorem 3.8, Theorem 3.12 and Proposition 3.2 a much stronger form of Theorem 3.12. The 
following theorem, whose proof is left to the reader, generalizes results in Section 2 of [38]. 

Theorem 3.13 (Compare [38], Section 2). Let K be a closed, polyhedral cone withnonempty 
0 

interior in a finite dimensional Banach space X. Let B and B1 be open subsets of K and 
0 

suppose that Band B1 satisfy the minimal geodesic condition in hypothesis H3.1. Let B2 c K 
beanopenneighborhoodof(p-cl(B))UBl andf: B2 -+ X alocallylipschitzianmap. Let 
k(t) = c (independent oft) be defined by equation (3.17) and equation (3.33). If X= Rn, 
K = Kn and E = {~ E B1 : x -+ f(x) is Frechet differentiable at~}. then 

Bf,· Bf,· 
c = m~x(ess sup{xi1(x;-1 (x) + l:.:>j\-1 (x)\- fi(x)): x E En B!}). 

l::St::Sn ax; #i axj 

For every~ E B2 let x(t; ~) denote the solution of 

x'(t) = f(x(t)), x(O) = ~-

For every~ E p- cl(B) with~ rj. B, assume that there exists 8 > 0 with x(t; ~) rj. B for 
-8 < t < 0. If c < oo and if there exists ~o E p- cl(B) such that x(t; ~o) is defined for 
t ::=: 0 and x(t; ~0) E p- cl(B) for all t ::=: 0, then for every~ E B, x(t; ~) E B for all 
t ::=: 0. If c < oo and if there exists ~0 E p - cl(B) such that x(t; ~0) E p- cl(B) for all 
t ::=: Oandlimt-+co llx(t; ~o)ll = 0 (respectively, limHco llx(t; ~o)ll = oo), thenforall~ E B, 
x(t; ~) E B for all t ::=: 0 and lim~-+ co llx(t; ~)II = 0 (respectively, lim~-+ co llx(t; ~)II = oo). 
If c :::; 0 and if there exists ~0 E p- cl(B) with f(~o) = 0, then for every~ E p- cl(B), 
x(t; ~) E p- cl(B)for t ::=: 0 and there exists TJ = TJ(~) E p- cl(B) with f(TJ) = 0 and 

lim llx(t; ~) - TJ II = 0. 
t-+CO 

The map ~ -+ TJ (~) is nonexpansive with respect to the part metric and is a retraction of 
p - cl(B) onto {TJ E p - cl(B) : f(TJ) = 0} := :B. If k(t, D1) := c(D1) is defined 
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by equation (3 .17) for compact subsets Dr of Br and if c(Dr) < 0 for every compact set 
Dr c Br, then the equation f (~) = 0 has at most one solution in B. 

0 

Remark 3.7. If (f(x) = g(x)- h where 'A > 0 and g : B2 --+- K is nonexpansive with 
respect to the part metric, one can easily check that c :::; 0 for c as in Theorem 3.13. (See the 
argument on p. 536 in [38]). Using this observation and examples like that in Remark 3.2 or 
pp. 131-132 in [36] or p. 538 in [38], one can easily construct examples where the set I; in 
Theorem 3.13 is complicated and far from convex. 

As an example of the use of Theorem 3.12, we consider a variant of an equation studied 
by Aronsson and Mellander [2]: 

n n 

yf(t) = -ai(t)Yi + (ci- Yi) Lf3ij(t)yj +ai(t)y[r + (Yir- c[r) "L.$ij(t)yi-r 
j=r j=r (3 .48) 

: = fi(t,y), 1 :S i :::;n. 

Theorem 3.14. Assume that Ci, 1 :s i :s n, are positive reals and that ai(t), a;(t), /3ij(t), 
and $ij(t), 1 :S i, j :S n, are nonnegative, continuous functions which are periodic of period 
I. Assume that for all t and for 1 :::; i :::; n, ai(t) > 0, ai(t) > 0 and 

(3.49) 

0 

Let B = {y E Kn : 0 < Yi < ci for 1 :S i :S n}. For~ E Band to E JR, let y(t; t0 , ~)denote 

the solution of equation (3.48). Then, for every 7J E B and to E JR, y(t; t0 , 77) E B for all 
t 2: to and cl({y(t; to, 77) : t 2: to}) is a compact subset of B. IfT : B --+- B is defined by 

T(~) = y(l; 0, 77), 

then T has a unique fixed point l]o E B; and if 7] E B, then limk-+oo II Tk ( 7]) - l]o II = 0. In 
particular, equation (3.48) has a unique periodic solution y(t; 0, l]o) = y0 (t) of period one 
whose orbit lies in B. 

Proof. For s > 0, define G 8 = {y E B : Yi > s for 1 :S i :S n}. Because a;(t) > 0, it is 
clear from equation (3.48) that there exists s0 such that if~ E B and ~i = s, 0 < s :S s0 , then 
f; (t, y) > s for all t. Also, equation (3.49) implies that if~ E p - cl (B) and ~i = Ci for 
some i, then fi(t, y) < 0 for all t. It follows that if~ E cl(G8 ) for somes with 0 < s :S s0 , 

then y(t; to,~) E G8 for all t > to. This implies that if~ E p- cl(B), then y(t; to,~) E B 
for all t > to. 

A calculation gives 

at. n n 
Yi(~) =- ai(t)yi- Yi Lf3ij(t)yj- a;(t)y[r- Yir l:.$ij(t)yj-r 

y, j=r j=r 

+ (ci- Yi)f3u(t)yi- (y[r - c[r)$u(t)yi-r· 

For j -=1= i andy E B we obtain 

y;j :~I= iCc;- Y;)f3ij(t)yj- (yi-1- c[I),Bij(t)yj-I I 
:S (ci- Yi)f3ij(t)yj + (y[1 - c[1),8;j(t)yj1. 
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It follows that if y E p- cl(B), then 

-1[ Bf; "' I Bf; I ] Y; y;-8 . (t, y) + L...YJ -8 . (t, y) - n(t, y) 
y, Ji.i Y; 

(3.50) 

n n 

::=: -2(y{l - cil)~;;(t)y{2- 2ft;(t)y{2- L f3;J(t)yJ- Yi2 L ~iJ(t)yJ-1 < 0. 
}=1 }=I 

It follows from equation (3.50) that 

k(t) ::=: max[-2ft;(t)c/2] < 0, 
I:Si:Sn 

so T : p - cl (B) -+ p - cl (B) is a strict contradiction with respect to p, and the contraction 
mapping principle implies the theorem. D 

It is interesting to note that if one does not assume that ({3;1(t)) is irreducible, then our 
results provide new information even for the original equations studied in [2] and [31]. Thus 
consider for 1 ::=: i ::=: n 

n 

yf(t) = -a;(t)y; + (c;- Y;) Lf3iJ(t)yJ(t). 
}=I 

(3.51) 

Theorem 3.15. Assume that c;, 1 ::=: i ::=: n, are positive constants, and thata;(t), 1 ::=: i ::=: n, 
are positive continuous functions which are periodic of period one. Assume that f3iJ(t), 1 ::=: i, 
j ::=: n, are nonnegative, continuous periodic functions of period one and that 

n 

Lf3iJ(t) > 0 for 1 ::=: i ::=:nand all t. 
}=I 

(3.52) 

Let B = {y E Kn : 0 < Yi < c;, 1 ::=: i ::=: n} and for 77 E :IRn let y(t) = y(t; 77) denote the 
solution of equation (3.51) with y(O) = T/· Foq E cl (B), y(t; 77) is defined for all t =::: 0 and 
y(t; 77) E cl(B)forallt =::: 0; andifT/ E B, y(t; 77) E Bforallt =::: 0. 1fT: cl(B)-+ cl(B) 
is defined by T(77) = y(l; 77), then Tis norm-continuous, TJB is nonexpansive with respect 
to the part metric p, and TID is a contraction mapping with respect to p for any compact 
set D c B. The map T has at most one fixed point T/o E B, and if T (T/o) = T/o for 
some T/o E B, then limk-+oo I!Tk(T/)- T/oll = Ofor all77 E B. If there exists T/o E B with 
limk-+oo I!Tk(T/o)ll = 0, then limk-+oo I!Tk(T/)11 = Ofor all 77 E p- cl(B). If the spectral 

0 

radius).. ofT' (0) satisfies).. > 1 and if I is not an eigenvalue ofT' (0) or if there exists v E Kn 
with Tv= A.v, then T has a nonzero fixed point in cl(B). 

For reasons of length, we omit the proof of Theorem 3.15. However, we note that the 
Perron-Frobenius theorem implies that there exists v E Kn- {0} with T'(O)(v) = A.v and 

0 

that v E Kn if T'(O) is irreducible. We also remark that, in the generality, of Theorem 3.15, 
it is easy to construct examples where T may have several distinct nonzero fixed points in 
cl (B) and hence several distinct periodic solutions. 
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