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Abstract

Purpose: Retinal image registration is a useful tool for medical professionals. How-
ever, evaluating the accuracy of these registrationmethods has not been consistently
undertaken in the literature. To address this, a dataset comprised of retinal image
pairs annotated with ground truth and an evaluation protocol for registration meth-
ods is proposed.
Methods: The dataset is comprised of 134 retinal fundus image pairs. These pairs are
classified into three categories, according to characteristics that are relevant to in-
dicative registration applications. Such characteristics are the degree of overlap be-
tween images and the presence/absence of anatomical differences. Ground truth in
the form of corresponding image points and a protocol to evaluate registration accu-
racy are provided.
Results: Using the aforementioned protocol, it is shown that the Fundus Image Regis-
tration (FIRE) dataset enables quantitative and comparative evaluation of retinal reg-
istration methods under a variety of conditions.
Conclusion: This work enables the fair comparison of retinal registration methods.
It also helps researchers to select the registration method that is most appropriate
given a specific target use.

Keywords: benchmark, dataset, evaluation, retinal fundus images, retinal image reg-
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1. Introduction

Fundoscopy enables non-invasive observation of the microvascular circulation.1 Di-
agnosis and monitoring of diseases with commonly observed vasculopathy, such as
diabetes and hypertension,2 can be assistedwith the assessment ofmicrocirculation
by measuring and monitoring vascular morphology. Image registration3–5 – a tool
whose aim is to warp a test image to the coordinate frame of a reference image so
that the same point is imaged at the same coordinates in both images – can be of
great assistance for this task for several applications in retinal imaging. Such applica-
tions include super resolution,6–8 mosaicing,9–11 and longitudinal studies.12,13

The image pairs involved in each of these applications exhibit different character-
istics. In super resolution, images with a large overlapping surface can be combined
to create images of higher resolution and definitionwhich, in turn, allow formore ac-
curate measurements. Stitching images into mosaics provides images with a larger
field of view (FOV) that image a greater area of the retinal surface, and is usually pos-
sible even when the overlap of the input images is small. In longitudinal studies, dis-
ease progression or regression can be monitored employing images from different
examination sessions.

In addition to being of interest and of practical significance, the registration of
retinal images is a challenging problem. Image pairs can present illumination, color,
and contrast changes, as well as potentially small overlapping areas. Additionally,
there might be structural changes in the retina due to the progression or remission
of retinopathy. The support of medical diagnosis requires accurate measurements.
This calls for methods, datasets, and protocols for quantifying the accuracy of retinal
image analysis methods.14

In this work, a benchmark dataset for the evaluation of retinal image registra-
tion methods is introduced. The dataset consists of image pairs that are annotated
with ground truth for their registration in the formof point correspondences between
them. In addition, a protocol for the quantitative assessment of the accuracy of reti-
nal image registration methods as well as their comparative evaluation is suggested.
The dataset could also be utilized for other purposes, such as vessel segmentation
and optic disc feature analysis or diagnosis, potentially in a comparative way due to
the registration of images. However, no ground truth is provided for any other pur-
pose besides retinal image registration.

2. Related work

Numerous publicly available datasets exist containing retinal images. They have
been compiled for different purposes such as segmentation of diverse elements
of the retina (CHASEDB1,15,16 DRIONS-DB,17,18 Drishti-GS,19,20 DRIVE,21,22 HRF,23,24

MESSIDOR,25,26 ONHSD,27,28 and REVIEW29,30), diagnosis (DIARETDB0,31,32 ROC,33,34

DIARETDB1,35,36 e-ophtha,37,38 STARE,39,40 INSPIRE-AVR,41,42 and VICAVR43,44), user
authentication (VARIA45,46) and retinal image registration (FIRE47 and RODREP48,49).
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Table 1 shows a list of technical characteristics pertaining these datasets. Apart from
e-ophtha, FIRE, VARIA, and RODREP, the rest of the datasets are not useful for the pur-
pose of performing retinal image registration, as they do not provide pairs of retinal
images.

Table 1. Publicly available retinal image datasets

Dataset Images Field of view Resolution Registrable

image pairs

CHASEDB115,16 14 ≈ 25◦ 999× 960 0

DIARETDB031,32 130 50◦ 1500× 1152 0

DIARETDB135,36 89 50◦ 1500× 1152 0

DRIONS-DB17,18 110 ≈ 30◦ 600× 400 0

Drishti-GS19,20 101 ≈ 25◦ 2045× 1752 0

DRIVE21,22 40 45◦ 565× 584 0

e-ophtha37,38 463 ≈ 45◦ 2544× 1696 144

FIRE47 129 45◦ 2912× 2912 134

HRF23,24 45 45◦ 3504× 2336 0

INSPIRE-AVR41,42 40 30◦ 2392× 2048 0

MESSIDOR25,26 1200 45◦ 1440 × 960 –
2304× 1536

0

ONHSD27,28 99 45◦ 640× 480 0

REVIEW29,30 14 ≈ 45◦ 1360 × 1024 –
3584× 2438

0

ROC33,34 100 ≈ 30◦ – 45◦ 768 × 576 –
1386× 1391

0

RODREP48,49 1120 45◦ 2000× 1312 ≈ 1400

STARE39,40 397 ≈ 30◦ – 45◦ 700× 605 0

VARIA45,46 233 20◦ 768× 584 154

VICAVR43,44 58 45◦ 768× 584 0

The RODREP dataset provides a large amount of images retrieved following a
screening program in which two sets of four pictures were acquired for 140 eyes.
There is very limited overlap in these sets of four images, as the purpose is to gener-
ate amosaic from the images. Given the characteristics of the screening, we estimate
that for each eye there are approximately ten image pairs: three pairs from the same
session for each of the two sessions, and four pairs with an image from each session.
This totals 1400 image pairs in the dataset. While the amount of images and possi-
ble image pairs is impressive, we consider the dataset lacking in two respects, as far
as image registration is concerned. First, there are no image pairs in which, due to
progression or remission of illness, large anatomical differences exist in the retina.
Some of these changesmay correspond tomicroaneurysms, cotton-wool spots, hard
exudates, and other forms of retinopathy resulting from illnesses such as hyperten-
sion and diabetes. Registration of these kinds of images is key in clinical practice
for the better study of retinopathy progression. Additionally, these differences may
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prove very challenging for automatic registrationmethods. Second, the dataset lacks
ground truth information. Ground truth is critical to quantitatively evaluate the ac-
curacy of a registration method. The RODREP authors rely on visual inspection by
medical experts to grade the registration accuracy of their method.48 This is a time-
consuming task for medical experts to the extent that, as reported, some of them did
not complete the task.

The e-ophtha dataset provides several image pairs, both with large and small
overlaps of the retina. However, in a similar fashion to RODREP, there are no image
pairs with anatomical differences, and no ground truth is provided.

VARIA also provides several image pairs. However, the FOV of the images is small,
all the image pairs have a large overlapping area of the retina, and no ground truth is
provided. Thus, this dataset is quite limited for the purpose of retinal image registra-
tion.

The contributions of this work are the following. The FIRE retinal image dataset
is introduced. A protocol for quantitative and comparative accuracy evaluation of
retinal image registration methods is suggested. Compared to the aforementioned
works, the FIRE dataset exhibits the following advantages. The dataset is com-
prised of registrable image pairs, annotated with ground truth for image registration.
Ground truth is provided in the form of point correspondences between image pairs.

In addition, FIRE is divided into three categories, making it suitable for the evalu-
ation of registration methods that address diverse application scenarios.

3. The FIRE dataset

TheFIREdataset (publicly availableat: http://www.ics.forth.gr/cvrl/fire) contains sev-
eral retinal image pairs with the aim of assessing the accuracy of retinal image regis-
tration. Two binary mask images are also included. The first distinguishes the pixels
that contain color information from the ones that correspond to the black, circular
frame of the image. This information is useful for global registration methods. The
second mask marks a proposed area, suitable for finding corresponding points. This
is useful for local registration methods. The images in each pair are in .jpg format,
and are the original images acquired from the imaging device. The masks are pro-
vided in .png format. Additionally, ground truth image point correspondences are
provided for each image pair, so that they can be used to validate the accuracy of an
image registration algorithm. These correspondences are provided in .txt files, one
for each image pair.

3.1 Retinal images

FIRE consists of a collection of 129 retinal images forming 134 imagepairs. For a single
eye theremight be several images, therefore, several image pair combinations can be
formed. The images were acquired with a Nidek AFC-210 fundus camera, which has a
resolution of 2912× 2912 pixels and a FOV of 45◦× 45◦. Images were acquired at the

http://www.ics.forth.gr/cvrl/fire
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HypertensionUnit of the3rd Departmentof InternalMedicine, PapageorgiouHospital,
Aristotle University of Thessaloniki, Greece, from 39 female and male patients aged
19-67 who attended their regular appointments between 2006 and 2015. Written in-
formed consent was obtained before data acquisition and processing.

The image pairs are classified into three categories depending on the character-
istics of the pairs. Each pair is a member of a single category.

Category S contains 71 image pairs. Images defining a pair exhibit a large spatial
overlap (> 75%) and lack visual anatomical differences. This provides images that
a�er registration could be useful for performing super resolution.

Category P contains 49 image pairs. Again, images defining a pair lack visual
anatomical differences. However, they exhibit a smaller overlap than category S (<
75%). These type of image pairs could be useful for mosaicing applications.

CategoryA contains 14 image pairs with a large overlap. The images in a specific
pair are acquired at different examinations. Moreover, they feature visual anatomi-
cal differences due to the progression or remission of retinopathy. These differences
may appear in the formof increased vessel tortuosity,microaneurysms, cotton-wool,
spots, etc. Such changes typically occur in longitudinal studies.

Categories S and P also include pathological cases that may affect the structure
of the retina, but as the images lack anatomical differences, retinopathy remains un-
changed among the images in each pair. All three categories may feature eye shape
deformations caused by myopia, hypermetropia, and similar conditions. Category
characteristics are summarized in Table 2.

Table 2. Characteristics of the FIRE dataset image pair categories

Category S CategoryP CategoryA

# Image pairs 71 49 14

Approximate overlap > 75% < 75% > 75%

Anatomical changes No No Yes

Indicative registration Super Mosaicing Longitudinal
application Resolution Study

Figure 1 shows sample imagepairs fromthe three categories. The le�most column
shows a pair from Category S. The second column shows a pair from Category P . In
column 3, there is a pair from Category A in which the test image exhibits anatomi-
cal differences compared to the reference image, such as increased vessel tortuosity,
cotton-wool spots, andhemorrhages. The rightmost columnshowsanotherpair from
Category A, in which the test image exhibits additional hemorrhages, cotton-wool
spots, and vessel thinning, compared to the reference image.

3.2 Ground truth

In the relevant literature, the assessment of an image registration method is per-
formed based on several quantitative and qualitative approaches. Quantitative ap-
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Fig. 1. Image pairs from the FIRE dataset. Le�most column shows a pair from Category S, the
second column a pair from Category P , and the two rightmost pairs from Category A. White
dots indicate control point locations.

proaches include the utilization of manually50–55 or automatically56–58 selected con-
trol points. This has the advantage of reporting registration error as a single number.
Other quantitative approaches59–62 estimate the transformation (scaling, rotation,
and translation) that governs the solution provided by a method. A similar transfor-
mation is estimated for the ground truth solution that is approved by an expert. The
two transformations are then compared. However, this solution usually provides the
error as a collection of several parameters. Qualitative approaches usually focus on
visual supervision of vessel alignment in images,48 such as counting the amount and
measuring themagnitudeof discontinuities on a checkerboard superimposition a�er
registration.63 This task is time-consuming, requires the involvement of an expert,
and does not allow for quantitative comparison between registration methods.

In the proposed dataset, we provide ground truth for the calculation of the reg-
istration error in the form of corresponding points between the images in the pair.
These are henceforth referred to as control points. The location of a control point j in
the reference image is denoted as cj , and the corresponding point in the test image
as tj . A registration method takes the points tj as input and maps them to the new
coordinates rj . Thus, the rj points are the tj points a�er registration. If registration
is perfect, points cj and rj coincide and their distance (in image pixels) is 0.

Ten corresponding points are provided for each image pair. An annotator manu-
ally selected these correspondences, locating approximately eight of them towards
theedgesof theoverlappingareaand the remainingpoints towards the center. Points
were chosen to be widespread across the image, providing a broad coverage of the
overlapping surface between images, so that the accuracy across the whole image
can be calculated. Given that they weremanually selected, points aremainly located
on vessels and crossings as they allowed the annotator to provide accurate initial
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markings, which is a challenging task with uncertain outcome in other image areas
that lack image structure. The amount of correspondences was selected by balanc-
ing the trade-off between time availability of the annotator, accuracy of annotations,
and number of marked images.

The effect of human error in the location of the correspondences is mitigated us-
ing computational methods as follows. For each corresponding pair of points cj and
tj , a grid of neighboring points nc,j and nt,j was considered. Image patches sc,j and
st,j centered around each nc,j and nt,j were created. The points nc,j and nt,j with
the highest correlation between sc,j and st,j were chosen as cj and tj . The locations
of control points for four image pairs of the FIRE dataset are shown in Figure 1.

The refined control points are independent from widely employed automatic
feature selection methods such as Scale-Invariant Feature Transform64 (SIFT) and
Speeded Up Robust Features65 (SURF). This prevents bias in evaluating registration
methods based on such features.

4.Registration evaluation

In this section, we suggest amethod to evaluate the accuracy of a given retinal image
registration method that allows for simple comparison with other competing meth-
ods. We use a conventional measure of the registration error for an image pair, that
is, the mean distance between all cj and rj in the pair. To evaluate the registration
accuracy of a method across a dataset, we focused on relevant efforts in the field of
evaluating object trackingmethods,66 specifically by employing a 2D plot. The x axis
of the plot corresponds to the value of an error threshold. If the registration error of
an image pair is below this threshold, the registration is considered successful. The y

axis of the plot corresponds to the percentage of successfully registered image pairs
for a given threshold. This creates a continuous monotonic curve which shows suc-
cess rate as a function of target accuracy. Thus, the selection of an arbitrary threshold
is avoided. Moreover, a registration method can be selected based on the accuracy
requirements of the intended application. We use such plots to show registration ac-
curacy for each individual category, as well as for the whole FIRE dataset.

By considering a variety of target registration accuracies, this measure facilitates
thecomparisonof competingmethodsand the selectionof themostappropriateone,
given the registration accuracy requirements of a certain application. For example, in
Figure 2 the registration accuracy for both GDB-ICP67 and the Hernandez-Matas et al.
method58 is shown. It can easily be verified that the Hernandez-Matas et al. method
always performs better than GDB-ICP in categories S andA. The GDB-ICP method is
preferable for image pairs in categoryP up to a certain error threshold.

Making the registration error for each image pair publicly available is encouraged
to facilitate comparison between different registration methods. The registration er-
rors for themethods in Figure 2 are available at: http://www.ics.forth.gr/cvrl/fire. The
aim is to create a repositorywhere results obtained by othermethods are included as
they become available.

http://www.ics.forth.gr/cvrl/fire
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Fig. 2. Registration success for GDB-ICP67 and the Hernandez-Matas et al.method.58 The x axis
marks the registrationerror thresholdunderwhicha registration is considered tobe successful.
The y axis marks the percentage of successfully registered image pairs for a given threshold.

5.Discussion

FIREconsistsof threecategoriesof retinal imagepairs. Eachcategory is compiledwith
the intention of covering a different challenge in retinal image registration. For each
image pair, ground truth information in the form of control points is provided.

Table 3 shows a comparison between the e-ophtha, FIRE, RODREP, and VARIA
datasets. While e-ophtha, RODREP, and VARIA present more standalone images and
registrable image pairs, FIRE provides a wider range of scenarios, higher-resolution
images, and most importantly, ground truth information, which is of paramount
importance for the quantitative and, thus, objective assessment of registration accu-
racy.

Table 3. Characteristics of image pairs in e-ophtha, FIRE, RODREP, and VARIA

Dataset Images Field of view Resolution Registrable

image pairs

e-ophtha37,38 463 ≈ 45◦ 2544× 1696 144

FIRE47 129 45◦ 2912× 2912 134

RODREP48,49 1120 45◦ 2000× 1312 ≈ 1400

VARIA45,46 233 20◦ 768× 584 154

Large overlap Small overlap Anatomical

differences

Registration

ground truth

e-ophtha37,38 Yes Yes No No

FIRE47 Yes Yes Yes Yes

RODREP48,49 Yes Yes No No

VARIA45,46 Yes No No No

We believe that the introduction of the FIRE dataset is a valuable contribution to
the retinal image registration community, as it provides data to perform fair compar-
isons between retinal registration methods with different end applications in mind.
Moreover, the suggested evaluation measure may assist researchers and/or practi-
tioners in need of a registration method to select the one that best suits their needs.
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