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Abstract

ERO is a Monte-Carlo code for modeling plasma-wall interaction and 3D plasma impurity

transport for applications in fusion research. The code has undergone a significant upgrade

(ERO2.0) which allows increasing the simulation volume in order to cover the entire plasma

edge of a fusion device, allowing a more self-consistent treatment of impurity transport and

comparison with a larger number and variety of experimental diagnostics. In this contribution,

the physics-relevant technical innovations of the new code version are described and discussed.

The new capabilities of the code are demonstrated by modeling of beryllium (Be) erosion of the

main wall during JET limiter discharges. Results for erosion patterns along the limiter surfaces

and global Be transport including incident particle distributions are presented. A novel synthetic

diagnostic, which mimics experimental wide-angle 2D camera images, is presented and used for

validating various aspects of the code, including erosion, magnetic shadowing, non-local

impurity transport, and light emission simulation.

Keywords: beryllium, erosion, ERO, JET ITER-like wall

(Some figures may appear in colour only in the online journal)

1. Introduction

The fusion reactor ITER, which is currently under construc-

tion, will be equipped with a metallic first wall (FW), com-

posed of beryllium (Be) in the main chamber and tungsten

(W) in the divertor [1]. Erosion of Be reduces the lifetime of

the main chamber plasma-facing components (PFCs) and

increases impurity content in the plasma, which leads to

cooling and fuel dilution and thus decreases the performance

of the fusion reactor. Furthermore, co-deposition with Be

enhances the retention of fuel atoms in the FW, which should

be minimized for safety and fuel cycle reasons. Hence,

understanding Be erosion and migration is one of the key

issues for ITER.

The Joint European Torus (JET), which is equipped with

an ITER-like wall (ILW) [2], is an ideal test-bed for experi-

mentally investigating this topic. A compilation of results

achieved during the first years of operation with the ILW,

along with a comparison with the former carbon wall (JET-C)

and conclusions drawn for ITER, can be found in [3]. The
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ILW also offers the opportunity of verifying modeling tools

such as the Monte-Carlo code ERO [4], which was previously

used for estimating the lifetime of ITER Be blanket modules

[5]. Due to following eroded particles in 3D with full reso-

lution of the gyromotion of ions, ERO can efficiently describe

effects such as prompt deposition of heavy ions such as W

[6–8], and also allows verification using experimental data

e.g. from line-of-sight (LOS) integrated spectroscopy [7–10]

or post-mortem analysis [7, 8, 11]. While ERO was designed

for investigating simulation volumes of typically much
smaller size than 1 m3, it is desirable to increase this size

significantly in order to obtain a more complete and self-

consistent model. This would also allow code verification

using a larger number and variety of experimental diag-

nostics, which are usually situated at various locations.

For this purpose, the ERO code has undergone a sig-

nificant upgrade. While the new version 2.0 relies on the same

scientific assumptions as before (details on these can be found

in [12]), the volume can now be increased to cover the entire

plasma edge of a JET or ITER size fusion device in 3D. In

order to demonstrate the new modeling capabilities enabled

by the increased simulation volume, we present first ERO2.0

simulations for Be erosion in the main chamber during JET

ILW limiter discharges. Modeling results for erosion patterns

on the Be limiters, as well as for spatial Be impurity density

distribution in the plasma and distributions of impact energy

and angle of Be particles on PFCs, are discussed. Addition-

ally, a novel synthetic diagnostic, which mimics experimental

wide-angle 2D camera images, is presented. In addition to the

LOS integrated spectroscopy previously used for validating

ERO results, the 2D images offer the advantage of spatially

resolved information and thus allow a more comprehensive

validation.

2. ERO2.0 code

In this section, the relevant code improvements introduced by

ERO2.0 will be illustrated. In the following text, the labels

‘ERO1.0’/‘ERO2.0’ will be used to refer to a specific code

version and ‘ERO’ to refer to both versions.

The first improvement is a more flexible representation of

the wall geometry in the code. ERO1.0 defines a local coor-

dinate system x y z, ,( ), with x and y being in-plane with an

investigated wall part and z pointing radially away from it

(see e.g. figure 1 in [5]). The wall is defined as a 2D matrix of

(typically quadrilateral) computational surface cells for which

plasma-wall interaction (PWI) processes are calculated and

results are stored. The cells are regularly spaced in the (x, y)-

plane, with the height z x y,( ) given at the center of each cell,

thus defining the wall geometry. The use of these local

coordinates is convenient for the simulation of selected PFC

parts, but becomes increasingly inadequate for larger simu-

lation volumes with complexly shaped wall components.

ERO2.0 therefore allows using cylindrical coordinates

R z, ,f( ), with z 0= at the mid-plane of a toroidal fusion

device, and treats the wall geometry as a polygon mesh in 3D,

with each polygon representing a computational surface cell

(for practical reasons, only triangles and quadrilaterals are

used). Figure 3 shows the polygon mesh used for the ERO2.0

simulations of the JET ILW in the present contribution, and is

discussed in more detail below in section 3.2.

The second improvement is the massive parallelization of

the code. The simulation of larger volumes with ERO

increases the code execution time and memory demand. The

execution time is determined by the computationally expen-

sive calculation of particle trajectories, which increases with

the volume size because 1) more computational particles (‘test

particles’) are required to obtain sufficient statistics, and 2)

each particle can travel much longer distances before it either

re-deposits on a PFC or leaves the simulation volume

boundaries. The memory demand is determined by the sizes

of 3D grids on which plasma parameters and particle densities

are stored, and therefore also increases with volume size if the

grid resolution is kept constant.

Modern supercomputers such as JURECA [13] (which

was used for the simulations in this work) are often dis-

tributed shared memory systems. They consist of many

computational nodes, each of which is internally a shared

memory system (i.e. it has its own local memory which is

shared by the CPU cores of the node). ERO2.0 is massively

parallelized and can be run on many nodes simultaneously

using both distributed and shared memory parallelization in a

hybrid approach. Thereby it benefits from the increased

amount of both computational power (due to the many CPU

cores) and memory of a supercomputer.

For the discussion of parallel performance, it is useful to

distinguish between strong and weak scaling [14]. Strong

scaling keeps the problem size fixed while increasing the

number of CPU cores p in order to reduce the execution time

T(p). Weak scaling increases the problem size proportionally

to p (the problem size per CPU core is fixed) in order to keep

T(p) constant for large problems. The aim of ERO2.0 is to

increase the problem size, therefore we are mainly interested

in weak scaling.

Figure 1 shows weak scaling measurements of ERO2.0

execution time on JURECA. Here, the particle number n is

taken as a measure of the problem size. The number of CPU

cores p is increased from 1 to 1536 (corresponding to 64

JURECA nodes with 24 CPU cores each). The particle

number n(p) is scaled accordingly, with n 1 1300»( ) . We

observe a mild increase in execution time by a factor of

T T1500 1 3»( ) ( ) . This reflects the increasing fraction of

time each core spends communicating with other cores.

However, the increase of T(p) by 3 is an acceptable cost for

calculating 1500× more test particles. Figure 1 also shows

that the increase in T(p) is roughly linear for the range of p

examined here, therefore we can expect the parallelization to

be efficient also for higher numbers of cores.

Additionally to the flexible wall geometry and massive

parallelization, ERO2.0 introduces a number of other tech-

nical improvements:

• Optimization of time-consuming computational geometry

operations, such as locating intersections between particle

trajectories and wall elements (required for simulating
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e.g. sputtering and re-deposition), using spatial partition-

ing tree structures such as the octree [15].

• Reduction of memory consumption for large 3D plasma

background data by splitting the grid into sub-domains.

The data for a sub-domain is dynamically loaded into

memory from the input file when a particle enters the sub-

domain boundaries.

• Efficient input and output of files using the HDF5 file

format [16], which e.g. supports quick reading of data

chunks into grid sub-domains.

• Reduction of memory consumption for recording particle

probability density in 3D by usage of sparse matrices.

3. Experiments and modeling

The modeling performed within the present study is based on

an experiment dedicated to the determination of Be FW

erosion [17]. In this experiment, a series of limiter plasmas

with ohmic heating and contact point at the inner wall (IW)

was used to experimentally determine Be yields, using LOS

integrated passive spectroscopy of Be atoms, Be ions and

BeD molecules. The last closed flux surface (LCFS) for the

JET pulse number (JPN) #80321 from the above described

experiment is shown in figure 2(a) along with the spectrosc-

opy LOS. The gas fuelling rate has been varied (‘density

scan’), resulting in variation of electron density and electron

temperature, which show an inverse relationship. Thus, the

dependence of experimental sputtering yields on the electron

temperature Te could be determined. These results were

recently used for validating Be sputtering yields and the Be

transport model of ERO1.0 [9].

The present work can be seen as a continuation of the

modeling efforts presented in [9], but with the simulation

volume increased substantially as illustrated in figure 2(a).

Figure 1. Parallel performance measurements using the Jülich supercomputer JURECA. The number of particles n(p) is increased
proportionally to the number of CPU cores p (weak scaling) with n 1 1300»( ) . The code execution time T(p) is measured.

Figure 2. (a) Poloidal view of the density scan experiment described in [9, 17]. The red solid rectangle shows the boundaries of the ERO1.0
simulation volume. The green contours show the boundaries of the new ERO2.0 simulation volume. The dashed lines show the LCFS for
JPN #80321 and the ridge of the inner wall guard limiters. (b) Profiles of ne and Te at the inner midplane, calculated with the two-point
model. (c) Full poloidal (R, z)-map of ne, calculated with the two-point model and used as the input plasma background in ERO2.0
simulations. The horizontal blue line in (c) indicates the profile location for (b).
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While the ERO1.0 volume was limited to the close sur-

roundings of the spectroscopy observation spot, the ERO2.0

volume covers the entire (in both poloidal and toroidal

directions) edge of the plasma. The simulation volume is

bounded only in radial direction in-between the wall (outer

boundary) and a plasma flux surface that marks the transition

to the core plasma (inner boundary) at a specified radius cr .
The role of the boundary conditions on Be transport results

will be discussed below. We focus on the added information

provided by ERO2.0, namely the PWI results for a larger

set of PFCs, non-local Be transport, and its verification

with experimental wide-angle camera images, which are

measuring light emission of impurities in the poloidal

cross-section.

3.1. Plasma background

The magnetic field B

for the present ERO2.0 simulations was

obtained from the JET EFIT code [18]. The electron density

ne and temperature Te, given as 2D maps in the (R, z)-plane,

are obtained from [9]. They result from combining radial

experimental profiles from reciprocating probe, Thompson

scattering, embedded probe and spectroscopic measurements,

which are then extrapolated along magnetic field lines to the

entire (R, z)-plane using the two-point model as described in

[19]. Four such maps are available for shots comparable to

JPN #80321. These maps were parametrized with the line-

integrated density signal from interferometry and interpolated

accordingly to obtain plasma backgrounds for specific shots,

e.g. for JPN #80321. Figure 2(b) shows electron density and

temperature profiles interpolated at the inner mid-plane near

the LCFS and figure 2(c) the electron density for the full

(R, z)-map.

3.2. Wall geometry

The polygon mesh for JET wall components that was used in

this work is shown in figure 3 and was provided by the

PFCFlux code [20] and post-processed for ERO2.0 require-

ments, e.g. redundant polygons at the backsides of PFCs were

removed. The inset in the red box is a magnification of the

three limiter tiles investigated in the earlier ERO1.0 modeling

[9], and also shows the edges of the polygons in order to

illustrate the typical polygon resolution of ca. 0.7cm edge

length. The polygons can in principle be subdivided in order

to increase the resolution, however a sensitivity scan showed

that the impact on surface-integrated results (e.g. the total

number of eroded atoms) is negligible, so the resolution

shown in the figure is sufficient. However, some very fine

details such as the castellation of Be tiles [21] or bolt holes [2]

are not described by the polygon mesh and are therefore

neglected in this work.

The color coding in figure 3 indicates the material com-

position of the wall elements. The majority of tiles from the

inner wall guard limiters (IWGLs), which are the main erosion

zones in the limiter shots considered here, are made of bulk Be.

In the vicinity of neutral beam injection shinethrough areas, tiles

from IWGL center sections are recessed and clad with W-coated

carbon-fiber composite (CFC) or Be-coated Inconel [2]. The

latter are treated as bulk Be tiles in the current simulations and

Figure 3. 3D view of the polygon mesh used by ERO2.0, representing selected wall components of the JET ILW. Polygons are color-coded
with material composition as indicated in the legend. The inset shows the magnified limiter tiles included in earlier ERO1.0 simulations [9]
and also illustrates the typical polygon resolution.
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are shown in the figure for better visibility of the recessed tiles

only. Due to being recessed a few centimeters into the sha-

dowed zone, the coated tiles show negligible erosion, therefore

only the bulk Be tiles are of interest in this work.

3.3. Sputtering yields

For the present modeling Be is assumed to be the only rele-

vant impurity in the deuterium (D) plasma. Consequently

only two contributions to Be sputtering are considered,

namely physical sputtering by D and by Be (self-sputtering).

Chemically assisted physical sputtering, which can contribute

up to one third of the overall erosion but practically vanishes

at high Be limiter temperatures (T 520surf > ) [17], was

neglected for the present work. ERO uses the Eckstein

formula for the sputtering yield Y Y E ,in inq= ( ) [22] in the

case of sputtering by test particles for which Ein and inq are

known. The Eckstein fit parameters were obtained from

molecular dynamics and binary collision approximation cal-

culations, with the assumption of 50% D content in the Be

surface (labeled ‘ERO-min’ due to the yields being 3–4 times

lower than for clean Be surfaces), which was recently shown

to give good quantitative agreement with JET experiments for

plasma-wetted areas [9].

For sputtering by the D+ ions of the plasma background,
pre-calculated effective sputtering yields Y Y T , B

eff
e q= ( ) are

used, with Bq being the magnetic inclination angle. These

effective yields were obtained by averaging the Eckstein

formula, with the angle and energy distributions of incident ions

obtained from a semi-analytical approach described in [23].

3.4. Modeled erosion of IWGL wall tiles

Figure 4 shows a selection of surface parameters and PWI

results obtained for JPN #80321 at t=50 s. Only the IWGL

in JET octant 7X is shown, which is a non-recessed limiter

with bulk Be tiles. Figures 4(a)–(c) shows the electron density

ne, electron temperature Te and magnetic angle Bq at the

sheath entrance respectively, which are the plasma back-

ground values evaluated at the surface cell centers.

Figure 4(d) shows the connection lengths L. These were

calculated by tracing magnetic field lines from the centers of

each surface cell, until either another surface cell is reached or

the connection length exceeds the selected threshold

L 6 mthr = . The pattern with the inversion at the plasma

contact point is characteristic for limiter plasmas and is in

good agreement with PFCFlux calculations [20] and heat flux

patterns obtained from infra-red (IR) cameras [21]. The sha-

dowing pattern is also visible in the light emission of eroded

Be experimentally measured with 2D wide-view cameras

(figure 7(b)) as discussed further below. Figure 4(e) shows the

Figure 4. Color-maps (normalized to respective maximum value) of selected surface parameters and PWI results for the IWGL in JET octant
7X. The respective quantities are (a) electron density n 2 10 cme

12 3´ -( ), (b) electron temperature T 30 eVe ( ), (c) magnetic angle

(relative to the surface normal) 90Bq  (d) connection length L 6 m( ), (e) incident D flux 10 cm sD
in 18 2 1G - -( ), (f) sputtered Be flux

10 cm sBe D
ero 17 2 1G ¬

- -( ), (g) incident Be flux 5 10 cm sBe
in 16 2 1G ´ - -( ), and (h) self-sputtered Be flux 10 cm sBe Be

ero 16 2 1G ¬
- -( ). The red oval

in (g) shows the spectroscopic system observation spot used previously for determining effective yields experimentally [17] and by ERO1.0
modeling [9]. The figure illustrates the workflow of the ERO2.0 modeling with chronological ordering from (a) to (h). (a)–(c) result simply
from interpolating the input plasma background at the surface cell locations. (d) results from tracing the magnetic field lines. (e)–(f) result
from applying (1) and (3), respectively. (g)–(h) result from following the deposition of and self-sputtering (4) by Be test particles eroded by D
impact in (f).
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D ion flux

n c Scos 1BD
in

e s qG = ⋅ ⋅ ⋅( ) ( )

reaching the surface, with the ion sound velocity

c k T T m , 2s B e i i= +( ) ( )

the magnetic inclination angle θB and shadowing factor S. The

latter is introduced as a correction factor between 0 and 1,

which accounts for the fact that fewer ions should reach

magnetically shadowed zones. A simple shadowing model

with S=0 for cells with L L thr< (shadowed) and S=1 for

cells with L L thr= (plasma-wetted) is used. Figure 4(f) shows

the eroded Be ion flux

Y T , . 3BBe D
ero

D
in

Be D
eff

e qG = G¬ ¬ ( ) ( )

Figure 4(g) shows the Be ion flux Be
inG reaching the surface

resulting from following the test particles until they impact on

the wall. Noteworthy, the simulated Be incidence ion flux

does not show the sharp distinction between shadowed and

plasma-wetted zone which was assumed for the D incidence

ion flux in figures 4(e)–(f). This means that self-sputtering can

lead to erosion in shadowed regions. However as discussed

below, self-sputtering poses a minor contribution to total

erosion (compared to sputtering by D ions) for the plasma

conditions considered here. Therefore, hardly any Be emis-

sion from shadowed zones is observed in the experimental 2D

images (see below in figure 7(b)). Figure 4(h) shows the self-

sputtered Be ion flux

Y E , 4Be Be
ero

Be
in

Be Be in inqG = G¬ ¬ ( ) ( )

which is calculated by adding up the contribution of all

impacting test particles to the self-sputtering. Be erosion by

self-sputtering Be Be
eroG ¬ is lower than D sputtering Be D

eroG ¬ ,

which can be attributed to the incidence Be flux being much

lower than the D flux.

This can be further quantified by calculating the total

number of incidence or eroded atoms per second

n ai i i= å G · across all IW surface cells with area ai. As a
rough measure for effective yields, we can define

Y n neff
tot ero in= . Table 1 shows the results. While the effective

yield is ∼28 times higher for Be self-sputtering, the Be

incidence rate is ∼235 times lower than the D incidence rate,

therefore nBe Be
ero
¬ is a factor ∼8 lower than nBe D

ero
¬ . It should be

noted that these results are dependent on plasma backgrounds

taken by ERO as an input.

3.5. Modeled Be transport

For understanding the composition of the above Yeff,Be Be

value, we need to take into account Be transport results. For

the transport calculations, an ensemble of 2× 106 eroded Be

test particles was launched9. In addition to the Lorentz force

and friction with the background plasma ions (described by a

Fokker–Planck collision term [24]), test particles are affected

by anomalous cross-field transport. It is treated in ERO as a

diffusion process with a constant coefficient D̂ as an open
parameter. In the simulations shown here, D 1 m s2 1=^ - was

assumed for Be ions in the entire plasma edge, which is in the

order of the Bohm diffusion coefficient D k TBohm
B e=^ ( )

eB16( ) [25] for B 4.2 T» and T 55 eVe » at the LCFS

infigure 2(b). A sensitivity scan for the impact of D̂ on

ERO1.0 results can be found in [26].

A major particle fraction of 65% reaches the surface as

Be2+, followed by 16%Be3+, 13%Be+, 5%Be4+ and

<1%Be0. Figure 5 shows the distributions for impact energy

and angle, accumulated over all PFC tiles.

The angular distributions (figure 5(a)) for each charge

state show a characteristic shape with a monotonic increase

from 0inq =  (normal incidence) to about 50inq » , fol-

lowed by a peak which is more pronounced for low charge

states Z. With increasing Z, the peak position gets shifted to

higher inq (shallow incidence). The total distribution has a

mean at 54inq = . For shallow magnetic field angles relevant

for the JET-ILW limiters or ITER blanket modules, similar

values are found in literature with ERO1.0 calculations [9] for

D ions, and analytic [27] and particle-in-cell calculations [28]

for D and carbon (C) ions.

Because incoming charged particles obtain a large part

E V Z ein sheath= · · of their energy in the sheath, the energy

distribution (figure 5(b)) is determined by the distribution of

charge state Z, and by the local sheath potential Vsheath which

is proportional to the electron temperature. ERO2.0 assumes

V k T e3sheath b e= for the sheath potential. With the maximum

T 30 eVe = from figure 4(b), the maximum potential is

V 90 Vsheath = . Therefore, each of the energy distributions for

an individual charge state Z has a distinctive kink at

E Z 90 eVin = · . Each kink is followed by a high-energy tail

due to the initial thermal energy the particles have before

entering the sheath. This tail becomes broader with increasing

Z, because higher charged particles have typically travelled

longer distances before entering the sheath and are already

considerably thermalized with the background plasma. The

total energy distribution has a mean at E 145 eVin = .

Figure 6 shows the simulated Be density for charge states

Z=1, 2 and 3 averaged in toroidal direction and time. For

Be0 (not shown) and Be+, we observe that the penetration

depth (determined by the ionization probability) is in the

order of several cm, while recombination from higher ionized

Be is negligible. Hence, their density is well localized at the

erosion sites on the IW. This shows that Be I and II line

emission measurements in the observation spot are deter-

mined mostly by the Be eroded within the same observation

Table 1. PWI results integrated over all IW tiles. nin are rates of
incident D and Be particles, nero are Be sputtering rates by D and Be
impact respectively, and Yeff

tot are the corresponding effective yields.

D Be

n sin 1-( ) 7.7× 1022 3.3× 1020

n sero 1-( ) 6.8× 1020 8.2× 1019

Yeff
tot 9× 10−3 0.25

9
The calculation has required T 17h» on 192 JURECA CPU cores.
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spot or up to a few cm away. This supports previous deter-

mination of LOS-averaged effective yields [9, 17], which

assumed Be line emission to be originated from particles

eroded directly within the observation spot.

From figure 6 we see that Be with Z 2> penetrates much

deeper into the plasma. These particles can in principle reach

locations at larger distance from the erosion source after

completing one or more poloidal turns and contribute to self-

sputtering. However the distributions in figure 5 show only a

minor fraction (about 20%) of particles with Z 2> . This

discrepancy can be attributed to the fraction of test particles

crossing the ERO2.0 simulation volume boundaries, which

are shown as green solid lines in figures 2(a) and 6. While

49% of the test particles deposit on the surface of the 3D

limiter geometry (and contribute to the distributions in

figure 5 and to self-sputtering), the remaining 51% leave the

simulation volume at the boundaries (39% at the inner and

13% at the outer boundary).

The outer boundary corresponds to the (R, z)-projection

of the JET FW, which was retracted on the left side in order to

Figure 5. Distributions of Be incidence (a) angle (relative to the surface normal) and (b) energy, accumulated over all PFC tiles. The total
counts are shown, and also the contributions from individual charge states. For the energy distributions, vertical lines mark the locations of
kinks at E Z 90 eVin = · which are due to the maximum sheath potential drop at the limiter surface.

Figure 6. Color-maps (normalized to the respective maximum value) showing calculated Be density in the (R, z)-plane averaged over toroidal
angle and time. (a)n 4 10 mBe

16 3´ -+ ( ), (b)n 2 10 mBe
17 3

2 ´ -+ ( ), (c)n 1 10 mBe
17 3

3 ´ -+ ( ). The solid green lines show the simulation

volume boundaries, the dashed white line shows the separatrix for the density scan shot JPN #80321 at t=50 s.
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contain the three-dimensional IWGL surface. The 13% of

particles absorbed at this boundary are travelling into gaps

between limiter tiles or onto other PFCs which were not

included in the set of 3D polygon meshes (e.g. the Be parallel

protection bars below the IWGLs) and are of no further

interest in this work. However, the 39% of particles entering

the core plasma (which are currently assumed as lost in the

simulation) may influence the outcome significantly in reality.

After being confined in the core plasma for a certain time,

particles should re-enter the SOL due to anomalous cross-

field transport (see equation (6.2) in [25]).

This fraction of particles can in principle be accounted

for in ERO2.0 by setting the specified simulation volume

boundary cr to smaller values or even dropping the inner
boundary entirely, allowing test particles to freely enter and

leave the core plasma. The disadvantage is that calculation

time increases dramatically by a factor of 10 or more due to

the much longer trajectory lengths of the core impurities

(because ERO calculates trajectories in full orbit resolution in

3D, small time steps of the order of nanoseconds are required

to prevent numerical errors). More importantly, ERO is not

developed for core transport simulations, for instance radial

dependence of the anomalous diffusion coefficient D̂ is not

considered in the code. In order to account for the particles re-

entering the SOL from the core, an alternative boundary

condition is currently being investigated. In this boundary

condition, particles entering the core region are re-emitted

into the SOL at a random location on the separatrix.

3.6. Synthetic wide-angle 2D camera images

For validating the erosion patterns shown in figure 4 and Be+

density patterns shown in figure 6, comparison to exper-

imental images from wide-angle 2D cameras can be used. For

this purpose, a new synthetic diagnostics that mimics exper-

imental images has been implemented into ERO2.0. For

rendering images, ERO2.0 can choose between a ray tracing

algorithm and a perspective projection matrix algorithm. Both

algorithms utilize a simple optical model in which the camera

is approximated as a pinhole camera with a certain pupil

position and LOS direction, however the implementation of

the algorithms is different. The ray tracing is more compu-

tationally efficient for rendering the wall, while the perspec-

tive matrix is more efficient for rendering impurity line

emission because ERO2.0 stores 3D emission densities as

sparse matrices.

Figure 7(a) shows the field of view of an experimental

camera. The grayscale image was taken from a shot with a

disruption flash in which the JET wall is well visible. By

fitting selected image points with corresponding points on the

JET 3D wall geometry model using the Python package

CALCAM10, the camera parameters such as the pupil position

and LOS could be obtained. Figure 7(a) illustrates the

alignment of experimental images with the synthetic ones.

One can see that there is misalignment in some image regions

(mostly on the image borders where optical aberrations are

the strongest), however the relevant image regions where Be

emission occurs are well aligned.

As no Be emission images were available from the

density scan experiment, instead we use images measured

parasitically in limiter discharges (reference shot JPN

#91140) with the plasma shifted upward compared to JPN

#80321. To obtain a plasma parameters (R, z)-map as in

figure 2(c), a translation and ‘squeezing’ transformation was

applied. Figure 7(b) shows an overlay of the wireframe with

the experimental image of BeII 467nm line intensity

(colored) from JPN #91140. Figure 7(c) shows a similar

overlay for the intensity simulated by ERO2.0. One can see

that ERO2.0 can qualitatively well reproduce the emission

patterns from the experiment. Because Be+ is localized at the

erosion areas, the image reflects the erosion patterns from

figure 4, with the above-described shadowing pattern as the

most striking feature. We observe two distinct emission

‘plumes’ from the IWGLs in octants 4Z (left side of image)

and 5Z (center of image). The emission plume of the IWGL

in-between in octant 5X is limited to the five tiles at the top,

because the other tiles are recessed and therefore not eroded.

Some subtle differences between experiment and mod-

eling are yet visible, which are marked as regions I–III in the

figure. In region I, the emission plumes at the IWGLs in the

experimental image extend more in z-direction up to the top

IWGL tiles compared to the synthetic image. This might

indicate that the Te in the ERO2.0 plasma background has a

too short SOL decay length, so that the upper tiles do not get

eroded in the model. In region II, the plume in octant 5Z has a

different shape: it is thinner near the plasma contact point and

becomes broader near the limiter ends in the experiment,

while in the modeling the plume has approximately equal

thickness everywhere which is also seen in the Be+ density in

figure 6(a). This again might be due to uncertainties in the

plasma background used for modeling. The plume width is
determined mostly by the ionization rate for Be0 or Be+,

which in turn is given by the product of the corresponding

ionization rate coefficient (obtained from the ADAS code

database [29]) and ne. While the rate coefficient shows only a

slight dependence on ne and Te in the parameter range of

interest, an underestimation of the electron density ne in the

plasma background may well account for the too broad

emission plume. A more thorough benchmarking would

require comparison to BeI experimental images which were

not available at the time of writing this manuscript. Finally in

region III, an emission plume is visible in the experimental

image below the IWGL in octant 5Z, which is missing from

the synthetic image. This can be attributed to erosion of the

Be parallel protection bars [2], which are currently missing in

the ERO2.0 ILW geometry.

Apart from the plasma background, the diffusion coef-
ficient D 1 m s2 1=^ - was also expected to be a source of

uncertainty and affect e.g. the plume width in region II.

Therefore the simulations were repeated with two different
coefficients D 0.1 m s2 1=^ - and D 10 m s2 1=^ - . However,

the images resulting from the sensitivity scan (not shown)

have only a very weak dependence on D̂ . In toroidal direc-

tion, the emission plumes are slightly more stretched for low10
https://github.com/euratom-software/calcam
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values and more compressed for high values of D̂ , because

cross-field transport obstructs the transport along field lines,

but the poloidal and radial shape of the plumes are not

affected.

4. Discussion and conclusions

The new code version ERO2.0 has been developed, which

contains several principal technical innovations. Among these

are a more flexible definition of the wall geometry and a

parallelization scheme, which allows to simulate several

hundred more particles with only marginal increase in com-

puting time. These innovations allow a significant increase of

the simulation volume. In order to demonstrate the resulting

new modeling capabilities, simulations for JET limiter plas-

mas were performed.

Erosion patterns due to D and Be impact were calculated.

The erosion rate due to D impact was shown to be eight times

higher than Be self-sputtering. The distributions of incident

Be were discussed, with the mean incidence angle being 54◦

and most Be reaching the surface with Z=2. However, the
calculations did not take into account Be particles re-entering

the SOL from the core plasma. The modeled self-sputtering is

therefore currently underestimated, which is expected to

improve after implementing a boundary condition which

restores the particle balance.

A novel synthetic diagnostic has been developed, which

uses the calculated 3D impurity density to render synthetic 2D

wide-angle camera images. These show a good qualitative

agreement with the respective experimental images for BeII
line emission, which increases confidence in the PWI and

impurity transport model.

The remaining deviations from experiment in the 2D

camera images are attributed to uncertainties in ne and Te in

the input plasma backgrounds calculated by the basic two-

point model. In particular, the extrapolation of plasma para-

meters along field lines behind the IW limiter ridge is pro-

blematic and seems to give too low values for the top and

bottom of the limiters, which results in an underestimation of

the Be erosion and light emission in these areas.

Apart from these uncertainties, the ion temperature,

electric potential and ion flow velocity are based on estima-

tions as diagnostic data is not available. We assumed equi-

partition T Ti e= in the plasma edge. The ion temperature Ti
affects simulation results via the ion sound velocity (2), which

in turn affects the estimated ion flux (1) and thereby the

erosion fluxes. However, the calculation of other important

quantities such as sputtering yields, transport (e.g. by ioniz-

ation and recombination rates), photon emissivity coefficients

etc. are parametrized in Te and are therefore not affected. The

electric potential was set to zero, except for the Debye and

magnetic pre-sheath, where it was calculated using equations

(1) and (2) in [23]. The parallel and radial electric fields

Figure 7. Comparison of experimental 2D images from a JET wide-angle camera (KL1-E4WC, Be II 467 nm filter) and the corresponding
synthetic images calculated by ERO2.0. (a)Overlay of an experimental image (grayscale) of a disruption, during which the wall is fairly
visible, with a wireframe model of the wall (red) rendered by ERO2.0. Four reference point pairs (green: experiment, magenta: synthetic) are
shown in order to illustrate regions where the two images are misaligned. The misalignment occurs mostly at the image borders where optical
aberrations are the strongest. Also there is a misalignment in the divertor region of the image that is closer to the image center. This suggests a
certain inaccuracy in the line-of-sight and pupil position of the synthetic camera model. However, the misalignment in the relevant image
parts, where the most Be line emission occurs (IW, octants 4X and 5Z), is small enough that it does not affect the general picture and the
discussed comparison of synthetic and experimental emission. (b)Overlay of the same wireframe model (white) with an experimental image
from JPN#91140 of the same camera showing the Be II emission intensity. (c)The same, with the Be II emission rendered by the ERO2.0
synthetic camera model from the simulated volumetric emission data. The color scaling has arbitrary units.
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occurring in the SOL [12], which are much smaller than those

in the sheath, were neglected in this work. The background

ion flow velocity, which is directed towards the closest PFC

along a field line in the SOL, was previously shown to play an

important role in non-local Be transport [19]. Therefore, the

3D ion flow field in the SOL was calculated here using

the ‘simple SOL’ model (equation (3.9c) in [30]). Outside the

SOL it was assumed to be zero.

To improve the ERO2.0 simulations, dedicated model-

ing of JET limiter plasma backgrounds using the edge code

SOLEDGE2D [31] is currently ongoing. The new plasma

background are expected to provide more accurate values of

ne and Te as well as information about ion temperature, flow

velocity and electric fields. Benchmarking with further

experimental diagnostics, such as Zeff measurements, wide-

view 2D camera images and LOS-integrated signals for

various BeI and BeII emission lines, and IR cameras,

should be performed in order to reduce model uncertainties

and further increase confidence in predictive modeling

for ITER.
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