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## 1 Introduction

The study of $C P$ violation in charmless charged two-body decays of neutral $B$ mesons provides a test of the Cabibbo-Kobayashi-Maskawa (CKM) picture [1, 2] of the Standard Model (SM), and is a sensitive probe to contributions of processes beyond SM [3-7]. However, quantitative SM predictions for $C P$ violation in these decays are challenging because of the presence of loop (penguin) amplitudes, in addition to tree amplitudes. As a consequence, the interpretation of the observables requires knowledge of hadronic factors that cannot be accurately calculated from quantum chromodynamics at present. Although this represents a limitation, penguin amplitudes may also receive contributions from non-SM physics. It is necessary to combine several measurements from such two-body decays, exploiting approximate flavour symmetries, in order to cancel or constrain the unknown hadronic factors $[3,6]$.

With the advent of the BaBar and Belle experiments, the isospin analysis of $B \rightarrow \pi \pi$ decays [8] has been one of the most important tools for determining the phase of the CKM matrix. As discussed in refs. [3, 6, 7], the hadronic parameters entering the $B^{0} \rightarrow \pi^{+} \pi^{-}$ and $B_{s}^{0} \rightarrow K^{+} K^{-}$decays are related by the U-spin symmetry, i.e. by the exchange of $d$ and
$s$ quarks in the decay diagrams. Although the U-spin symmetry is known to be broken to a larger extent than isospin, it is expected that the experimental knowledge of $B_{s}^{0} \rightarrow K^{+} K^{-}$ can improve the determination of the CKM phase, also in conjunction with the $B \rightarrow \pi \pi$ isospin analysis [9].

Other precise measurements in this sector also provide valuable information for constraining hadronic parameters and give insights into hadron dynamics. LHCb has already performed measurements of time-integrated $C P$ asymmetries in $B^{0} \rightarrow K^{+} \pi^{-}$and $B_{s}^{0} \rightarrow K^{-} \pi^{+}$decays [10, 11], as well as measurements of branching fractions of charmless charged two-body $b$-hadron decays [12].

In this paper, the first measurement of time-dependent $C P$-violating asymmetries in $B_{s}^{0} \rightarrow K^{+} K^{-}$decays is presented. The analysis is based on a data sample, corresponding to an integrated luminosity of $1.0 \mathrm{fb}^{-1}$, of $p p$ collisions at a centre-of-mass energy of 7 TeV collected with the LHCb detector. A new measurement of the corresponding quantities for $B^{0} \rightarrow \pi^{+} \pi^{-}$decays, previously measured with good precision by the BaBar [13] and Belle [14] experiments, is also presented. The inclusion of charge-conjugate decay modes is implied throughout.

Assuming $C P T$ invariance, the $C P$ asymmetry as a function of time for neutral $B$ mesons decaying to a $C P$ eigenstate $f$ is given by

$$
\begin{equation*}
\mathcal{A}(t)=\frac{\Gamma_{\bar{B}_{(s)}^{0} \rightarrow f}(t)-\Gamma_{B_{(s)}^{0} \rightarrow f}(t)}{\Gamma_{\bar{B}_{(s)}^{0} \rightarrow f}(t)+\Gamma_{B_{(s)}^{0} \rightarrow f}(t)}=\frac{-C_{f} \cos \left(\Delta m_{d(s)} t\right)+S_{f} \sin \left(\Delta m_{d(s)} t\right)}{\cosh \left(\frac{\Delta \Gamma_{d(s)}}{2} t\right)-A_{f}^{\Delta \Gamma} \sinh \left(\frac{\Delta \Gamma_{d(s)}}{2} t\right)}, \tag{1.1}
\end{equation*}
$$

where $\Delta m_{d(s)}=m_{d(s), \mathrm{H}}-m_{d(s), \mathrm{L}}$ and $\Delta \Gamma_{d(s)}=\Gamma_{d(s), \mathrm{L}}-\Gamma_{d(s), \mathrm{H}}$ are the mass and width differences of the $B_{(s)}^{0}-\bar{B}_{(s)}^{0}$ system mass eigenstates. The subscripts H and L denote the heaviest and lightest of these eigenstates, respectively. The quantities $C_{f}, S_{f}$ and $A_{f}^{\Delta \Gamma}$ are

$$
\begin{equation*}
C_{f}=\frac{1-\left|\lambda_{f}\right|^{2}}{1+\left|\lambda_{f}\right|^{2}}, \quad S_{f}=\frac{2 \operatorname{Im} \lambda_{f}}{1+\left|\lambda_{f}\right|^{2}}, \quad A_{f}^{\Delta \Gamma}=-\frac{2 \operatorname{Re} \lambda_{f}}{1+\left|\lambda_{f}\right|^{2}}, \tag{1.2}
\end{equation*}
$$

with $\lambda_{f}$ defined as

$$
\begin{equation*}
\lambda_{f}=\frac{q}{p} \frac{\bar{A}_{f}}{A_{f}} . \tag{1.3}
\end{equation*}
$$

The two mass eigenstates of the effective Hamiltonian in the $B_{(s)}^{0}-\bar{B}_{(s)}^{0}$ system are $p\left|B_{(s)}^{0}\right\rangle \pm$ $q\left|\bar{B}_{(s)}^{0}\right\rangle$, where $p$ and $q$ are complex parameters. The parameter $\lambda_{f}$ is thus related to $B_{(s)}^{0}{ }^{-}$ $\bar{B}_{(s)}^{0}$ mixing (via $q / p$ ) and to the decay amplitudes of the $B_{(s)}^{0} \rightarrow f$ decay $\left(A_{f}\right)$ and of the $\bar{B}_{(s)}^{0} \rightarrow f$ decay $\left(\bar{A}_{f}\right)$. Assuming, in addition, negligible $C P$ violation in the mixing $(|q / p|=$ 1 ), as expected in the SM and confirmed by current experimental determinations [15, 16], the terms $C_{f}$ and $S_{f}$ parameterize direct and mixing-induced $C P$ violation, respectively. In the case of the $B_{s}^{0} \rightarrow K^{+} K^{-}$decay, these terms can be expressed as [3]

$$
\begin{align*}
C_{K K} & =\frac{2 \tilde{d}^{\prime} \sin \vartheta^{\prime} \sin \gamma}{1+2 \tilde{d}^{\prime} \cos \vartheta^{\prime} \cos \gamma+\tilde{d}^{\prime 2}}  \tag{1.4}\\
S_{K K} & =\frac{\sin \left(2 \beta_{s}-2 \gamma\right)+2 \tilde{d}^{\prime} \cos \vartheta^{\prime} \sin \left(2 \beta_{s}-\gamma\right)+\tilde{d}^{\prime 2} \sin \left(2 \beta_{s}\right)}{1+2 \tilde{d}^{\prime} \cos \vartheta^{\prime} \cos \gamma+\tilde{d}^{\prime 2}} \tag{1.5}
\end{align*}
$$

where $\tilde{d}^{\prime}$ and $\vartheta^{\prime}$ are hadronic parameters related to the magnitude and phase of the tree and penguin amplitudes, respectively, $-2 \beta_{s}$ is the $B_{s}^{0}-\bar{B}_{s}^{0}$ mixing phase, and $\gamma$ is the angle of the unitarity triangle given by $\arg \left[-\left(V_{u d} V_{u b}^{*}\right) /\left(V_{c d} V_{c b}^{*}\right)\right]$. Additional information can be provided by the knowledge of $A_{K K}^{\Delta \Gamma}$, determined from $B_{s}^{0} \rightarrow K^{+} K^{-}$effective lifetime measurements [17, 18].

The paper is organized as follows. After a brief introduction on the detector, trigger and simulation in section 2 , the event selection is described in section 3 . The measurement of time-dependent $C P$ asymmetries with neutral $B$ mesons requires that the flavour of the decaying $B$ meson at the time of production is identified. This is discussed in section 4. Direct and mixing-induced $C P$ asymmetry terms are determined by means of two maximum likelihood fits to the invariant mass and decay time distributions: one fit for the $B_{s}^{0} \rightarrow$ $K^{+} K^{-}$decay and one for $B^{0} \rightarrow \pi^{+} \pi^{-}$decay. The fit model is described in section 5 . In section 6 , the calibration of flavour tagging performances, realized by using a fit to $B^{0} \rightarrow K^{+} \pi^{-}$and $B_{s}^{0} \rightarrow K^{-} \pi^{+}$mass and decay time distributions, is discussed. The results of the $B_{s}^{0} \rightarrow K^{+} K^{-}$and $B^{0} \rightarrow \pi^{+} \pi^{-}$fits are given in section 7 and the determination of systematic uncertainties discussed in section 8. Finally, conclusions are drawn in section 9.

## 2 Detector, trigger and simulation

The LHCb detector [19] is a single-arm forward spectrometer covering the pseudorapidity range between 2 and 5 , designed for the study of particles containing $b$ or $c$ quarks. The detector includes a high-precision tracking system consisting of a silicon-strip vertex detector surrounding the $p p$ interaction region, a large-area silicon-strip detector located upstream of a dipole magnet with a bending power of about 4 Tm , and three stations of silicon-strip detectors and straw drift tubes placed downstream.

The combined tracking system provides a momentum measurement with relative uncertainty that varies from $0.4 \%$ at $5 \mathrm{GeV} / c$ to $0.6 \%$ at $100 \mathrm{GeV} / c$, and impact parameter ( $d_{\mathrm{IP}}$ ) resolution of $20 \mu \mathrm{~m}$ for tracks with high transverse momenta. The $d_{\mathrm{IP}}$ is defined as the minimum distance between the reconstructed trajectory of a particle and a given $p p$ collision vertex (PV). Charged hadrons are identified using two ring-imaging Cherenkov (RICH) detectors [20]. Photon, electron and hadron candidates are identified by a calorimeter system consisting of scintillating-pad and preshower detectors, an electromagnetic calorimeter and a hadronic calorimeter. Muons are identified by a system composed of alternating layers of iron and multiwire proportional chambers [21].

The trigger [22] consists of a hardware stage, based on information from the calorimeter and muon systems, followed by a software stage, which applies a full event reconstruction. Events selected by any hardware trigger decision are included in the analysis. The software trigger requires a two-, three- or four-track secondary vertex with a large sum of the transverse momenta of the tracks and a significant displacement from the PVs. At least one track should have a transverse momentum $\left(p_{\mathrm{T}}\right)$ exceeding $1.7 \mathrm{GeV} / c$ and $\chi_{\mathrm{IP}}^{2}$ with respect to any PV greater than 16. The $\chi_{\mathrm{IP}}^{2}$ is the difference in $\chi^{2}$ of a given PV reconstructed with and without the considered track.

A multivariate algorithm [23] is used for the identification of secondary vertices consistent with the decay of a $b$ hadron. To improve the trigger efficiency on hadronic two-body $B$ decays, a dedicated two-body software trigger is also used. This trigger selection imposes requirements on the following quantities: the quality of the reconstructed tracks (in terms of $\chi^{2} / \mathrm{ndf}$, where ndf is the number of degrees of freedom), their $p_{\mathrm{T}}$ and $d_{\mathrm{IP}}$; the distance of closest approach of the decay products of the $B$ meson candidate $\left(d_{\mathrm{CA}}\right)$, its transverse momentum $\left(p_{\mathrm{T}}^{B}\right)$, impact parameter $\left(d_{\mathrm{IP}}^{B}\right)$ and the decay time in its rest frame ( $t_{\pi \pi}$, calculated assuming decay into $\pi^{+} \pi^{-}$).

Simulated events are used to determine the signal selection efficiency as a function of the decay time, and to study flavour tagging, decay time resolution and background modelling. In the simulation, $p p$ collisions are generated using PYthia 6.4 [24] with a specific LHCb configuration [25]. Decays of hadronic particles are described by EvtGEn [26], in which final state radiation is generated using Photos [27]. The interaction of the generated particles with the detector and its response are implemented using the Geant4 toolkit [28, 29] as described in ref. [30].

## 3 Event selection

Events passing the trigger requirements are filtered to reduce the size of the data sample by means of a loose preselection. Candidates that pass the preselection are then classified into mutually exclusive samples of different final states by means of the particle identification (PID) capabilities of the RICH detectors. Finally, a boosted decision tree (BDT) algorithm [31] is used to separate signal from background.

Three sources of background are considered: other two-body b-hadron decays with a misidentified pion or kaon in the final state (cross-feed background), pairs of randomly associated oppositely-charged tracks (combinatorial background), and pairs of oppositelycharged tracks from partially reconstructed three-body $B$ decays (three-body background). Since the three-body background gives rise to candidates with invariant mass values well separated from the signal mass peak, the event selection is mainly intended to reject crossfeed and combinatorial backgrounds, which mostly affect the invariant mass region around the nominal $B_{(s)}^{0}$ mass.

The preselection, in addition to tighter requirements on the kinematic variables already used in the software trigger, applies requirements on the largest $p_{\mathrm{T}}$ and on the largest $d_{\mathrm{IP}}$ of the $B$ candidate decay products, as summarized in table 1.

The main source of cross-feed background in the $B^{0} \rightarrow \pi^{+} \pi^{-}$and $B_{s}^{0} \rightarrow K^{+} K^{-}$ invariant mass signal regions is the $B^{0} \rightarrow K^{+} \pi^{-}$decay, where one of the two final state particles is misidentified. The PID is able to reduce this background to $15 \%$ (11\%) of the $B_{s}^{0} \rightarrow K^{+} K^{-}\left(B^{0} \rightarrow \pi^{+} \pi^{-}\right)$signal. Invariant mass fits are used to estimate the yields of signal and combinatorial components. Figure 1 shows the $\pi^{+} \pi^{-}$and $K^{+} K^{-}$ invariant mass spectra after applying preselection and PID requirements. The results of the fits, which use a single Gaussian function to describe the signal components and neglect residual backgrounds from cross-feed decays, are superimposed. The presence of a small component due to partially reconstructed three-body decays in the $K^{+} K^{-}$spectrum is

| Variable | Requirement |
| :---: | :---: |
| Track $\chi^{2} / \mathrm{ndf}$ | $<5$ |
| Track $p_{\mathrm{T}}[\mathrm{GeV} / c]$ | $>1.1$ |
| Track $d_{\mathrm{IP}}[\mu \mathrm{m}]$ | $>120$ |
| $\max p_{\mathrm{T}}[\mathrm{GeV} / c]$ | $>2.5$ |
| $\max d_{\mathrm{IP}}[\mu \mathrm{m}]$ | $>200$ |
| $d_{\mathrm{CA}}[\mu \mathrm{m}]$ | $<80$ |
| $p_{\mathrm{T}}^{B}[\mathrm{GeV} / c]$ | $>1.2$ |
| $d_{\mathrm{IP}}^{B}[\mu \mathrm{~m}]$ | $<100$ |
| $t_{\pi \pi}[\mathrm{ps}]$ | $>0.6$ |
| $m_{\pi^{+} \pi^{-}}\left[\mathrm{GeV} / c^{2}\right]$ | $4.8-5.8$ |

Table 1. Kinematic requirements applied by the event preselection.


Figure 1. Fits to the (a) $\pi^{+} \pi^{-}$and (b) $K^{+} K^{-}$invariant mass spectra, after applying preselection and PID requirements. The components contributing to the fit model are shown.
also neglected. Approximately $11 \times 10^{3} B^{0} \rightarrow \pi^{+} \pi^{-}$and $14 \times 10^{3} B_{s}^{0} \rightarrow K^{+} K^{-}$decays are reconstructed.

A BDT discriminant based on the AdaBoost algorithm [32] is then used to reduce the combinatorial background. The BDT uses the following properties of the decay products: the minimum $p_{\mathrm{T}}$ of the pair, the minimum $d_{\mathrm{IP}}$, the minimum $\chi_{\mathrm{IP}}^{2}$, the maximum $p_{\mathrm{T}}$, the maximum $d_{\mathrm{IP}}$, the maximum $\chi_{\mathrm{IP}}^{2}$, the $d_{\mathrm{CA}}$, and the $\chi^{2}$ of the common vertex fit. The BDT also uses the following properties of the $B$ candidate: the $p_{\mathrm{T}}^{B}$, the $d_{\mathrm{IP}}^{B}$, the $\chi_{\mathrm{IP}}^{2}$, the flight distance, and the $\chi^{2}$ of the flight distance. The BDT is trained, separately for the $B^{0} \rightarrow \pi^{+} \pi^{-}$and the $B_{s}^{0} \rightarrow K^{+} K^{-}$decays, using simulated events to model the signal and data in the mass sideband ( $5.5<m<5.8 \mathrm{GeV} / c^{2}$ ) to model the combinatorial background. An optimal threshold on the BDT response is then chosen by maximizing $S / \sqrt{S+B}$, where $S$ and $B$ represent the numbers of signal and combinatorial background events within $\pm 60 \mathrm{MeV} / c^{2}$ (corresponding to about $\pm 3 \sigma$ ) around the $B^{0}$ or $B_{s}^{0}$ mass. The resulting mass distributions are discussed in section 7. A control sample of $B^{0} \rightarrow K^{+} \pi^{-}$ and $B_{s}^{0} \rightarrow K^{-} \pi^{+}$decays is selected using the BDT selection optimized for the $B^{0} \rightarrow \pi^{+} \pi^{-}$ decay, but with different PID requirements applied.

| Category | Range for $\eta$ |
| :---: | :---: |
| 1 | $0.00-0.22$ |
| 2 | $0.22-0.30$ |
| 3 | $0.30-0.37$ |
| 4 | $0.37-0.42$ |
| 5 | $0.42-0.47$ |

Table 2. Definition of the five tagging categories determined from the optimization algorithm, in terms of ranges of the mistag probability $\eta$.

## 4 Flavour tagging

The sensitivity to the time-dependent $C P$ asymmetry is directly related to the tagging power, defined as $\varepsilon_{\text {eff }}=\varepsilon(1-2 \omega)^{2}$, where $\varepsilon$ is the probability that a tagging decision for a given candidate can be made (tagging efficiency) and $\omega$ is the probability that such a decision is wrong (mistag probability). If the candidates are divided into different subsamples, each one characterized by an average tagging efficiency $\varepsilon_{i}$ and an average mistag probability $\omega_{i}$, the effective tagging power is given by $\varepsilon_{\text {eff }}=\sum_{i} \varepsilon_{i}\left(1-2 \omega_{i}\right)^{2}$, where the index $i$ runs over the various subsamples.

So-called opposite-side (OS) taggers are used to determine the initial flavour of the signal $B$ meson [33]. This is achieved by looking at the charge of the lepton, either muon or electron, originating from semileptonic decays, and of the kaon from the $b \rightarrow c \rightarrow s$ decay transition of the other $b$ hadron in the event. An additional OS tagger, the vertex charge tagger, is based on the inclusive reconstruction of the opposite $B$ decay vertex and on the computation of a weighted average of the charges of all tracks associated to that vertex. For each tagger, the mistag probability is estimated by means of an artificial neural network. When more than one tagger is available per candidate, these probabilities are combined into a single mistag probability $\eta$ and a unique decision per candidate is taken.

The data sample is divided into tagging categories according to the value of $\eta$, and a calibration is performed to obtain the corrected mistag probability $\omega$ for each category by means of a mass and decay time fit to the $B^{0} \rightarrow K^{+} \pi^{-}$and $B_{s}^{0} \rightarrow K^{-} \pi^{+}$spectra, as described in section 6. The consistency of tagging performances for $B^{0} \rightarrow \pi^{+} \pi^{-}, B_{s}^{0} \rightarrow$ $K^{+} K^{-}, B^{0} \rightarrow K^{+} \pi^{-}$and $B_{s}^{0} \rightarrow K^{-} \pi^{+}$decays is verified using simulation. The definition of tagging categories is optimized to obtain the highest tagging power. This is achieved by the five categories reported in table 2. The gain in tagging power using more categories is found to be marginal.

## 5 Fit model

For each component that contributes to the selected samples, the distributions of invariant mass, decay time and tagging decision are modelled. Three sources of background are considered: combinatorial background, cross-feed and backgrounds from par-
tially reconstructed three-body decays. The following cross-feed backgrounds play a nonnegligible role:

- in the $K^{ \pm} \pi^{\mp}$ spectrum, $B^{0} \rightarrow \pi^{+} \pi^{-}$and $B_{s}^{0} \rightarrow K^{+} K^{-}$decays where one of the two final state particles is misidentified, and $B^{0} \rightarrow K^{+} \pi^{-}$decays where pion and kaon identities are swapped;
- in the $\pi^{+} \pi^{-}$spectrum, $B^{0} \rightarrow K^{+} \pi^{-}$decays where the kaon is misidentified as a pion; in this spectrum there is also a small component of $B_{s}^{0} \rightarrow \pi^{+} \pi^{-}$which must be taken into account [12];
- in the $K^{+} K^{-}$spectrum, $B^{0} \rightarrow K^{+} \pi^{-}$decays where the pion is misidentified as a kaon.


### 5.1 Mass model

The signal component for each two-body decay is modelled convolving a double Gaussian function with a parameterization of final state QED radiation. The probability density function (PDF) is given by

$$
\begin{equation*}
g(m)=A\left[\Theta(\mu-m)(\mu-m)^{s}\right] \otimes G_{2}\left(m ; f_{1}, \sigma_{1}, \sigma_{2}\right) \tag{5.1}
\end{equation*}
$$

where $A$ is a normalization factor, $\Theta$ is the Heaviside function, $G_{2}$ is the sum of two Gaussian functions with widths $\sigma_{1}$ and $\sigma_{2}$ and zero mean, $f_{1}$ is the fraction of the first Gaussian function, and $\mu$ is the $B$-meson mass. The negative parameter $s$ governs the amount of final state QED radiation, and is fixed for each signal component using the respective theoretical QED prediction, calculated according to ref. [34].

The combinatorial background is modelled by an exponential function for all the final states. The component due to partially reconstructed three-body $B$ decays in the $\pi^{+} \pi^{-}$ and $K^{+} K^{-}$spectra is modelled convolving a Gaussian resolution function with an ARGUS function [35]. The $K^{ \pm} \pi^{\mp}$ spectrum is described convolving a Gaussian function with the sum of two ARGUS functions, in order to accurately model not only $B^{0}$ and $B^{+}$, but also a smaller fraction of $B_{s}^{0}$ three-body decays [11]. Cross-feed background PDFs are obtained from simulations. For each final state hypothesis, a set of invariant mass distributions is determined from pairs where one or both tracks are misidentified, and each of them is parameterized by means of a kernel estimation technique [36]. The yields of the cross-feed backgrounds are fixed by means of a time-integrated simultaneous fit to the mass spectra of all two-body $B$ decays [11].

### 5.2 Decay time model

The time-dependent decay rate of a flavour-specific $B \rightarrow f$ decay and of its $C P$ conjugate $\bar{B} \rightarrow \bar{f}$ is given by the PDF

$$
\begin{align*}
f(t, \psi, \xi) & =K\left(1-\psi A_{C P}\right)\left(1-\psi A_{f}\right) \times  \tag{5.2}\\
& \left\{\left[\left(1-A_{\mathrm{P}}\right) \Omega_{\xi}^{B}+\left(1+A_{\mathrm{P}}\right) \bar{\Omega}_{\xi}^{B}\right] H_{+}(t)+\psi\left[\left(1-A_{\mathrm{P}}\right) \Omega_{\xi}^{B}-\left(1+A_{\mathrm{P}}\right) \bar{\Omega}_{\xi}^{B}\right] H_{-}(t)\right\},
\end{align*}
$$

where $K$ is a normalization factor, and the variables $\psi$ and $\xi$ are the final state tag and the initial flavour tag, respectively. This PDF is suitable for the cases of $B^{0} \rightarrow K^{+} \pi^{-}$and $B_{s}^{0} \rightarrow K^{-} \pi^{+}$decays. The variable $\psi$ assumes the value +1 for the final state $f$ and -1 for the final state $\bar{f}$. The variable $\xi$ assumes the discrete value $+k$ when the candidate is tagged as $B$ in the $k$-th category, $-k$ when the candidate is tagged as $\bar{B}$ in the $k$-th category, and zero for untagged candidates. The direct $C P$ asymmetry, $A_{C P}$, the asymmetry of final state reconstruction efficiencies (detection asymmetry), $A_{f}$, and the $B$ meson production asymmetry, $A_{\mathrm{P}}$, are defined as

$$
\begin{align*}
A_{C P} & =\frac{\mathcal{B}(\bar{B} \rightarrow \bar{f})-\mathcal{B}(B \rightarrow f)}{\mathcal{B}(\bar{B} \rightarrow \bar{f})+\mathcal{B}(B \rightarrow f)},  \tag{5.3}\\
A_{f} & =\frac{\varepsilon_{\text {rec }}(\bar{f})-\varepsilon_{\mathrm{rec}}(f)}{\varepsilon_{\mathrm{rec}}(\bar{f})+\varepsilon_{\mathrm{rec}}(f)},  \tag{5.4}\\
A_{\mathrm{P}} & =\frac{\mathcal{R}(\bar{B})-\mathcal{R}(B)}{\mathcal{R}(\bar{B})+\mathcal{R}(B)}, \tag{5.5}
\end{align*}
$$

where $\mathcal{B}$ denotes the branching fraction, $\varepsilon_{\text {rec }}$ is the reconstruction efficiency of the final state $f$ or $\bar{f}$, and $\mathcal{R}$ is the production rate of the given $B$ or $\bar{B}$ meson. The parameters $\Omega_{\xi}^{B}$ and $\bar{\Omega}_{\xi}^{B}$ are the probabilities that a $B$ or a $\bar{B}$ meson is tagged as $\xi$, respectively, and are defined as

$$
\begin{array}{ll}
\Omega_{k}^{B}=\varepsilon_{k}\left(1-\omega_{k}\right), & \Omega_{-k}^{B}=\varepsilon_{k} \omega_{k},
\end{array} \Omega_{0}^{B}=1-\sum_{j=1}^{5} \varepsilon_{j}, ~\left(\bar{\Omega}_{-k}^{B}=\bar{\varepsilon}_{k}\left(1-\bar{\omega}_{k}\right), \quad \bar{\Omega}_{0}^{B}=1-\sum_{j=1}^{5} \bar{\varepsilon}_{j}, ~ \$ \bar{\varepsilon}_{k}^{B} \bar{\omega}_{k}, \quad ~ \$\right.
$$

where $\varepsilon_{k}\left(\bar{\varepsilon}_{k}\right)$ is the tagging efficiency and $\omega_{k}\left(\bar{\omega}_{k}\right)$ is the mistag probability for signal $B$ $(\bar{B})$ mesons that belong to the $k$-th tagging category. The functions $H_{+}(t)$ and $H_{-}(t)$ are defined as

$$
\begin{align*}
& H_{+}(t)=\left[e^{-\Gamma_{d(s)} t} \cosh \left(\Delta \Gamma_{d(s)} t / 2\right)\right] \otimes R(t) \varepsilon_{\mathrm{acc}}(t),  \tag{5.7}\\
& H_{-}(t)=\left[e^{-\Gamma_{d(s)} t} \cos \left(\Delta m_{d(s)} t\right)\right] \otimes R(t) \varepsilon_{\mathrm{acc}}(t), \tag{5.8}
\end{align*}
$$

where $\Gamma_{d(s)}$ is the average decay width of the $B_{(s)}^{0}$ meson, $R$ is the decay time resolution model, and $\varepsilon_{\text {acc }}$ is the decay time acceptance.

In the fit to the $B^{0} \rightarrow K^{+} \pi^{-}$and $B_{s}^{0} \rightarrow K^{-} \pi^{+}$mass and decay time distributions, the decay width differences of $B^{0}$ and $B_{s}^{0}$ mesons are fixed to zero and to the value measured by LHCb, $\Delta \Gamma_{s}=0.106 \mathrm{ps}^{-1}[37]$, respectively, whereas the mass differences are left free to vary. The fit is performed simultaneously for candidates belonging to the five tagging categories and for untagged candidates.

If the final states $f$ and $\bar{f}$ are the same, as in the cases of $B^{0} \rightarrow \pi^{+} \pi^{-}$and $B_{s}^{0} \rightarrow K^{+} K^{-}$ decays, the time-dependent decay rates are described by

$$
\begin{equation*}
f(t, \xi)=K\left\{\left[\left(1-A_{\mathrm{P}}\right) \Omega_{\xi}^{B}+\left(1+A_{\mathrm{P}}\right) \bar{\Omega}_{\xi}^{B}\right] I_{+}(t)+\left[\left(1-A_{\mathrm{P}}\right) \Omega_{\xi}^{B}-\left(1+A_{\mathrm{P}}\right) \bar{\Omega}_{\xi}^{B}\right] I_{-}(t)\right\}, \tag{5.9}
\end{equation*}
$$

where the functions $I_{+}(t)$ and $I_{-}(t)$ are

$$
\begin{align*}
& I_{+}(t)=\left\{e^{-\Gamma_{d(s)} t}\left[\cosh \left(\Delta \Gamma_{d(s)} t / 2\right)-A_{f}^{\Delta \Gamma} \sinh \left(\Delta \Gamma_{d(s)} t / 2\right)\right]\right\} \otimes R(t) \varepsilon_{\text {acc }}(t),  \tag{5.10}\\
& I_{-}(t)=\left\{e^{-\Gamma_{d(s)} t}\left[C_{f} \cos \left(\Delta m_{d(s)} t\right)-S_{f} \sin \left(\Delta m_{d(s)} t\right)\right]\right\} \otimes R(t) \varepsilon_{\text {acc }}(t) \tag{5.11}
\end{align*}
$$

In the $B_{s}^{0} \rightarrow K^{+} K^{-}$fit, the average decay width and mass difference of the $B_{s}^{0}$ meson are fixed to the values $\Gamma_{s}=0.661 \mathrm{ps}^{-1}$ [37] and $\Delta m_{s}=17.768 \mathrm{ps}^{-1}$ [38]. The width difference $\Delta \Gamma_{s}$ is left free to vary, but is constrained to be positive as expected in the SM and measured by LHCb [39], in order to resolve the invariance of the decay rates under the exchange $\left(\Delta \Gamma_{d(s)}, A_{f}^{\Delta \Gamma}\right) \rightarrow\left(-\Delta \Gamma_{d(s)},-A_{f}^{\Delta \Gamma}\right)$. Moreover, the definitions of $C_{f}, S_{f}$ and $A_{f}^{\Delta \Gamma}$ in eq. (1.2) allow $A_{f}^{\Delta \Gamma}$ to be expressed as

$$
\begin{equation*}
A_{f}^{\Delta \Gamma}= \pm \sqrt{1-C_{f}^{2}-S_{f}^{2}} \tag{5.12}
\end{equation*}
$$

The positive solution, which is consistent with measurements of the $B_{s}^{0} \rightarrow K^{+} K^{-}$effective lifetime $[17,18]$, is taken. In the case of the $B^{0} \rightarrow \pi^{+} \pi^{-}$decay, where the width difference of the $B^{0}$ meson is negligible and fixed to zero, the ambiguity is not relevant. The mass difference is fixed to the value $\Delta m_{d}=0.516 \mathrm{ps}^{-1}$ [40]. Again, these two fits are performed simultaneously for candidates belonging to the five tagging categories and for untagged candidates.

The dependence of the reconstruction efficiency on the decay time (decay time acceptance) is studied with simulated events. For each simulated decay, namely $B^{0} \rightarrow \pi^{+} \pi^{-}$, $B_{s}^{0} \rightarrow K^{+} K^{-}, B^{0} \rightarrow K^{+} \pi^{-}$and $B_{s}^{0} \rightarrow K^{-} \pi^{+}$, reconstruction, trigger requirements and event selection are applied, as for data. It is empirically found that $\varepsilon_{\text {acc }}(t)$ is well parameterized by

$$
\begin{equation*}
\varepsilon_{\mathrm{acc}}(t)=\frac{1}{2}\left[1-\frac{1}{2} \operatorname{erf}\left(\frac{p_{1}-t}{p_{2} t}\right)-\frac{1}{2} \operatorname{erf}\left(\frac{p_{3}-t}{p_{4} t}\right)\right] \tag{5.13}
\end{equation*}
$$

where erf is the error function, and $p_{i}$ are free parameters determined from simulation.
The expressions for the decay time PDFs of the cross-feed background components are determined from eqs. (5.2) and (5.9), assuming that the decay time calculated under the wrong mass hypothesis resembles the correct one with sufficient accuracy. This assumption is verified with simulations.

The parameterization of the decay time distribution for combinatorial background events is studied using the high-mass sideband from data, defined as $5.5<m<5.8 \mathrm{GeV} / c^{2}$. Concerning the $K^{ \pm} \pi^{\mp}$ spectrum, for events selected by the $B^{0} \rightarrow \pi^{+} \pi^{-} \mathrm{BDT}$, it is empirically found that the PDF can be written as

$$
\begin{equation*}
f(t, \xi, \psi)=K \Omega_{\xi}^{\mathrm{comb}}\left(1-\psi A_{C P}^{\mathrm{comb}}\right)\left[g e^{-\Gamma_{1}^{\mathrm{comb}} t}+(1-g) e^{-\Gamma_{2}^{\mathrm{comb}} t}\right] \varepsilon_{\mathrm{acc}}^{\mathrm{comb}}(t) \tag{5.14}
\end{equation*}
$$

where $A_{C P}^{\text {comb }}$ is the charge asymmetry of the combinatorial background, $g$ is the fraction of the first exponential component, and $\Gamma_{1}^{\text {comb }}$ and $\Gamma_{2}^{\text {comb }}$ are two free parameters. The term $\Omega_{\xi}^{\text {comb }}$ is the probability to tag a background event as $\xi$. It is parameterized as

$$
\begin{equation*}
\Omega_{k}^{\mathrm{comb}}=\varepsilon_{k}^{\mathrm{comb}}, \quad \Omega_{-k}^{\mathrm{comb}}=\bar{\varepsilon}_{k}^{\mathrm{comb}}, \quad \Omega_{0}^{\mathrm{comb}}=1-\sum_{j}^{5}\left(\varepsilon_{j}^{\mathrm{comb}}+\bar{\varepsilon}_{j}^{\mathrm{comb}}\right) \tag{5.15}
\end{equation*}
$$

where $\varepsilon_{k}^{\text {comb }}\left(\bar{\varepsilon}_{k}^{\text {comb }}\right)$ is the probability to tag a background event as a $B(\bar{B})$ in the $k$-th category. The effective function $\varepsilon_{\mathrm{acc}}^{\mathrm{comb}}(t)$ is the analogue of the decay time acceptance for signal decays, and is given by the same expression of eq. (5.13), but characterized by independent values of the parameters $p_{i}$. For the $\pi^{+} \pi^{-}$and $K^{+} K^{-}$spectra, the same expression as in eq. (5.14) is used, with the difference that the charge asymmetry is set to zero and no dependence on $\psi$ is needed.

The last case to examine is that of the three-body partially reconstructed backgrounds in the $K^{ \pm} \pi^{\mp}, \pi^{+} \pi^{-}$, and $K^{+} K^{-}$spectra. In the $K^{ \pm} \pi^{\mp}$ mass spectrum there are two components, each described by an ARGUS function [35]. Each of the two corresponding decay time components is empirically parameterized as

$$
\begin{equation*}
f(t, \xi, \psi)=K \Omega_{\xi}^{\mathrm{part}}\left(1-\psi A_{C P}^{\mathrm{part}}\right) e^{-\Gamma^{\mathrm{part}} t} \varepsilon_{\mathrm{acc}}^{\mathrm{part}}(t) \tag{5.16}
\end{equation*}
$$

where $A_{C P}^{\text {part }}$ is the charge asymmetry and $\Gamma^{\text {part }}$ is a free parameter. The term $\Omega_{\xi}^{\text {part }}$ is the probability to tag a background event as $\xi$, and is parameterized as in eq. (5.15), but with independent tagging probabilities. For the $\pi^{+} \pi^{-}$and $K^{+} K^{-}$spectra, the same expression as in eq. (5.16) is used, with the difference that the charge asymmetry is set to zero and no dependence on $\psi$ is needed.

The accuracy of the combinatorial and three-body decay time parameterizations is checked by performing a simultaneous fit to the invariant mass and decay time spectra of the high- and low-mass sidebands. The combinatorial background contributes to both the high- and low-mass sidebands, whereas the three-body background is only present in the low-mass side. In figure 2 the decay time distributions are shown, restricted to the high and low $K^{ \pm} \pi^{\mp}, \pi^{+} \pi^{-}$, and $K^{+} K^{-}$mass sidebands. The low-mass sidebands are defined by the requirement $5.00<m<5.15 \mathrm{GeV} / c^{2}$ for $K^{ \pm} \pi^{\mp}$ and $\pi^{+} \pi^{-}$, and by the requirement $5.00<m<5.25 \mathrm{GeV} / c^{2}$ for $K^{+} K^{-}$, whereas in all cases the high-mass sideband is defined by the requirement $5.5<m<5.8 \mathrm{GeV} / c^{2}$.

### 5.3 Decay time resolution

Large samples of $J / \psi \rightarrow \mu^{+} \mu^{-}, \psi(2 S) \rightarrow \mu^{+} \mu^{-}, \Upsilon(1 \mathrm{~S}) \rightarrow \mu^{+} \mu^{-}, \Upsilon(2 \mathrm{~S}) \rightarrow \mu^{+} \mu^{-}$and $\Upsilon(3 \mathrm{~S}) \rightarrow \mu^{+} \mu^{-}$decays can be selected without any requirement that biases the decay time. Maximum likelihood fits to the invariant mass and decay time distributions allow an average resolution to be derived for each of these decays. A comparison of the resolutions determined from data and simulation yields correction factors ranging from 1.0 to 1.1, depending on the charmonium or bottomonium decay considered. On this basis, a correction factor $1.05 \pm 0.05$ is estimated. The simulation also indicates that, in the case of $B^{0} \rightarrow \pi^{+} \pi^{-}$and $B_{s}^{0} \rightarrow K^{+} K^{-}$decays, an additional dependence of the resolution on the decay time must be considered. Taking this dependence into account, we finally estimate a decay time resolution of $50 \pm 10 \mathrm{fs}$. Furthermore, from the same fits to the charmonium and bottomium decay time spectra, it is found that the measurement of the decay time is biased by less than 2 fs . As a baseline resolution model, $R(t)$, a single Gaussian function with zero mean and 50 fs width is used. Systematic uncertainties on the direct and mixinginduced $C P$-violating asymmetries in $B_{s}^{0} \rightarrow K^{+} K^{-}$and $B^{0} \rightarrow \pi^{+} \pi^{-}$decays, related to the choice of the baseline resolution model, are discussed in section 8.


Figure 2. Decay time distributions corresponding to (a, b, c) high- and (d, e, f) low-mass sidebands from the (a and d) $K^{ \pm} \pi^{\mp}$, (b and e) $\pi^{+} \pi^{-}$and (c and f) $K^{+} K^{-}$mass spectra, with the results of fits superimposed. In the bottom plots, the combinatorial background component (dashed) and the three-body background component (dotted) are shown.

## 6 Calibration of flavour tagging

In order to measure time-dependent $C P$ asymmetries in $B^{0} \rightarrow \pi^{+} \pi^{-}$and $B_{s}^{0} \rightarrow K^{+} K^{-}$decays, simultaneous unbinned maximum likelihood fits to the invariant mass and decay time distributions are performed. First, a fit to the $K^{ \pm} \pi^{\mp}$ mass and time spectra is performed to determine the performance of the flavour tagging and the $B^{0}$ and $B_{s}^{0}$ production asymmetries. The flavour tagging efficiencies, mistag probabilities and production asymmetries are then propagated to the $B^{0} \rightarrow \pi^{+} \pi^{-}$and $B_{s}^{0} \rightarrow K^{+} K^{-}$fits by multiplying the likelihood functions with Gaussian terms. The flavour tagging variables are parameterized as

$$
\begin{array}{rr}
\varepsilon_{k}=\varepsilon_{k}^{\text {tot }}\left(1-A_{k}^{\varepsilon}\right), & \bar{\varepsilon}_{k}=\varepsilon_{k}^{\text {tot }}\left(1+A_{k}^{\varepsilon}\right), \\
\omega_{k}=\omega_{k}^{\text {tot }}\left(1-A_{k}^{\omega}\right), & \bar{\omega}_{k}=\omega_{k}^{\text {tot }}\left(1+A_{k}^{\omega}\right), \tag{6.1}
\end{array}
$$

where $\varepsilon_{k}^{\text {tot }}\left(\omega_{k}^{\text {tot }}\right)$ is the tagging efficiency (mistag fraction) averaged between $B_{(s)}^{0}$ and $\bar{B}_{(s)}^{0}$ in the $k$-th category, and $A_{k}^{\varepsilon}\left(A_{k}^{\omega}\right)$ measures a possible asymmetry between the tagging efficiencies (mistag fractions) of $B_{(s)}^{0}$ and $\bar{B}_{(s)}^{0}$ in the $k$-th category.

To determine the values of $A_{k}^{\varepsilon}, \omega_{k}^{\text {tot }}$ and $A_{k}^{\omega}$, we fit the model described in section 5 to the $K^{ \pm} \pi^{\mp}$ spectra. In the $K^{ \pm} \pi^{\mp}$ fit, the amount of $B^{0} \rightarrow \pi^{+} \pi^{-}$and $B_{s}^{0} \rightarrow K^{+} K^{-}$ cross-feed backgrounds below the $B^{0} \rightarrow K^{+} \pi^{-}$peak are fixed to the values obtained by performing a time-integrated simultaneous fit to all two-body invariant mass spectra, as


Figure 3. Distributions of $K^{ \pm} \pi^{\mp}$ (a) mass and (b) decay time, with the result of the fit overlaid. The main components contributing to the fit model are also shown.

| Efficiency (\%) | Efficiency asymmetry (\%) | Mistag probability (\%) | Mistag asymmetry (\%) |
| :---: | :---: | :---: | :---: |
| $\varepsilon_{1}^{\text {tot }}=1.92 \pm 0.06$ | $A_{1}^{\varepsilon}=-8 \pm 5$ | $\omega_{1}^{\text {tot }}=20.0 \pm 2.8$ | $A_{1}^{\omega}=0 \pm 10$ |
| $\varepsilon_{2}^{\text {tot }}=4.07 \pm 0.09$ | $A_{2}^{\varepsilon}=0 \pm 4$ | $\omega_{2}^{\text {tot }}=28.3 \pm 2.0$ | $A_{2}^{\omega}=5 \pm 5$ |
| $\varepsilon_{3}^{\text {tot }}=7.43 \pm 0.12$ | $A_{3}^{\varepsilon}=2 \pm 3$ | $\omega_{3}^{\text {tot }}=34.3 \pm 1.5$ | $A_{3}^{\omega}=-1 \pm 3$ |
| $\varepsilon_{4}^{\text {tot }}=7.90 \pm 0.13$ | $A_{4}^{\varepsilon}=-2 \pm 3$ | $\omega_{4}^{\text {tot }}=41.9 \pm 1.5$ | $A_{4}^{\omega}=-2 \pm 2$ |
| $\varepsilon_{5}^{\text {tot }}=7.86 \pm 0.13$ | $A_{5}^{\varepsilon}=0 \pm 3$ | $\omega_{5}^{\text {tot }}=45.8 \pm 1.5$ | $A_{5}^{\omega}=-4 \pm 2$ |

Table 3. Signal tagging efficiencies, mistag probabilities and associated asymmetries, corresponding to the five tagging categories, as determined from the $K^{ \pm} \pi^{\mp}$ mass and decay time fit. The uncertainties are statististical only.
in ref. [11]. In figure 3 the $K^{ \pm} \pi^{\mp}$ invariant mass and decay time distributions are shown. In figure 4 the raw mixing asymmetry is shown for each of the five tagging categories, by considering only candidates with invariant mass in the region dominated by $B^{0} \rightarrow$ $K^{+} \pi^{-}$decays, $5.20<m<5.32 \mathrm{GeV} / c^{2}$. The asymmetry projection from the full fit is superimposed. The $B^{0} \rightarrow K^{+} \pi^{-}$and $B_{s}^{0} \rightarrow K^{-} \pi^{+}$event yields determined from the fit are $N\left(B^{0} \rightarrow K^{+} \pi^{-}\right)=49356 \pm 335$ (stat) and $N\left(B_{s}^{0} \rightarrow K^{-} \pi^{+}\right)=3917 \pm 142$ (stat), respectively. The mass differences are determined to be $\Delta m_{d}=0.512 \pm 0.014$ (stat) ps ${ }^{-1}$ and $\Delta m_{s}=17.84 \pm 0.11$ (stat) $\mathrm{ps}^{-1}$. The $B^{0}$ and $B_{s}^{0}$ average lifetimes determined from the fit are $\tau\left(B^{0}\right)=1.523 \pm 0.007$ (stat) ps and $\tau\left(B_{s}^{0}\right)=1.51 \pm 0.03$ (stat) ps. The signal tagging efficiencies and mistag probabilities are summarized in table 3 . With the present precision, there is no evidence of non-zero asymmetries in the tagging efficiencies and mistag probabilities between $B_{(s)}^{0}$ and $\bar{B}_{(s)}^{0}$ mesons. The average effective tagging power is $\varepsilon_{\text {eff }}=(2.45 \pm 0.25) \%$. From the fit, the production asymmetries for the $B^{0}$ and $B_{s}^{0}$ mesons are determined to be $A_{\mathrm{P}}\left(B^{0}\right)=(0.6 \pm 0.9) \%$ and $A_{\mathrm{P}}\left(B_{s}^{0}\right)=(7 \pm 5) \%$, where the uncertainties are statistical only.


Figure 4. Raw mixing asymmetries for candidates in the $B^{0} \rightarrow K^{+} \pi^{-}$signal mass region, corresponding to the five tagging categories, with the result of the fit overlaid.

## 7 Results

The fit to the mass and decay time distributions of the $B_{s}^{0} \rightarrow K^{+} K^{-}$candidates determines the $C P$ asymmetry coefficients $C_{K K}$ and $S_{K K}$, whereas the $B^{0} \rightarrow \pi^{+} \pi^{-}$fit determines $C_{\pi \pi}$ and $S_{\pi \pi}$. In both fits, the yield of $B^{0} \rightarrow K^{+} \pi^{-}$cross-feed decays is fixed to the value obtained from a time-integrated fit, identical to that of ref. [11]. Furthermore, the flavour tagging efficiency asymmetries, mistag fractions and mistag asymmetries, and the $B^{0}$ and $B_{s}^{0}$ production asymmetries are constrained to the values measured in the fit described in the previous section, by multiplying the likelihood function with Gaussian terms.

The $K^{+} K^{-}$invariant mass and decay time distributions are shown in figure 5. The raw time-dependent asymmetry is shown in figure 6 for candidates with invariant mass


Figure 5. Distributions of $K^{+} K^{-}$(a) mass and (b) decay time, with the result of the fit overlaid. The main components contributing to the fit model are also shown.


Figure 6. Time-dependent raw asymmetry for candidates in the $B_{s}^{0} \rightarrow K^{+} K^{-}$signal mass region with the result of the fit overlaid. In order to enhance the visibility of the oscillation, only candidates belonging to the first two tagging categories are used. The offset $t_{0}=0.6 \mathrm{ps}$ corresponds to the preselection requirement on the decay time.
in the region dominated by signal events, $5.30<m<5.44 \mathrm{GeV} / c^{2}$, and belonging to the first two tagging categories. The $B_{s}^{0} \rightarrow K^{+} K^{-}$event yield is determined to be $N\left(B_{s}^{0} \rightarrow\right.$ $\left.K^{+} K^{-}\right)=14646 \pm 159$ (stat), while the $B_{s}^{0}$ decay width difference from the fit is $\Delta \Gamma_{s}=$


Figure 7. Distributions of $\pi^{+} \pi^{-}$(a) mass and (b) decay time, with the result of the fit overlaid. The main components contributing to the fit model are also shown.
$0.104 \pm 0.016$ (stat) ps ${ }^{-1}$. The values of $C_{K K}$ and $S_{K K}$ are determined to be

$$
C_{K K}=0.14 \pm 0.11(\text { stat }), \quad S_{K K}=0.30 \pm 0.12(\text { stat })
$$

with correlation coefficient $\rho\left(C_{K K}, S_{K K}\right)=0.02$. The small value of the correlation coefficient is a consequence of the large $B_{s}^{0}$ mixing frequency. An alternative fit, fixing the value of $\Delta \Gamma_{s}$ to $0.106 \mathrm{ps}^{-1}$ [37] and leaving $A_{K K}^{\Delta \Gamma}$ free to vary, is also performed as a cross-check. Central values and statistical uncertainties of $C_{K K}$ and $S_{K K}$ are almost unchanged, and $A_{K K}^{\Delta \Gamma}$ is determined to be $0.91 \pm 0.08$ (stat).

Although very small, a component accounting for the presence of the $B_{s}^{0} \rightarrow \pi^{+} \pi^{-}$ decay [12] is introduced in the $B^{0} \rightarrow \pi^{+} \pi^{-}$fit. This component is described using the signal model, but assuming no $C P$ violation. The $\pi^{+} \pi^{-}$invariant mass and decay time distributions are shown in figure 7 . The raw time-dependent asymmetry is shown in figure 8 for candidates with invariant mass in the region dominated by signal events, $5.20<m<$ $5.36 \mathrm{GeV} / c^{2}$. The $B^{0} \rightarrow \pi^{+} \pi^{-}$event yield is determined to be $N\left(B^{0} \rightarrow \pi^{+} \pi^{-}\right)=9170 \pm$ 144 (stat), while the $B^{0}$ average lifetime from the fit is $\tau\left(B^{0}\right)=1.55 \pm 0.02$ (stat) ps. The values of $C_{\pi \pi}$ and $S_{\pi \pi}$ are determined to be

$$
C_{\pi \pi}=-0.38 \pm 0.15(\text { stat }), \quad S_{\pi \pi}=-0.71 \pm 0.13 \text { (stat) },
$$

with correlation coefficient $\rho\left(C_{\pi \pi}, S_{\pi \pi}\right)=0.38$.

## 8 Systematic uncertainties

Several sources of systematic uncertainty that may affect the determination of the direct and mixing-induced $C P$-violating asymmetries in $B_{s}^{0} \rightarrow K^{+} K^{-}$and $B^{0} \rightarrow \pi^{+} \pi^{-}$decays


Figure 8. Time-dependent raw asymmetry for candidates in the $B^{0} \rightarrow \pi^{+} \pi^{-}$signal mass region with the result of the fit overlaid. Tagged candidates belonging to all tagging categories are used.
are considered. For the invariant mass model, the accuracy of PID efficiencies and the description of mass shapes for all components (signals, combinatorial, partially reconstructed three-body and cross-feed backgrounds) are investigated. For the decay time model, systematic effects related to the decay time resolution and acceptance are studied. The effects of the external input variables used in the fits $\left(\Delta m_{s}, \Delta m_{d}, \Delta \Gamma_{s}\right.$ and $\left.\Gamma_{s}\right)$, and the parameterization of the backgrounds are also considered. To estimate the contribution of each single source the fit is repeated after having modified the baseline parameterization. The shifts from the relevant baseline values are accounted for as systematic uncertainties.

The PID efficiencies are used to compute the yields of cross-feed backgrounds present in the $K^{ \pm} \pi^{\mp}, \pi^{+} \pi^{-}$and $K^{+} K^{-}$mass distributions. In order to estimate the impact of imperfect PID calibration, unbinned maximum likelihood fits are performed after having altered the number of cross-feed background events present in the relevant mass spectra, according to the systematic uncertainties associated to the PID efficiencies.

An estimate of the uncertainty due to possible mismodelling of the final-state radiation is determined by varying the amount of emitted radiation [34] in the signal shape parameterization, according to studies performed on simulated events, in which final state radiation is generated using Рнотоs [27]. The possibility of an incorrect description of the signal mass model is investigated by replacing the double Gaussian function with the sum of three Gaussian functions, where the third component has fixed fraction (5\%) and width ( $50 \mathrm{MeV} / c^{2}$ ), and is aimed at describing long tails, as observed in simulation. The systematic uncertainties related to the parameterization of the invariant mass shape for the combinatorial background are investigated by replacing the exponential shape with a straight line function. For the case of the cross-feed backgrounds, two distinct systematic uncertainties are estimated: one due to a relative bias in the mass scale of the simulated distributions with respect to the signal distributions in data, and another to account for the difference in mass resolution between simulation and data.

Systematic uncertainties associated to the decay time resolution are investigated by altering the resolution model in different ways. The width of the single Gaussian model used in the baseline fit is changed by $\pm 10 \mathrm{fs}$. Effects due to a possible bias in the decay time measurement are accounted for by repeating the fit with a bias of $\pm 2$ fs. Finally, the single Gaussian model is substituted by a triple Gaussian model, where the fractions of the Gaussian functions are taken from simulation and the widths are rescaled to match the average width of 50 fs used in the baseline fit.

To estimate systematic uncertainties arising from the choice of parameterization for backgrounds, fits with alternative parameterizations are performed. To account for possible inaccuracies in the decay time acceptances determined from simulation, the fits are repeated fixing $\Gamma_{d}$ to $0.658 \mathrm{ps}^{-1}$ and $\Delta \Gamma_{s}$ to $0.106 \mathrm{ps}^{-1}$, and leaving the acceptance parameters $p_{i}$ free to vary.

Systematic uncertainties related to the use of external inputs are estimated by varying the input quantities by $\pm 1 \sigma$ of the corresponding measurements. In particular, this is done in the $B^{0} \rightarrow K^{+} \pi^{-}$and $B_{s}^{0} \rightarrow K^{-} \pi^{+}$fit for $\Delta \Gamma_{s}\left( \pm 0.013 \mathrm{ps}^{-1}\right)$, in the $B^{0} \rightarrow$ $\pi^{+} \pi^{-}$fit for $\Delta m_{d}\left( \pm 0.006 \mathrm{ps}^{-1}\right)$, and in the $B_{s}^{0} \rightarrow K^{+} K^{-}$fit for $\Delta m_{s}\left( \pm 0.024 \mathrm{ps}^{-1}\right)$ and $\Gamma_{s}\left( \pm 0.007 \mathrm{ps}^{-1}\right)$.

Following the procedure outlined above, we also estimate the systematic uncertainties affecting the flavour tagging efficiencies, mistag probabilities and production asymmetries, and propagate these uncertainties to the systematic uncertainties on the direct and mixinginduced $C P$ asymmetry coefficients in $B_{s}^{0} \rightarrow K^{+} K^{-}$and $B^{0} \rightarrow \pi^{+} \pi^{-}$decays. The final systematic uncertainties on these coefficients are summarized in table 4. They turn out to be much smaller than the corresponding statistical uncertainties reported in section 7 .

## 9 Conclusions

The measurement of time-dependent $C P$ violation in $B_{s}^{0} \rightarrow K^{+} K^{-}$and $B^{0} \rightarrow \pi^{+} \pi^{-}$ decays, based on a data sample corresponding to an integrated luminosity of $1.0 \mathrm{fb}^{-1}$, has been presented. The results for the $B_{s}^{0} \rightarrow K^{+} K^{-}$decay are

$$
\begin{aligned}
C_{K K} & =0.14 \pm 0.11 \text { (stat) } \pm 0.03 \text { (syst) }, \\
S_{K K} & =0.30 \pm 0.12 \text { (stat) } \pm 0.04 \text { (syst) },
\end{aligned}
$$

with a statistical correlation coefficient of 0.02 . The results for the $B^{0} \rightarrow \pi^{+} \pi^{-}$decay are

$$
\begin{aligned}
& C_{\pi \pi}=-0.38 \pm 0.15 \text { (stat) } \pm 0.02 \text { (syst), } \\
& S_{\pi \pi}=-0.71 \pm 0.13 \text { (stat) } \pm 0.02 \text { (syst), }
\end{aligned}
$$

with a statistical correlation coefficient of 0.38 .
Dividing the central values of the measurements by the sum in quadrature of statistical and systematic uncertainties, and taking correlations into account, the significances for $\left(C_{K K}, S_{K K}\right)$ and $\left(C_{\pi \pi}, S_{\pi \pi}\right)$ to differ from $(0,0)$ are determined to be $2.7 \sigma$ and $5.6 \sigma$, respectively. The parameters $C_{K K}$ and $S_{K K}$ are measured for the first time. The measurements of $C_{\pi \pi}$ and $S_{\pi \pi}$ are in good agreement with previous measurements by BaBar [13]

| Systematic uncertainty | $C_{K K}$ | $S_{K K}$ | $C_{\pi \pi}$ | $S_{\pi \pi}$ |
| :---: | :---: | :---: | :---: | :---: |
| Particle identification | 0.003 | 0.003 | 0.002 | 0.004 |
| Flavour tagging | 0.008 | 0.009 | 0.010 | 0.011 |
| Production asymmetry | 0.002 | 0.002 | 0.003 | 0.002 |
| Signal mass. final state radiation | 0.002 | 0.001 | 0.001 | 0.002 |
| Signal mass: shape model | 0.003 | 0.004 | 0.001 | 0.004 |
| Bke combinatorial | < 0.001 | < 0.001 | $<0.001$ | < 0.001 |
| Bkg. mass: cross-feed | 0.002 | 0.003 | 0.002 | 0.004 |
| acceptance | 0.010 | 0.018 | 0.002 | 0.003 |
| Sig. decay time. resolution width | 0.020 | 0.025 | $<0.001$ | $<0.001$ |
| Sig. decay time: resolution bias | 0.009 | 0.007 | $<0.001$ | $<0.001$ |
| resolution model | 0.008 | 0.015 | $<0.001$ | $<0.001$ |
| cross-feed | $<0.001$ | < 0.001 | 0.005 | 0.002 |
| Bkg. decay time: combinatorial | 0.008 | 0.006 | 0.015 | 0.011 |
| three-body | 0.001 | 0.003 | 0.003 | 0.005 |
| Ext. inputs: $\begin{array}{ll}\Delta m_{s} \\ & \Delta m_{d} \\ & \Gamma_{s}\end{array}$ | 0.015 | 0.018 | - | - |
|  | - | - | 0.013 | 0.010 |
|  | 0.004 | 0.005 | - | - |
| Total | 0.032 | 0.042 | 0.023 | 0.021 |

Table 4. Systematic uncertainties affecting the $B_{s}^{0} \rightarrow K^{+} K^{-}$and $B^{0} \rightarrow \pi^{+} \pi^{-}$direct and mixinginduced $C P$ asymmetry coefficients. The total systematic uncertainties are obtained by summing the individual contributions in quadrature.
and Belle [14], and those of $C_{K K}$ and $S_{K K}$ are compatible with theoretical SM predictions [7, 41-43]. These results, together with those from BaBar and Belle, allow the determination of the unitarity triangle angle $\gamma$ using decays affected by penguin processes $[3,9]$. The comparison to the value of $\gamma$ determined from tree-level decays will provide a test of the SM and constrain possible non-SM contributions.
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