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An arbitrary-location pulse determination algorithm based on multipulse linear prediction coding (MP-LPC) is presented. �is
algorithm can determine all the amplitudes of the pulses at a time according to given pulse locations without the use of analysis-
by-synthesis. �is ensures that the pulses are optimal in a least-square sense, providing the theoretical foundation to improve
the quality of synthesized speech. A �xed-location pulse linear prediction coding (FLP-LPC) method is proposed based on the
arbitrary-location pulse determination algorithm. Simulation of the algorithm in MATLAB showed the superior quality of the
speech synthesized using pulses in di
erent locations and processed using the arbitrary-location pulse determination algorithm.
�e algorithm improved speech quality without a
ecting coding time, which was approximately 1.5% of the coding time for MP-
LPC. Pulse locations in FLP-LPC are �xed and do not need to be transmitted, with only LSF, gain, and 16 pulse amplitudes requiring
coding and transmission. FLP-LPC allows the generation of synthesized speech similar to G.729 coded speech at a rate of 2.5 kbps.

1. Introduction

As one of the most common ways to exchange ideas, speech
coding has been the topic of extensive research for many
years [1–4]. Inmobile communication systems, alongwith the
explosive growth in the number of users, a dramatic increase
in telephone tra�c has led to limited bandwidth allotted to
each speech channel.

�e quality of synthesized speech and the coding rate are
contradictory factors in communication systems. Parameter
coding focuses on and extracts the parameters of vocal tract
model and excitation, which can synthesize speech at bit
rates below approximately 4 kbps. �e synthesized speech
has intelligibility, although it sounds unnatural. Parameter
coding includes duality excitation linear prediction, mixed
excitation linear prediction (MELP) [5] (McCree and Barn-
well, 1995), waveform interpolation (WI) [6], sinusoidal
transform coding (STC) [7], andmultiband excitation (MBE)
[8]. Hybrid coding can achieve good synthesized speech
quality at coding rates ranging from 4 to 16 kbps, which is
used in di
erent areas. Hybrid coding includes multipulse

linear prediction coding (MP-LPC) [9] and code-excited
linear prediction [4, 10].

MP-LPC is a typical analysis-by-synthesis linear predic-
tive coding (ABS-LPC) method in which dozens of pulses
are selected as excitation signals [11]. MP-LPC can achieve
good synthesized speech quality at low coding rates; however,
its pulse determination algorithm is complex. MP-LPC was
improved by simplifying the amplitudes and locations of
excitation pulses. In regular-pulse excitation linear prediction
coding (RPE-LPC) [12], equispaced pulses are used as the
excitation signal. �erefore, only the amplitude of pulses
and the �rst pulse location need to be determined and
transmitted. Inmultipulse maximum likelihood quantization
(MP-MLQ) [13], the locations of pulses can be either all
odd or all even, and the amplitudes of pulses can be the
signs (±1). In RPE-LPC and MP-MLQ, the locations or
locations and amplitudes of pulses become more regular,
and less information about them needs to be transmitted.
In the present study, we present an arbitrary-location pulse
determination algorithm based on conventional MP-LPC. In
this algorithm, pulse locations can be assigned arbitrarily
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without searching through the analysis-by-synthesis proce-
dure. �ese pulses with arbitrarily assigned locations and
optimal amplitudes can produce speech approaching original
speech in a least-square sense. Based on the arbitrary-location
pulse determination algorithm, a �xed-location pulse linear
prediction coding (FLP-LPC) method is presented. �e
arbitrary-location pulse determination algorithm can syn-
thesize speech with better quality within a shorter coding
time than the sequential method. FLP-LPC not only yields
synthesized speech of high quality and short coding time, but
can also reduce the coding rate.

2. MP-LPC

For a speech frame of length N, M pulses are used as the

excitation signal denoted as �(�) = ∑��=1 ��∗�(�−��), where�� and �� are the amplitude and location of the kth pulse,
respectively. �e key of MP-LPC is to determine �� and ��
to minimize the perceptual weighted error between original
and synthesized speech.

�e corresponding synthesized speech signal is

	̂ (�) = 	̂0 (�) + �∑
�=1
�� ∗ ℎ (� − ��) , (1)

where 	̂0(�) is the zero-input response of the linear prediction
(LP) �lter that represents the e
ect of the previous frame, andℎ(�) is the unit impulse response of the LP �lter.

�e error between 	̂(�) and 	(�) is
�� (�) = 	 (�) − 	̂ (�) = �� (�) − �∑

�=1
�� ∗ ℎ (� − ��) , (2)

where ��(�) = 	(�) − 	̂0(�) is the equivalent speech without
the e
ect of the previous frame, that is, the excitation signal
�ltered by the LP �lter. ��(�) �ltered by the perceptually
weighted �lter is

� (�) = [�� (�) − �∑
�=1
�� ∗ ℎ (� − ��)] ∗ � (�)

= �� (�) − �∑
�=1
�� ∗ ℎ� (� − ��) ,

(3)

where ℎ�(�) is the unit impulse response of the perceptually
weighted �lter. �e perceptually weighted mean square error�� is
�� = �∑

�=1
�2 (�) = �∑

�=1
[�� (�) − �∑

�=1
�� ∗ ℎ� (� − ��)]

2

. (4)

�emain idea of MP-LPC is to minimize �� by selecting
the appropriate �� and �� in the excitation signal. By setting
the partial derivative of �� to zero, M linear equations and
M nonlinear equations can be obtained. Solving these 2M
equations at a time is complicated. �erefore, in MP-LPC, a
sequential method is used to determine the amplitude and

location of one pulse in each iteration. A�erM iterations, the
amplitudes and locations ofM pulses can be determined.�e�	 of the jth pulse is the location to maximize the following
formula:

�2
ℎ (�	)
�ℎℎ (�	, �	) . (5)

Next �	 is determined according to the �	 determined
above as follows:

�	 = �
ℎ (�	)
�ℎℎ (�	, �	) , (6)

where

�
ℎ (�	) = �∑
�=1
�� (�) ∗ ℎ� (� − �	) , (7)

�ℎℎ (��, �	) = �∑
�=1
ℎ� (� − ��) ∗ ℎ� (� − �	) . (8)

3. Arbitrary-Location Pulse
Determination Algorithm

From the above, the main idea of MP-LPC is to determine ��
and �� for ‖�(�)‖ = ‖��(�) −∑��=1 �� ∗ℎ�(� − ��)‖ = 0, that is

�∑
�=1
�� ∗ ℎ� (� − ��) = �� (�) . (9)

�e aboveM equations can be written compactly as

�� = �, (10)

where

�(�1, �2, . . . , ��)

=
[[[[[[[[
[

ℎ� (1 − �1) ⋅ ⋅ ⋅ ℎ� (1 − ��)⋅ ⋅
⋅ ⋅
⋅ ⋅

ℎ� (� − �1) ⋅ ⋅ ⋅ ℎ� (� − ��)

]]]]]]]]
]�×�

, (11)

� = [�1, �2, . . . , ��]� , (12)

� = [�� (1) , �� (2) , . . . , �� (�)]� . (13)

It can be inferred that � will remain unchanged once�1, �2, . . . , �� are determined (even though assigned arbi-
trarily) in the beginning of the search. �erefore, formula
(10) can be regarded as a linear system. If � = # and� is nonsingular, then linear system (10) has a unique
solution. However, in most cases � > # and the system is
overdetermined and may not be consistent; therefore, it does
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not always have a unique solution. To determine �� is simply

equivalent to �nding a least-squares solution �̂ of (10):

$$$$$��̂ − �$$$$$ = min


$$$$�� − �$$$$ . (14)

�e smallest norm least-squares solution of the above
linear system can be determined by H+, the Moore–Penrose
generalized inverse of H [14]

�̂ = �+�. (15)

Several methods can be used to calculate theMoore–Pen-
rose generalized inverse, including orthogonal projection, the
orthogonalization method, the iterative method, and singular
value decomposition (SVD) [14].

�e locations of pulses in the excitation signal can be
assigned arbitrarily, which has no e
ect on the existence of
the smallest norm least-squares solution of (10). �e process
of the arbitrary-location pulse determination algorithm can
be summarized as follows.

Step 1. Assign pulse locations ��, % = 1, . . . ,# arbitrarily.

Step 2. Calculate the unit impulse response matrix H.

Step 3. Calculate the pulse amplitude vector �: � = �+�.
�e location of pulses in the excitation signal has no e
ect

on the existence of the smallest norm least-squares solution of
(10); namely, the synthesized speech can always approach the
original speech in a least-square sense regardless of the pulse
locations. Moreover, the transmission of pulse locations will
increase the coding rate, leading to the waste of bandwidth.
As discussed above, for di
erent speech frames, the pulses
in �xed locations but with di
erent amplitudes can be used
as the excitation signal. We therefore developed a method
in which only the pulse amplitudes and LPC parameters
are coded and the pulse locations do not need to be coded.
�is method is called �xed-location pulse linear prediction
coding.

4. Results

4.1. Performance Evaluation of the Arbitrary-Location Pulse
Determination Algorithm. To test the e
ect of a combination
of di
erent pulse locations on the quality of synthesized
speech processed by the proposed arbitrary-location pulse
determination algorithm, �ve sections of speech from �ve
di
erent speakers with equal content were analyzed. �e
sampling frequency was 8000 Hz. �ere were 813 frames
in the �ve sections of speech, and each frame included 160
samples. �e speech frames were analyzed in 50 trials, and
the locations of pulses were arbitrarily selected at each trial;
the amplitudes of all pulses were then calculated using the
proposed arbitrary-location pulse determination algorithm.

�e pulses at di
erent locations and the synthesized
speech generated by each for the same frame of speech
are shown in Figure 1. �e residual signal and original
speech are shown in Figures 1(a) and 1(b), respectively. For

direct comparison with the sequential method, the same
locations of pulses were used in the arbitrary-location pulse
determination algorithm and in the sequential method. �e
excitation signals obtained by the sequential method and
arbitrary-location pulse determination algorithm (in the
same locations but with di
erent amplitudes) are shown in
Figures 1(c) and 1(e), and the corresponding synthesized
speech is shown in Figures 1(d) and 1(f). �ese two methods
were capable of generating synthesized speech close to the
original speechwith signal to noise ratios (SNR) of 17.1471 and
19.9547, indicating that the proposed method is superior to
the sequential method. Here SNR is de�ned as

&�� = 10 log[ ∑�−1�=0 &2� (')∑�−1�=0 (&� (') − &� ('))2] , (16)

where &�(') and &�(') are the original and synthesized speech
signals, respectively. Figures 1(g)–1(p) show the speech syn-
thesized with �ve strings of pulses in di
erent locations,
illustrating the superior SNRs obtained with the proposed
method compared with those of the sequential method.
�ese results indicate that high-quality synthesized speech
can be obtained with pulses in di
erent locations, and the
amplitudes were calculated using the proposed method. �e
mean SNR for the 40650 trials performed was 19.2937. �e
mean coding time of the sequential method was 0.1224, and
that of the proposed method was 0.0019, only 1.55% of the
coding time for sequential method.

For the above speeches, 50 trials were conducted for all
the speech frames. At each trial, 8, 10, 12, 14, 16, 18, 20,
22, 24, 28, and 32 pulses with arbitrarily selected locations
were extracted, and the amplitudes were calculated using
the proposed algorithm. �e results are shown in Figure 2,
which shows that the box heights decrease and the medians
increase (Figure 2(a)). �e increase in the mean SNR at all
trials and the decrease in standard deviation with increasing
pulse number indicate that the greater number of pulses leads
to a more steady solving process and a more modest e
ect
of the assigned pulse locations. As mentioned by Ma et al.
[15], for a certain frame of speech, when the pulse number
reaches a certain value, a continuing increase of pulses will
not improve the quality of synthesized speech. Regarding the
proposed algorithm,when the pulse number reaches a certain
value, the rank of H does not increase subsequently and does
not contribute signi�cantly to solving for amplitudes. �e
average coding times for di
erent pulse numbers are shown
in Figure 2(b). An increase in the pulse number results in
a gradual increase in the average coding time. �e average
coding time for 32 pulses was 0.0028 s, which was lower
than that of the sequential method at 0.1224 s. �e excitation
signals obtained with di
erent numbers of pulses and the
synthesized speeches for the same frame of speech are shown
in Figure 3. �e results show that these synthesized speeches
were close to the original speech and had good SNRs. Figures
2 and 3 indicate thatwhen the pulse number is greater than 16,
the quality of synthesized speech is improved in a nonobvious
manner.
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Figure 1: (a) Residual signal; (b) original speech; (c) multipulse excitation signal obtained by the sequential method; (d) speech synthesized
using the excitation signal in (c); (e)multipulse excitation signal obtained by the presentedmethodwith the same locations as the signal in (c);
(f) speech synthesized using the excitation signal in (e); (g–p) the pulses with the locations arbitrarily assigned and the speeches synthesized.

4.2. Performance Evaluation of FLP-LPC

4.2.1. Performance Evaluation of Unquantized FLP-LPC. In
the proposed method, the locations of pulses can be assigned
arbitrarily and do not need to be calculated using an
algorithm. �erefore, the pulses at �xed locations but with
di
erent amplitudes can be used as the excitation signal for
every speech frame. �e proposed method and sequential
method [11] were used to process the same speech spoken
by a female and male from Chinese Central Television news
broadcasting (2534.3950 s). �e PESQ MOS speci�ed in the
ITU standard P.862 and SNR were used to evaluate speech
quality. Average SNR and PESQ MOS as a function of pulse
number are shown in Figure 4.

�e speech obtained with FLP-LPCwasmore natural and
intelligible than that obtained with MP-LPC. Average SNR
and PESQ MOS for MP-LPC and FLP-LPC increase with
pulse number. But they increase insigni�cantly, when the
pulse numbers are more than 18.

4.2.2. Coding Scheme of FLP-LPC and Performance Evalua-
tion. �e present results indicate that, for a speech frame
of 20 ms, 16 pulses are su�cient to produce good-quality
synthesized speech. �erefore, in the coding scheme of FLP-
LPC, 16 evenly distributed pulses are used as the excitation
signal. First, the amplitudes of pulses are normalized, and
then the gain and normalized amplitudes are coded. �e
coded parameters are LSF, gain, and pulse amplitude. LSF and
normalized amplitudes are multistage vector quantized and
the gain is quantized using 4 bits. �e speci�c bit allocation
of FLP-LPC is shown in Table 1.

�e test speeches included 20 sets of samples from two
men and two women with a sample frequency of 8000 Hz.
�ere were background noises in the recording, such as
a creaking door and automobile noises. �e test speeches
included a database composed of 1560 sentences from 83
men and 83 women, the content of which was selected
from People’s Daily. �ese speeches were coded using FLP-
LPC, G.723.1 and G.729, and the PESQ MOS values were



Mathematical Problems in Engineering 5

5

10

15

20

25

30

35

40

SN
R

Pulse number

16 18 20 22 24 28 32

m=14.1550

=4.4953

m=14.4212

=4.3606

m=14.6707

=4.2096

m=14.9287

=4.1331

m=15.1452

=4.0176

m=15.2482

=3.7266

m=15.3649

=3.5191

(a)

16 18 20 22 24 28 32

Pulse number

×10
−3

0

1

2

3

A
ve

ra
ge

 c
o

d
in

g 
ti

m
e

(b)

Figure 2: (a) SNR distribution with di
erent pulse numbers; (b) average coding time with di
erent pulse numbers.

Table 1: FLP-LPC bit allocation.

Parameter Bits

LSF 18

Gain 4

Pulse amplitudes 28

total 50

Table 2: Performance comparison of FLP-LPC with G.723.1 and
G.729.

Coding
method/standard

Coding
rate (kbps)

PESQ MOS

FLP-LPC 2.5 3.731

G.723.1 5.3 3.497

G.729 8 3.765

calculated, as shown in Table 2. FLP-LPC synthesized speech
with similar quality to that generated with G.729 and superior
to that of G.723.1 at a coding rate of 2.5 kbps.

5. Conclusion

To solve the problems associated with MP-LPC, an arbitrary-
location pulse determination algorithm was developed in the
current study. In this algorithm, the pulse amplitudes are
determined by solving a linear system of equations under
the premise of arbitrarily assigned locations of pulses. �e
existence of a smallest norm least-squares solution of this
linear system is not a
ected by the locations of pulses in the
excitation signal. Tests performed in di
erent speech frames
showed that pulse combinations with di
erent locations can
be used as the excitation signal to synthesize high-quality
speech, yielding better results than those obtained with
the conventional sequential method. �e sequential method
determines one pulse at a time, which ensures that the
added pulse is optimal at every iteration, whereas it does not
guarantee that the combination of pulses a�er all iterations
is optimal. In the proposed algorithm, the combination of
pulses determined at a time is optimal in a least-square sense,
which provides the theoretical basis for ensuring the quality
of synthesized speech. �e proposed algorithm does not
increase coding time to improve synthesized speech quality,
which is 1.5% of the coding time in MP-LPC. To study the
e
ect of pulse number on the quality of synthesized speech,
the excitation signals with di
erent numbers of pulses were
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Figure 3: (a) residual signal; (b) original speech; (c–p) excitation signals with 16, 18, 20, 22, 24, 28, and 32 pulses and the speeches synthesized.
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Figure 4: (a) average SNR and (b) PESQ MOS as a function of pulse number for MP-LPC and FLP-LPC.

calculated for the same frames of speech. �e results showed
that 16 pulses were su�cient to generate 20 ms long speech.

In improved MP-LPC methods, such as RPE-LPC and
MP-MLQ, the locations or amplitudes or both of pulses
become more regular to reduce the information on the
excitation signals to be transmitted. FLP-LPC was developed
to further reduce the coding rate. �e method is based on
the premise that the pulse vector in a least-square sense is
independent of the locations of pulses in excitation signal.

In FLP-LPC, the locations of pulses are �xed, and only the
amplitudes of pulses need to be determined through the
arbitrary-location pulse determination algorithm. �e pulse
locations do not need coding or transmitting, which reduces
the coding rate without a
ecting the quality of synthesized
speech. Our results show that the SNR and the PESQ MOS of
the speech synthesized with FLP-LPCwere higher than those
of speech generated by MP-LPC. Moreover, we developed
an FLP-LPC coding scheme in which the pulses are evenly
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distributed. FLP-LPC can synthesize speech with quality
similar to that of G.729 and superior to that generated by
G.723.1 at a coding rate of 2.5 kbps. In conclusion, FLP-LPC
can synthesize speech of high quality with a short coding
time and can reduce the coding rate; however, it has the
drawback of a biggermemory requirement for calculating the
Moore–Penrose generalized inverse.
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