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ABSTRACT This article investigates an event-trigger-based fixed-time adaptive tracking control problem

for strict feedback nonlinear systems with external disturbances. Relying on the values of the control input

and tracking error, the relative fixed event-triggered control scheme is introduced to save communication

resources on the basis of ensuring the control effect. Based on backstepping technology and neural network

schemes, a fixed-time controller is devised to certify that the tracking error converges to a small neighborhood

of the origin in the settling time. Meanwhile, all the signals of the closed-loop systems are bounded. The

simulation results are presented to demonstrate the effectiveness of the proposed method.

INDEX TERMS Fixed-time stability, nonlinear systems, event-triggered mechanism, adaptive neural

control, backstepping technology.

I. INTRODUCTION

Control theory has been widely developed and used in

recent decades. Due to the continuous progress of computer

technology, neural networks and fuzzy logic systems are

recognized as efficacious strategies for unknown nonlinear

systems [1]–[3]. Combined with backstepping technology,

many developments have been made [4]–[9]. A controller

devise problem was addressed for non-strict-feedback sys-

tems in [4]. [5] studied a robust fault estimation of discrete-

time systems, and [6] investigated a class of control

problems for multi-input multi-output (MIMO) unknown

Euler-Lagrange systems with output constraints. In addi-

tion, [7] presented a fault-tolerant control strategy for

leader-follower multiagent systems. Time delay problems in

practical control systems were studied in [8] and [9]. These

articles only prove the effectiveness of the control strategy

and do not consider improvements in the transient perfor-

mance and steady state performance of the system.

The required time for the controlled system from transient

response to steady state response is also an important part

of the controller design. To attain a shorter required time,
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[10] developed finite-time control techniques and applied

them to a class of control systems. Combined with the

Lyapunov theorem, finite-time control schemes have been

obtained, such as [11]–[16]. References [11] and [12]

researched the control problems for stochastic nonlinear sys-

tems. Reference [13] studied the finite-time control problem

formulti-input multi-output (MIMO) feedback nonlinear sys-

tems, and [14] investigated multiagent systems. On the other

hand, [15] devised homogeneous controllers for inverted

pendulum systems. Combined with the adaptive fuzzy con-

trol scheme, the explosion of the complexity problem of

the control system by the backstepping method was solved

in [16]. Although this method makes the system achieve a

steady state rapidly, it is necessary to know the initial state,

and the practical applications will be limited. To expand the

scope of the applications of this strategy, [17] developed the

fixed-time scheme for the first time. Multiagent systems were

discussed through the practical fixed-time control method

in [18]–[20]. Based on the above schemes, [21] and [22]

investigated an adaptive fixed-time controller with somefixed

parameters and considered the constraint requirements of

control systems. In these two articles, some parameters of

the controller were fixed at the beginning of the design, and

the parameters of the controller may not be set to the best
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numerical values. Therefore, [23] proposed a new control

method that can adjust all parameters of the controller freely.

However, the partial controller needed to be approximated by

the neural network, which may reduce the control accuracy.

Moreover, [24] and [25] addressed the control problem for a

class of nonlinear systems with dead-zone inputs.

The aforementioned achievements simply consider the per-

formance problem of the control system without consid-

ering the resource utilization efficiency. The output of the

controller in the traditional control strategy will be applied

during the whole control process regardless of whether it is

necessary. Communication will be congested if the network

resources are limited. To save communication resources,

researchers have proposed event-triggered mechanisms, such

as [26]–[34]. Compared with the traditional event-triggered

strategies, [26] and [27] addressed novel methods with

inter-event times via additional internal dynamic variables.

However, these controllers are investigated with the assump-

tion of the input-to-state stability (ISS), and the application

of the systems is limited. This means that fewer systems

can be applied. To avoid this assumption, [28] proposed

a novel method that concurrently designed adaptive and

event-triggered strategies. By applying this strategy, [29] and

[30] paid attention to stabilization issues for T-S fuzzy sys-

tems with discrete time and continuous time, respectively.

An event-triggered observer was developed to investigate

dynamic systems via the slidingmode surface method in [31].

Furthermore, a tracking control problem for nonlinearMIMO

systems was studied in [32], and [33] addressed the dis-

tributed bipartite output consensus issue for multiagent sys-

tems. Reference [34] designed an adaptive event-triggered

control strategy for nonlinear systems with a nonstrict feed-

back structure. Nevertheless, these strategies are based on

a fixed threshold, which cannot take into account both the

transient performance and the steady state performance of the

system in the whole control process.

According to the aforementioned analysis, this article

considers the tracking control problem of adaptive neural

fixed-time control based on an event-trigger strategy for

nonlinear systems through backstepping technology. The

event-triggered strategy is presented to decrease the require-

ment for communication resources. The radial basis function

neural networks (RBF NNs) are applied to approximate the

uncertain terms in the nonlinear systems. Under the proposed

method, the tracking error is guaranteed to converge to a small

neighborhood of the origin within a settling-time interval.

It is practically fixed-time stable for a class of closed-loop

systems. The major features and contributions of this study

are stated as follows:

(i) This article combines the fixed-time control scheme

with the event-triggered strategy under backstepping technol-

ogy. Compared with [23], the fixed-time control method for

approximation by the RBF NNs is avoided, and the control

accuracy is improved.

(ii) Based on the tracking error and a fixed value,

an event-triggered strategy is proposed to reduce the

requirement of communication resources in this article. The

same threshold is applied to treat the transient process and

steady state process of the system in Xing’s event-triggered

strategy [28], which limits the performance of the controller.

Therefore, we propose a dynamic threshold based on the

tracking error. Due to the large error in the initial stage of

control, a small threshold is utilized to quickly reduce the

error and to complete the tracking of the desired signal. After

that, when the tracking error fluctuates in a small range,

the threshold becomes larger and the unnecessary trigger-

ing is reduced. If the tracking error increases, the threshold

decreases, and the control frequency is increased.

(iii) A single adaptive law is devised to reduce the compu-

tational burden of the device.

The remaining parts of this article are arranged as follows.

A problem statement and several preliminaries are described

in Section II. Section III proposes the event-trigger-based

fixed-time adaptive controller. Through a numerical simu-

lation example, Section IV verifies the effectiveness of the

presented strategy. The conclusion is given in Section V.

II. PROBLEM STATEMENT AND PRELIMINARIES

A. PROBLEM FORMULATION

In this section, a class of strict-feedback nonlinear systems is

expressed as follows:










ẋi (t) = fi (x̄i (t))+ gi (x̄i (t)) xi+1 (t)+ di (t)

ẋn (t) = fn (x̄n (t))+ gn (x̄n (t)) u (t)+ dn (t)

y (t) = x1 (t) , i = 1, · · · , n− 1

(1)

where x̄i = [x1, · · · , xi]T ∈ ℜi are the state variables and

u (t) ∈ ℜ and y (t) ∈ ℜ represent the input variable and the

output variable, respectively. It can be assumed that fi (·) :
ℜi → ℜ and gi (·) : ℜi → ℜ are the uncertain smooth

functions with gi (0) = 0 and fi (0) = 0. The desired signal

is devised by yd (t), which is a continuous differentiable

function of any order. It is assumed that all the states of

systems (1) must be completely measured as feedback state

variables.

The objective of this article is to devise a fixed-time con-

troller that satisfies several goals:

(a) All the signals remain semiglobally practically

fixed-time bounded (SGPFB).

(b) The tracking error between y (t) ∈ ℜ and yd (t) con-

verges to a small neighborhood of the origin in a settling time

without needing the initial conditions.

(c) An event-triggered scheme is established to decrease

the requirement for communication resources.

B. DEFINITION, LEMMAS AND ASSUMPTION

Definition 1 [17]: The following nonlinear system is

considered:
ẋ = f (x, t) (2)

with x (0) = x0. x ∈ ℜn is the state vector, and f (·) :
ℜ+ × ℜn → ℜn is the continuous function. For any initial

VOLUME 8, 2020 178483



X. Liu et al.: Fixed-Time Adaptive Neural Control for Strict Feedback Nonlinear Systems

condition x (0) ∈ �. It is assumed that the solution of system

‖x (t, x0)‖ ≤ ι converges to compact � within finite time T ,

which satisfies T ≤ Tmax. The origin of system ( 2) is

considered to be semiglobally practically fixed-time stability

(SPFTS).

Lemma 1 [35]: Assuming the following design con-

stants: p, q > 0, 0 < µ < 1 and β > 1, it is obtained that

V̇ (x) ≤ −pVµ (x)− qV β (x) (3)

where V̇ (x) expresses a Lyapunov function. The fixed time

for system ( 2), which is stable at the origin, satisfies

T ≤ Tmax := 1

(1 − µ) pϕ
+ 1

(β − 1) qϕ
. (4)

Lemma 2 [23]: Suppose that several design constants

satisfy p, q > 0, 0 < µ < 1, β > 1 and 0 < 1 < +∞;

it follows that

V̇ (x) ≤ −pVµ (x)− qV β (x)+1 (5)

which ensures the practical fixed-time stability of system (2).

If there exists a design parameter 0 < ϕ < 1, then the settling

time can be given by

T ≤ Tmax := 1

(1 − µ) pϕ
+ 1

(β − 1) qϕ
. (6)

The residual set of the solution in system ( 2) is expressed

as

x ∈
{

V (x) ≤ min

{

(

1

(1 − ϕ) q

)
1
β

,

(

1

(1 − ϕ) p

)
1
µ

}}

.

(7)

Lemma 3 [36]: For any real variables ψ and ξ , the fol-

lowing holds:

|ψ |b1 |ξ |b2 ≤ b1

b1 + b2
b3|ψ |b1+b2 + b2

b1 + b2
b3

− b1
b2 |ξ |b1+b2

(8)

where b1, b2 and b3 are positive constants.

Lemma 4 [37]: On the assumption that 2i ∈ ℜ, the fol-

lowing holds:

(|21| + · · · + |2n|)τ ≤ |21|τ + · · · + |2n|τ (9)

with τ ∈ [0, 1], i = 1, · · · , n.
Lemma 5 [38]: If any parameter p satisfies 0 < p < 1,

it follows that




n
∑

j=1

∣

∣ςj
∣

∣

2





1+p
2

≤
n
∑

j=1

∣

∣ςj
∣

∣

1+p
. (10)

Lemma 6 [21]: If there exists a parameter ςi ≥ 0,

we have




n
∑

j=1

ςj





2

≤ n

n
∑

j=1

ς2j (11)

with i = 1, · · · , n.

Lemma 7 [39]: If there exists a continuous function

f (Q) : ℜn → ℜ, which is defined on a compact set 8,

it can be approximated by the RBF NNs WTS (Q) such

that

f̄ (Q) = WTS (Q)+ δ (Q) . (12)

The ideal constant weight is described by W =
[w1, · · ·wl] ∈ ℜl , and l is the number of nodes from the

RBF NNs. S (Q) = [s1 (Q) , · · · , sl (Q)]T represents the

basis function vector by si (Q) = exp
(

−‖Q− oi‖2/r2
)

.

The Gaussian functions are centered at oi, and r > 0

expresses the Gaussian width. Approximation error δ (Q)

satisfies |δ (Q)| ≤ ε, where ε > 0 is a constant.

Lemma 8 [40]: For any constant ϑ ∈ ℜ and σ > 0,

we have

0 < |ϑ | − ϑ tanh

(

ϑ

σ

)

≤ 0.2785σ. (13)

Lemma 9 (Young’s Inequality): If real numbers ǫ1 > 1

and ǫ2 > 1 satisfy 1/ǫ1 + 1/ǫ2 = 1, for any vectors γ and υ,

the inequality holds:

γ Tυ ≤ hǫ1

ǫ1
‖γ ‖ǫ1 + 1

ǫ2hǫ2
‖υ‖ǫ2 (14)

with h > 0.

Assumption 1: If the sign of function gi (x̄i) never

changes, it can be obtained by

0 < bm ≤ gi (x̄i) ≤ bM < +∞ (15)

where bm and bM are constants and i = 1, · · · , n.
By simplifying notation, time variable t and state variable

x̄i are omitted in the related functions.

III. MAIN RESULTS

A. FIXED-TIME CONTROLLER DESIGN

The design process of the adaptive fixed-time controller

through the event-triggered strategy for system ( 1) is estab-

lished with backstepping technology, and the relative results

can be obtained in this section.

Based on backstepping technology, the coordinate trans-

formation can be obtained by

z1 = x1 − yd (16)

and

zi = xi − αi−1 (17)

where αi−1 represents the virtual control law. The virtual

control law is defined by

αi = −pi
(

1

2

)µ

z
2µ−1
i − qi

(

1

2

)β

z
2β−1
i

− 1

4a2i
ziθ̂S

T
i (Qi) Si (Qi) (18)
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where 0.5 < µ < 1 and β > 1 are constants and pi, qi
are positive regulated parameters. Furthermore, the adaptive

controller is chosen by

v (t) = αn − ω̄ tanh

(

znω̄

σ

)

(19)

where ω̄ and σ are positive constants. The adaptive law is

devised by

˙̂
θ =

n
∑

i=1

bm

4a2i
z2i S

T
i (Qi) Si (Qi)− ρθ̂ (20)

where bm, ρ, ai > 0 are the regulated parameters, and

adaptive parameter θ̂ represents the estimation of con-

stant θ = max
{

‖Wi‖2/bm, i = 1, · · · , n
}

. According to

Lemma 7, the functions Si (Qi) are utilized to approximate the

unknown nonlinear functions with Q1 =
[

x1, y
(0)
d , y

(1)
d

]T
and

Qi =
[

x̄Ti , θ, y
(0)
d , · · · , y(i)d

]T
.

Step 1

Based on (16), the time derivative of z1 is given by

ż1 = ẋ1 − ẏd

= f1 + g1x2 + d1 − ẏd . (21)

The Lyapunov function is described as

V1 = 1

2
z21 + bm

2ζ
θ̃2 (22)

where ζ is a positive constant, and the evaluated error of θ

can be devised by θ̃ = θ − θ̂ . Differentiating V1 in ( 22) with
respect to time produces

V̇1 = z1ż1 − bm

ζ
θ̃

˙̂
θ

= z1 (f1 + g1x2 + d1 − ẏd )− bm

ζ
θ̃

˙̂
θ

= z1f1 + z1g1z2 + z1g1α1 + z1d1 − z1ẏd − bm

ζ
θ̃

˙̂
θ

= z1 f̄1 − bm

ζ
θ̃

˙̂
θ + z1g1z2 + z1g1α1 −

z21
2

+ z1d1 (23)

where f̄1 = f1 − ẏd + z1/2 replaces the unknown

package term. According to Lemma 7, f̄1 is approximated

by

f̄1 = WT
1 S1 (Q1)+ δ1 (Q1) (24)

such that

z1 f̄1 = z1

(

WT
1 S1 (Q1)+ δ1 (Q1)

)

≤ |z1| ‖W1‖ ‖S1 (Q1)‖ + |z1| ε1

≤ 1

4a21
z21‖W1‖2‖S1 (Q1)‖2 + a21 + 1

4
z21 + ε21

= bm

4a21
z21θ‖S1 (Q1)‖2 + a21 + 1

4
z21 + ε21 (25)

where ε1 ≥ |δ1| is a positive constant. It is easily seen from

Lemma 9 that

z1d1 ≤ 1

4
z21 + d̄21 (26)

where d̄1 is a positive constant and satisfies d̄1 ≥ |d1|.
Substituting ( 25) and ( 26) into ( 23) gives

V̇1 ≤ bm

4a21
z21θ‖S1 (Q1)‖2 + a21 + ε21 + d̄21

− bm

ζ
θ̃

˙̂
θ + z1g1z2 + z1g1α1. (27)

According to ( 15) and ( 18), the term z1g1α1 in ( 27) can

be written as

z1g1α1 = −g1p1
(

1

2
z21

)µ

− g1q1

(

1

2
z21

)β

− g1

4a21
z21θ̂S

T
1 (Q1) S1 (Q1)

≤ −bmp1
(

1

2
z21

)µ

− bmq1

(

1

2
z21

)β

− bm

4a21
z21θ̂S

T
1 (Q1) S1 (Q1) . (28)

Substituting ( 28) into ( 27), the following is obtained:

V̇1 ≤ bm

4a21
z21θ‖S1 (Q1)‖2 + a21 + ε21 + d̄21 − bm

ζ
θ̃

˙̂
θ

+ z1g1z2 − bmp1

(

1

2
z21

)µ

− bmq1

(

1

2
z21

)β

− bm

4a21
z21θ̂S

T
1 (Q1) S1 (Q1)

= −bmp1
(

1

2
z21

)µ

− bmq1

(

1

2
z21

)β

+ z1g1z2 + a21

+ bm

ζ
θ̃

(

ζ

4a21
z21‖S1 (Q1)‖2 − ˙̂

θ

)

+ ε21 + d̄21 . (29)

Step i (i = 2, · · · , n− 1)

According to (17), the time derivative of zi can be obtained

by

żi = ẋi − α̇i−1

= fi + gixi+1 + di − α̇i−1 (30)

where α̇i−1=
∑i−1

j=1
∂αi−1

∂xj
fj +

∑i−1
j=0

∂αi−1

∂y
(j)
d

y
(j+1)
d + ∂αi−1

∂θ̂

˙̂
θ . For

the ith subsystem in ( 1), the following candidate form of the

Lyapunov function can be described as

Vi = 1

2
z2i + Vi−1. (31)

According to ( 30), the time derivative of V̇i is given by

V̇i = ziżi + V̇i−1

≤ zifi + zigizi+1 + zigiαi + zidi − ziα̇i−1 + zi−1gi−1zi

− bm

i−1
∑

j=1

pj

(

z2j

2

)µ

− bm

i−1
∑

j=1

qj

(

z2j

2

)β

+
i−1
∑

j=1

a2j
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+ bmθ̃

ζ





i−1
∑

j=1

ζ z2j

4a2j

∥

∥Sj
(

Qj
)
∥

∥

2 − ˙̂
θ



+
i−1
∑

j=1

ε2j +
i−1
∑

j=1

d̄2j

≤ zi f̄i −
1

2
z2i + zigizi+1 + zigiαi + zidi +

i−1
∑

j=1

d̄2j

− bm

i−1
∑

j=1

pj

(

z2j

2

)µ

− bm

i−1
∑

j=1

qj

(

z2j

2

)β

+
i−1
∑

j=1

a2j

+ bmθ̃

ζ





i−1
∑

j=1

ζ z2j

4a2j

∥

∥Sj
(

Qj
)∥

∥

2 − ˙̂
θ



+
i−1
∑

j=1

ε2j (32)

where f̄i = fi + zi/2 − α̇i−1 + zi−1gi−1. Based on Lemma 7,

the term zi f̄i in ( 32) is written as

zi f̄i = zi

(

WT
i Si (Qi)+ δi (Qi)

)

≤ |zi| ‖Wi‖ ‖Si (Qi)‖ + |zi| εi
≤ 1

4a2i
z2i ‖Wi‖2‖Si (Qi)‖2 + a2i + 1

4
z2i + ε2i

= bm

4a2i
z2i θ‖Si (Qi)‖2 + a2i + 1

4
z2i + ε2i (33)

where εi ≥ |δi| is a positive constant. Applying Lemma 9,

the following holds:

zidi ≤ 1

4
z2i + d̄2i (34)

where d̄i is a positive parameter with d̄i ≥ |di|. Substituting
(33) and (34) into (32) gives

V̇i ≤ bm

4a2i
z2i θ‖Si (Qi)‖2 + zigizi+1 + zigiαi +

i
∑

j=1

ε2j

− bm

i−1
∑

j=1

pj

(

z2j

2

)µ

− bm

i−1
∑

j=1

qj

(

z2j

2

)β

+
i
∑

j=1

d̄2j

+ bm

ζ
θ̃





i−1
∑

j=1

ζ z2j

4a2j

∥

∥Sj
(

Qj
)∥

∥

2 − ˙̂
θ



+
i
∑

j=1

a2j . (35)

According to (15) and (18), the term zigiαi from (35) can

be described as

zigiαi = −gipi

(

z2i
2

)µ

− giqi

(

z2i
2

)β

− 1

4a2i
giz

2
i θ̂S

T
i (Qi) Si (Qi)

≤ −bmpi

(

z2i
2

)µ

− bmqi

(

z2i
2

)β

− bm

4a2i
z2i θ̂S

T
i (Qi) Si (Qi) . (36)

Combining (35) and (36), we have

V̇i ≤ −bm
i
∑

j=1

pj

(

z2j

2

)µ

− bm

i
∑

j=1

qj

(

z2j

2

)β

+
i
∑

j=1

a2j

+ zigizi+1 + bm

ζ
θ̃





i
∑

j=1

ζ z2j

4a2j

∥

∥Sj
(

Qj
)
∥

∥

2 − ˙̂
θ





+
i
∑

j=1

ε2j +
i
∑

j=1

d̄2j . (37)

Step n

Similar to Step 1 and Step i, the coordinate transformation

is given by

zn = xn − αn−1 (38)

and the time derivative of zn is obtained by

żn = ẋn − α̇n−1

= fn + gnu+ dn − α̇n−1 (39)

where α̇n−1=
∑n−1

j=1
∂αn−1

∂xj
fj +

∑n−1
j=0

∂αi−1

∂y
(j)
d

y
(j+1)
d + ∂αn−1

∂θ̂

˙̂
θ .

Consider the following Lyapunov function candidate for the

nth subsystem:

Vn = 1

2
z2n + Vn−1. (40)

The time derivative of Vn is expressed as

V̇n = znżn + V̇n−1

≤ znfn + zngnu+ zndn − znα̇n−1

− bm

n−1
∑

j=1

pj

(

z2j

2

)µ

− bm

n−1
∑

j=1

qj

(

z2j

2

)β

+ zn−1gn−1zn + bmθ̃

ζ





n−1
∑

j=1

ζ z2j

4a2j

∥

∥Sj
(

Qj
)
∥

∥

2 − ˙̂
θ





+
n−1
∑

j=1

a2j +
n−1
∑

j=1

ε2j +
n−1
∑

j=1

d̄2j

= zn f̄n − 1

2
z2n + zngnu+ zndn +

n−1
∑

j=1

a2j +
n−1
∑

j=1

ε2j

+
n−1
∑

j=1

d̄2j − bm

n−1
∑

j=1

pj

(

z2j

2

)µ

− bm

n−1
∑

j=1

qj

(

z2j

2

)β

+ bmθ̃

ζ





n−1
∑

j=1

ζ z2j

4a2j

∥

∥Sj
(

Qj
)∥

∥

2 − ˙̂
θ



 (41)

where f̄n = fn + zn/2 − α̇n−1 + zn−1gn−1. According to

Lemma 7, term zn f̄n in ( 41) is written as

zn f̄n = zn

(

WT
n Sn (Qn)+ δn (Qn)

)

≤ |zn| ‖Wn‖ ‖Sn (Qn)‖ + |zn| εn
≤ 1

4a2n
z2n‖Wn‖2‖Sn (Qn)‖2 + a2n + 1

4
z2n + ε2n

= bm

4a2n
z2nθ‖Sn (Qn)‖2 + a2n + 1

4
z2n + ε2n (42)
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where εn ≥ |δn| is a positive constant. From Lemma 9, the

term can be described as

zndn ≤ 1

4
z2n + d̄2n (43)

where d̄n ≥ |dn| is a positive parameter. Combining (41),

( 42) and (43) results in

V̇n ≤ bm

4a2n
z2nθ‖Sn (Qn)‖2 + zngnu

− bm

n−1
∑

j=1

pj

(

z2j

2

)µ

− bm

n−1
∑

j=1

qj

(

z2j

2

)β

+ bm

ζ
θ̃





n−1
∑

j=1

ζ z2j

4a2j

∥

∥Sj
(

Qj
)∥

∥

2 − ˙̂
θ





+
n
∑

j=1

a2j +
n
∑

j=1

d̄2j +
n
∑

j=1

ε2j . (44)

The tracking control problem from system (1) has been

preliminarily settled. Nonetheless, real-time control will

occupy unnecessary communication resources. Hence, a pro-

posed event-triggered strategy is introduced as follows.

B. TRACKING ERROR BASED FIXED THRESHOLD

STRATEGY

To attain the objective of the event-triggered control, [28]

designed a fixed threshold strategy. From this work, we con-

sider the influence of tracking error on the triggering events,

and the proposed strategy can be expressed as follows:














v (t) = αn − ω̄ tanh

(

znω̄

σ

)

u (t) = v (tk) , ∀t ∈ [tk , tk+1) , t1 = 0

tk+1 = inf {t ∈ ℜ| |κ (t)| ≥ ω∗}

(45)

where ω̄ is a positive constant, and the term ω̄ tanh (znω̄/σ )

in controller ( 45) is used to avoid the ISS assumption with

measurement error. κ (t) = v (t) − u (t) represents the mea-

suring error. We select a positive constant t̄ , which satisfies

t̄ ≤ {tk+1 − tk} with ∀k ∈ z+. From the derivative of κ (t),

it is obtained that

d

dt
|κ| = d

dt
(κ ∗ κ) 12 = sign (κ) κ̇ ≤ |v̇| . (46)

For ( 45), the time derivative of v can be given by

v̇ = α̇n − ω̄żn

cosh2
(

znω̄
σ

) . (47)

The above shows that the functions fi (x̄i), gi (x̄i), and di (t)

are at least (n+ 1 − i)th order smooth functions, and desired

signal yd (t) has (n+ 1)th order continuous derivatives;

hence, v̇must be continuous. Furthermore, a positive constant

φ must exist with φ ≥ |v̇|. From ( 46), we obtain κ (tk) =
0 and limt→tk+1 (κ (t)) = ω∗. Hence, the lower bound

of inter-execution intervals t̄ satisfies t̄ ≥ ω∗/φ. Therefore,

the Zeno behavior is completely avoided. Event-triggered

threshold ω∗ is obtained by

ω∗ = ω1

ω2 + ω4 |z1 (t)|
+ ω3 (48)

where ω1, ω2, ω3 and ω4 are positively designed param-

eters. The continuous control input signal is expressed as

v (t) = u (t) + η (t) ω∗, where η (t) is a continuous

time-varying parameter satisfying |η (t)| ≤ 1, η (tk) = 0,

and η (tk+1) = ±1. Substituting (18), (45) and (48), the term

zngnαn in (44) is described as

zngnu = zngn
(

v (t)− η (t) ω∗)

= zngnαn − zngnω̄ tanh

(

znω̄

σ

)

− zngnη (t) ω
∗

≤ zngnαn − zngnω̄ tanh

(

znω̄

σ

)

+ gn |znω̄| . (49)

To keep the function continuous and smooth, we utilize the

properties of inequality from Lemma 8 instead of the term

with absolute values in (49) as follows:

zngnu ≤ zngnαn + 0.2785σ

≤ −bmpn
(

1

2
z2n

)µ

− bmqn

(

1

2
z2n

)β

− bm

4a2n
z2nθ̂S

T
n (Qn) Sn (Qn)+ 0.2785σ. (50)

Substituting (20) and (50) into (44) produces

V̇n ≤ bmz
2
n

4a2n
θ‖Sn (Qn)‖2 − bmpn

(

z2n

2

)µ

− bmqn

(

z2n

2

)β

− bm

4a2n
z2nθ̂S

T
n (Qn) Sn (Qn)+ 0.2785σ + bmρ

ζ
θ̃ θ̂

+ bm

ζ
θ̃





n−1
∑

j=1

ζ z2j

4a2j

∥

∥Sj
(

Qj
)∥

∥

2 −
n
∑

j=1

ζ z2j

4a2j

∥

∥Sj
(

Qj
)∥

∥

2





+
n
∑

j=1

a2j +
n
∑

j=1

d̄2j +
n
∑

j=1

ε2j

= −bm
n
∑

j=1

pj

(

z2j

2

)µ

− bm

n
∑

j=1

qj

(

z2j

2

)β

+ bmρ

ζ
θ̃ θ̂

+ 0.2785σ +
n
∑

j=1

a2j +
n
∑

j=1

ε2j +
n
∑

j=1

d̄2j . (51)

C. STABILITY ANALYSIS

According to Lyapunov theory, the conclusion of conver-

gence analysis can be obtained in this subsection.

From Lemma 9, the term ρbmθ̃ θ̂/ζ in (51) can be obtained

bmρ

ζ
θ̃ θ̂ ≤ −bmρ

2ζ
θ̃2+ bmρ

2ζ
θ2

= −1

2

(

bmρ

2ζ
θ̃2
)

− 1

2

(

bmρ

2ζ
θ̃2
)

+ bmρ

2ζ
θ2. (52)
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It can be assumed that adaptive law θ is bounded by

an unknown constant 1θ satisfying |θ | ≤ 1θ . If 1θ <√
2ζ/ρbm, we have

−1

2

(

bmρ

2ζ
θ̃2
)

≤ −1

2

(

bmρ

2ζ
θ̃2
)β

. (53)

Otherwise, while 1θ ≥
√
2ζ/ρbm, it is easily proven that

−1

2

(

bmρ

2ζ
θ̃2
)

≤ −1

2

(

bmρ

2ζ
θ̃2
)

+ 1

2

(

bmρ

2ζ
12
θ

)β

− 1

2

(

bmρ

2ζ
θ̃2
)β

= −1

2

(

bmρ

2ζ
θ̃2
)β

+11 (54)

where 11 =
(

bmρ1
2
θ/2ζ

)β
/2 −

(

bmρθ̃
2/2ζ

)

/2 ≥ 0.

As stated in Lemma 3, while ψ = 1, ξ = 0.5bmθ̃
2/ζ ,

b1 = 1 − µ, b2 = µ, and b3 = exp ((µ/ (1 − µ)) lnµ),

it can be shown that
(

bm

2ζ
θ̃2
)µ

≤ (1 − µ)µ
µ

1−µ + bm

2ζ
θ̃2. (55)

In addition, it is easily seen from (55) that

−ρ
2

bm

2ζ
θ̃2 ≤ −ρ

2

(

bm

2ζ
θ̃2
)µ

+ ρ

2
(1 − µ)µ

µ
1−µ . (56)

Substituting (53), (54) and (56) into (52) produces

bmρ

ζ
θ̃ θ̂ ≤ −ρ

2

(

bm

2ζ
θ̃2
)µ

− ρ

2n

(

bm

2ζ
θ̃2
)β

+ ρbm

2ζ
θ + ρ

2
(1 − µ)µ

µ
1−µ . (57)

Applying Lemma 4, Lemma 5 and Lemma 6, the following

is verified:

−
n
∑

j=1

pj

(

z2j

2

)µ

≤ −χ1
n
∑

j=1

(

z2j

2

)µ

≤ −χ1





n
∑

j=1

z2j

2





µ

(58)

and

−
n
∑

j=1

qj

(

z2j

2

)β

≤ −χ2
n
∑

j=1

(

z2j

2

)β

≤ −χ2
n





n
∑

j=1

z2j

2





β

(59)

where χ1 = min
{

pj |j = 1, · · · , n
}

, and χ2 = min
{

qj |j = 1, · · · , n
}

. Due to the parameters satisfying

bm, ρ, µ, aj, εj, d̄j, σ > 0, combining (57), (58) and (59)

results in the following inequality:

V̇n ≤ −bmχ1





n
∑

j=1

z2j

2





µ

− ρ

2

(

bm

2ζ
θ̃2
)µ

− bmχ2

n





n
∑

j=1

z2j

2





β

− ρ

2n

(

bm

2ζ
θ̃2
)β

+ ρbm

2ζ
θ + ρ

2
(1 − µ)µ

µ
1−µ +

n
∑

j=1

a2j

+
n
∑

j=1

ε2j +
n
∑

j=1

d̄2j + 0.2785σ +11

= −c1Vµn − c2V
β
n +1 (60)

where c1 = min {bmχ1, ρ/2}, c2 = min {bmχ2/n, ρ/2n},
and 1 = 0.5ρ (1 − µ)µµ/(1−µ) +

∑n
j=1 a

2
j +

∑n
j=1 d̄

2
j +

∑n
j=1 ε

2
j + 0.2785σ + 11. By utilizing Lemma 2, all of the

signals in the closed-loop system (1) are guaranteed to be

SPFTCs. The signals can converge to the compact set

x ∈
{

V (x) ≤ min

{

(

1

(1 − ϕ) q

)
1
β

,

(

1

(1 − ϕ) p

)
1
µ

}}

.

(61)

The tracking error can be accommodated into a small

region satisfying

|y− yd | ≤ 2

(

1

(1 − ϕ) q

)
1
2β

, (62)

and the fixed time is selected with

T ≤ Tmax := 1

(1 − µ) pϕ
+ 1

(β − 1) qϕ
. (63)

At present, based on backstepping technology, the adap-

tive fixed-time controller has been designed completely via

the proposed event-triggered strategy. Fig. 1 shows the dia-

gram of the design procedure of the controller. The proposed

event-triggered strategy and fixed-time method are devised

based on state feedback. To achieve the purpose of design,

the information is received and sent through the micro con-

troller unit.

FIGURE 1. The block diagram of the design procedure for the proposed
controller.
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IV. SIMULATION RESULTS

The system model [39] is expressed as










ẋ1 (t) = f1 (x1 (t))+ g1 (x1 (t)) x2 (t)+ d1 (t)

ẋ2 (t) = f2 (x̄2 (t))+ g2 (x̄2 (t)) u (t)+ d2 (t)

y (t) = x1 (t)

(64)

where f1 (x1 (t)) = 0.1x21 (t), f2 (x̄2 (t)) = 0.1x1 (t) x2 (t) −
0.2x1 (t), g1 (x1 (t)) = 1 and g2 (x̄2 (t)) = 1 + x21 (t). The

external disturbances are d1 (t) = 0.1 sin x1 (t) cos x1 (t) and

d2 (t) = cos x1 (t) sin x2 (t). The initial values of each state

variable are given by x1 (0) = 1 and x2 (0) = −1. The control

purpose is to devise the event-triggered fixed-time adaptive

control strategy to ensure the output signal y (t) to track the

given signal yd (t) = (sin (t/2)+ sin (t)) /2. The controller

is defined by

v (t) = α2 − ω̄ tanh

(

z2ω̄

σ

)

. (65)

The triggering event can be described as

u (t) = v (tk) , ∀t ∈ [tk , tk+1) (66)

where tk+1 = inf {t ∈ ℜ| |κ (t)| ≥ ω∗} and t1 = 0. The

virtual control laws can be obtained with

α1 = −p1
(

1

2

)µ

z
2µ−1
1 − q1

(

1

2

)β

z
2β−1
1

− z1θ̂

4a21
ST1 (Q1) S1 (Q1) (67)

and

α2 = −p2
(

1

2

)µ

z
2µ−1
2 − q2

(

1

2

)β

z
2β−1
2

− z2θ̂

4a22
ST2 (Q2) S2 (Q2) (68)

where RBF NNs WT
1 S1 (Q1) and WT

2 S2 (Q2) are utilized

to approximate the uncertain nonlinear functions from

system (64), where S1 = [x1, yd , ẏd ]
T and S2 =

[x1, x2, θ, yd , ẏd , ÿd ]
T. The Gaussian functions are centered

at [0, 1,−1, 3,−3, 5,−5, 7,−7]T. In addition, the Gaussian

width is r = 2. The adaptive law is described by

˙̂
θ =

n
∑

j=1

bm

4a2j
z2j S

T
j

(

Qj
)

Sj
(

Qj
)

− ρθ̂ . (69)

The simulation parameters of the virtual control laws,

actual control law and adaptive laws are selected within the

interval (0, 50). To achieve good performance, the related

design parameters can be selected as µ = 3/4, β = 3/2,

p1 = 16, p2 = 22, q1 = q2 = 2, a1 = a2 = 2, bm = 20

and ρ = 20. The parameters of the two strategies are as

follows: a. Proposed strategy: ω̄ = 12, ω1 = 0.7, ω2 = 0.14,

ω3 = 3.5 and ω4 = 50; b. Fixed threshold strategy: ω̄ = 12

and ω3 = 8.5.

The simulation results are shown in Figs. 2-8. The tra-

jectories of desired signal yd and the actual state variables

FIGURE 2. The trajectories of the tracking signal yd and the states x1s,
x1r , x1 under different controllers.

FIGURE 3. The trajectory of the tracking error of x1s, x1r and x1.

FIGURE 4. Control signals of proposed strategy and fixed threshold
strategy.

are displayed in Fig. 2. x1s is the tracking effect of gen-

eral adaptive neural control. x1r and x1 show the tracking
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FIGURE 5. Triggered events of proposed strategy and fixed threshold
strategy.

FIGURE 6. Time intervals of triggered events in proposed strategy and
fixed threshold strategy.

effect based on the fixed-time adaptive neural controller

via Xing’s event-triggered strategy and the proposed strat-

egy [28]. Under the same control parameters, the fixed-time

method takes less time to reach the steady state performance.

The tracking errors of various strategies are shown in Fig. 3.

The error of the proposed strategy, z1 has a smaller max-

imum overshoot, and the tracking error is smaller than z1s
and z1r . Fig. 4 shows the trajectories of the control signals

between the proposed threshold control scheme and the fixed

threshold control scheme. In the initial stage of the control,

the threshold value of the proposed strategy is smaller and

triggers more times than that of Xing’s strategy, which causes

the tracking error to decrease rapidly. The numbers of trig-

gering events in 0.5 seconds are 98 and 72, respectively.

FIGURE 7. Comparison of threshold values between proposed strategy
and fixed threshold strategy.

FIGURE 8. The trajectory of adaptive law θ from the proposed strategy.

Furthermore, the proposed strategy can adjust the trigger

threshold appropriately with the tracking error and maintains

the error in a small range near the origin. During the whole

control process, the total numbers of triggering events are

379 and 360. Figs. 5 and 6 present the triggering times and

the triggering values of these schemes. The threshold values

of the two schemes are shown in Fig. 7. Compared with

the fixed threshold, the proposed threshold is smaller at the

beginning of control and increases with a decrease in the

tracking error. After 1.5 seconds, the system reaches a steady

state, and the threshold fluctuates with z1. This ensures that

while the tracking error increases, the number of trigger times

grows. When the tracking error becomes 0, the threshold

of the proposed strategy increases to the maximum and is

the same as the fixed threshold. Finally, the trajectory of

the adaptive law is presented in Fig. 8. It starts at zero and
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gradually decreases. The results verify that the closed-loop

system is a SPFTC, and the tracking error converges in the

settling time.

V. CONCLUSION

By applying backstepping technology, this article devel-

oped a fixed-time event-triggered adaptive neural control

strategy for strict feedback nonlinear systems with exter-

nal disturbances. According to the transformation state

error-based fixed threshold method, the event-triggered con-

troller is devised to ensure the effective utilization of com-

munication resources. Under the proposed control strategy,

the closed-loop system satisfies the SPFTS requirement.

The tracking error converges in the settling time. Mean-

while, all the signals of the closed-loop system are bounded.

Finally, the proposed scheme is feasible and effective in the

simulation results.
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