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Zusammenfassung

Das Internet spielt heute in fast jedem Bereich des tdglichen Lebens eine Rol-
le. Viele der eingesetzten und neu aufkommenden Anwendungen im Internet
realisieren eine Kommunikation von einem Server zu einer Gruppe von Teil-
nehmern (z.B. Spiele, Chat, Videostreaming). Da eine derartige Gruppenkom-
munikation in den meisten Féllen durch das einzelne Versenden der Daten zu
jedem Teilnehmer realisiert wird, ist das Netz (und die verwendeten Server)
einer hohen Verkehrslast ausgesetzt. Im Zuge des stark wachsenden Mark-
tes der mobilen Endgerite erfasst diese Lastproblematik auch die mobilen
Zugangsnetze: Hier klagen immer mehr Dienstanbieter tiber Ausfille durch
zu viele Teilnehmer mit hohen Bandbreitenanspriichen, die neuere Geréte-
klassen (z.B. Smartphones) in der Lage sind zu verarbeiten. Ein Ansatz zur
Entlastung der Server liegt in sog. Peer-to-Peer-Techniken (P2P), bei denen
Endgeréte direkt untereinander in logischen Overlay-Netzen kommunizie-
ren. Mit diesen Techniken ldsst sich (trotz der Nichtverfiigbarkeit eines ent-
sprechenden globalen Netzdienstes) eine Gruppenkommunikation realisie-
ren (Application-Layer Multicast, ALM). ALM-Protokolle weisen allerdings
— verglichen mit urspriinglichen Ansédtzen wie IP Multicast — i.d.R. schlech-
tere Leistungswerte auf, etwa hohere Paketverzogerungen oder hohere Netz-
last. Daher ist es umso wichtiger, die eingesetzten Mechanismen im Hinblick
auf den jeweiligen Anwendungsfall zu optimieren und zu spezialisieren. Die
meisten ALM-Ansétze gehen von einem homogenen Netz aus und differen-
zieren nicht explizit zwischen verschiedenen Zugangstechniken. Dieses Ver-
halten steht in Kontrast zu einer zunehmenden Diversifikation im heutigen
Internet: Neue Zugangstechniken werden verfiigbar und drahtlose Netze in
wachsender Zahl ermoglichen direkte, spontane Kommunikation zwischen
Teilnehmern. Um mit diesen Entwicklungen Schritt zu halten bedarf es ALM-
Protokollen, die flexibel und adaptiv an sich &ndernde Bedingungen anpass-
bar sind und sich auf unterschiedlichen Endsystemen und in verschiedenen
Anwendungsszenarien verwenden lassen.

In dieser Dissertation werden verschiedene ALM-Protokolle beschrieben und
analysiert. Um Einblick in das Verhalten typischer ALM-Protokolle in grofsen
und dynamischen Netzwerkungebungen zu erhalten wird das Cluster-basier-
te Protokoll NICE analysiert. Im Gegensatz zu existierenden Arbeiten, die vor
allem den Einfluss auf das Netzwerk betrachten, fokussieren die Untersu-
chungen dieser Arbeit auf die Leistungswerte des Protokolls aus Perspektive
der Endsysteme. Uberdies wird das Protokollverhalten in Szenarien mit rea-



listischer Knotenfluktuation betrachtet. Die Studien belegen, dass NICE gu-
te Skalierbarkeitseigenschaften und eine hohe Robustheit aufweist, sofern es
entsprechend konfiguriert wird. Desweiteren wird eine Erweiterung vorge-
schlagen, die NICE eine autonome Reparametrisierung zur Laufzeit ermog-
licht, um sich an &ndernde Netzwerksituationen anzupassen.

Mit CMA (Capacity Matching ALM) wird ein Protokoll vorgeschlagen, das
im Kontext eines Livestreaming-Szenarios die Verkehrslast in zelluldren Zu-
gangsnetzen berticksichtigt. CMA verwendet einen baumbasierten Ansatz,
der mittels einer gewichteten Summe die Verteilstruktur wartet und peri-
odisch neue Elternknoten fiir jeden Teilnehmer sucht. Dem Ansatz liegt das
vorgestellte Konzept der Kapazititsadaption zugrunde, das sich — entgegen
dem oft verfolgten Ziel der Topologieadaption in Overlay-Netzen — primar
an den Weiterleitungskapazitdten der Zellen orientiert. Umfassende simu-
lative Untersuchungen von CMA belegen, dass das Protokoll dabei helfen
kann, Kapazitatsengpdsse in mobilen Zugangsnetzen zu vermeiden, sofern
genug Kapazitit in alternativen Zellen in der Umgebung vorhanden ist. Da-
bei wird gezeigt, dass eine durch CMA hervorgerufene erhohte Empfangsver-
zogerung durch geeignete Parametrisierung auf unter 10% gehalten werden
kann. Die Untersuchungen beziehen sich dabei auf ein Netzwerkmodell, das
sich an heutigen 3G-Netzen orientiert.

Obgleich CMA ein Verteilen von Netzlast auf unterschiedliche Zugangsnetz-
zellen ermoglicht, wird trotzdem durch das ALM-Protokoll zusétzliche Last
induziert. Ein Weg, um die Last auch iiber unterschiedliche Zugangstech-
niken hinweg zu balancieren, besteht in der dedizierten Beriicksichtigung
und Integration dieser Techniken im ALM-Protokoll. Mit WIMP (Wireless
Multi-Access Proximity Probing) wird ein Mechanismus entwickelt, der es
ermOglicht, gegenseitige Erreichbarkeit von Teilnehmern in drahtlosen loka-
len Netzen zu erkennen. In dieser Arbeit wird der WIMP-Mechanismus so-
wohl in NICE als auch in CMA exemplarisch integriert. Hierzu werden beide
Protokolle konzeptionell um die Bertiicksichtigung drahtloser lokaler Netze
erweitert. In NICE werden fiir Teilnehmer in drahtlosen Netzen neue Rol-
len definiert, die zu weniger Protokollverkehr in drahtlosen lokalen Netzen
fiihren. Uberdies wird die Broadcast-Fahigkeit dieser Doménen genutzt, um
Verkehrsaufkommen zu reduzieren. Die Berticksichtigung drahtloser lokaler
Netze in NICE fiihrt zu einer verbesserten Anwendbarkeit des Protokolls in
heterogenen Netzumgebungen mit Hinblick auf erzeugte Netzlast und Wei-
terleitungsverzogerung. In CMA wird WIMP genutzt, um zelluldre Netze
von Datenverkehr zu entlasten, indem offentliche drahtlose Netze in dich-
ten urbanen Umgebungen integriert werden. Die Integration dieser in grofier
Zahl verfiigbaren lokalen Netze stellt eine vielversprechende Strategie zur
Entlastung der stark genutzen mobilen Zugangsnetze dar.



SchliefSlich wird in der Dissertation ein Rahmenwerk présentiert, das die Ent-
wicklung und Ausbringung von Overlay-basierten P2P-Netzen unterstiitzt:
Die SpoVNet-Architektur verbirgt komplexe Eigenschaften des Netzes vor
dem Entwickler (z.B. NAT-Boxen, Verbindungsabbriiche bei Mobilitdt oder
Protokollheterogenidt) und bietet somit eine einfach zu verwendende Platt-
form fiir die Entwicklung von P2P-Netzen. Die vorgestellten ALM-Protokolle
konnen in der SpoVNet-Architektur realisiert werden. Dariiber hinaus kon-
nen iiber eine spezielle Schnittstelle auch unmodifizierte Anwendungen von
der SpoVNet-Architektur profitieren.

Die in dieser Dissertation prasentierten Ansétze sind ein Schritt in Richtung
flexiblerer ALM-Protokolle, die mit den technischen Anderungen und neuen
Anwendungsanforderungen im Internet durch eine hohe Flexibilitdt, Konfi-
gurierbarkeit und Erweiterbarkeit besser umzugehen vermogen als existie-
rende Ansatze. Die Evaluationen der Protokolle unterstiitzen die These, dass
P2P-Protokolle vielversprechende Eigenschaften fiir die flexible Ausbringung
neuer Kommunikationsdienste im Internet bieten und sogar zur Milderung
von Lastengpdssen in mobilen Netzen beitragen konnen. Somit konnen sie
potenziell nicht nur vorteilhaft von Endbenutzern ausgebracht und einge-
setzt werden, sondern sollten auch als Zusatztechnologie fiir die kostengtins-
tige Verteilung bestimmter Inhalte von Seiten der Provider erwogen werden.
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Part 1

Introduction & Fundamentals






Lookin” back to find my way, never seemed so hard
Yesterday'’s been laid to rest, changing of the guard
I would never change a thing even if I could

All the songs we used to sing, everything was good

(Foo Fighters: “Resolve”)

1. Introduction

The Internet plays an important role in nearly every domain of daily life:
Since its commercial launch in the early nineties it has become the major com-
munication platform for economics, but also for private and social exchange.
A large number of Internet applications employs communication among a
group of users, like e.g. games, chat applications, or video streaming. Due
to the non-availability of an Internet-wide network support for such group
communication applications data is often sent to each participant separately
via a single data transmission. Unfortunately, this results in increased traffic
load on Internet servers as well as in the network due to the need to forward
the same data multiple times.

In recent years Peer-to-Peer (P2P) communication gained attention as a way
to flexibly unburden centralized servers from their load by establishing direct
communication links between end-systems (peers). No centralized servers
have to be involved. P2P protocols help to deploy novel services without re-
lying on dedicated support in the underlying network: E. g., P2P approaches
can be used to provide end-system-based group communication through so-
called Application-Layer Multicast (ALM) protocols. Here, participating peers
implement all group communication logic.

Most existing ALM protocols assume a homogeneous Internet and do not ex-
plicitly differentiate access networks. This approach contradicts the growing
diversification in today’s Internet. New access technologies come up that co-
exist in parallel, offering a range of ways to access the Internet. Also, wireless
technologies enable end-systems to communicate directly and spontaneously
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Figure 1.1 Global Mobile Traffic Forecast 2010-2015 (Cisco VNI [41])

in local areas. Further technical developments in the communication sector
and a huge business market push advancements forward, leading to ongo-
ing miniaturization and growing end-system capabilities. To keep pace with
these developments in the context of ALM, protocols must flexibly adapt to
changing network conditions, consider different access technologies, and pro-
vide means to be deployed in various group communication scenarios and on
diverse end-systems.

With diversification in end-systems and Internet access new problems arise
in today’s access networks. For instance, the generated traffic load is dramat-
ically increasing.

High-end mobile devices like laptops, smart phones, and tablets are key sour-
ces of data traffic in mobile access networks. They offer the consumer con-
tent and applications not supported by the previous generation of mobile
devices [41]. According to Cisco, mobile data traffic will increase 26-fold be-
tween 2010 and 2015 and more than 66 percent of the world’s mobile data
traffic will be video streaming by then (cf. Fig.[1.1(a)). The number of mo-
bile users (especially private consumers, cf. Fig. will grow as well
as the contents they consume. Mobile access networks like e.g. 3G/4G are
not designed to support this radical growth in bandwidth consumption (“The
networks which could easily withstand a garden-hose flow of data are now being sub-
jected to a pressure from a fireman’s hose” [96]) and become bottlenecks in com-
munication service provision. Even higher-capacity technologies like LTE
will most likely not solve the ongoing growth of bandwidth consumption.
First access providers in the U.S. already faced service outages due to high
numbers of concurrent users consuming broadband contents [9]. In order
to attack these problems and mitigate the traffic load bottleneck providers
make high investments in access network technology upgrades. Unfortu-
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Figure 1.2 Characteristics for ALM Solutions developed in this Thesis

nately, such investments have technical limitations, weakening their suitabil-
ity to be an adequate solution for the ever-increasing bandwidth demand.

In this thesis a set of P2P-based ALM protocols and mechanisms is described
and analyzed as an end-system-based approach to provide Internet-wide
group communication. The protocols follow three different communication
aspects: First, they bypass the need for a globally available native group com-
munication support in the Internet. Second, they are used to approach the
problem of high traffic load in access networks by adapting the ALM proto-
cols to the network situation. Third, they help to mitigate the need for expen-
sive network investments from providers’ side by increasing the number of
supportable concurrent users.

Two different classes of ALM protocols (cluster-based and tree-based) are ex-
amined in order to get insights into their expected behavior and properties
regarding group communication. The question whether P2P approaches can
help to avoid access network bandwidth bottlenecks is investigated. Mecha-
nisms are proposed that can be used to consider direct wireless reachability
among participating end-systems in order to further support network con-
gestion avoidance, if possible. Finally, a framework for easy overlay service
creation and deployment is described that can be used as a basis for integrat-
ing the proposed ALM protocols.

1.1 Goals, Requirements, and Assumptions

The goal of this thesis is the flexibilization of ALM protocols regarding the
following aspects: The applicability of ALM protocols should be enhanced
by allowing for configuration of different optimization goals and basic pro-
tocol mechanisms. ALM protocols should also be designed with heteroge-
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neous networks in mind, providing possibilities to optionally integrate dif-
ferent access technologies in the ALM dissemination structure, where appli-
cable. Third, the designed protocols should be analyzed in the context of the
described access network traffic congestion problems. In this thesis the fol-
lowing characteristics are focused for the design of the presented approaches

(cf. Fig.[1.2):

Efficiency: ALM group communication services must be efficient from
both the user’s perspective as well as from the network’s perspective.
Efficiency from a user’s point of view means the provision of a group
communication service that fulfills the specific quality demands con-
nected to the application scenario. Efficiency from the network’s point
of view means the responsible usage of the network’s capacities.

Flexibility: The developed ALM protocols and mechanisms should not
be bound to a single application scenario but allow to be adapted to dif-
ferent application scenarios. Regarding the ability to use different access
technologies flexibility is also related to the following “Multi-Access In-
tegration” characteristic.

Multi-Access Integration: The ALM protocols should be able to integrate
the end-systems’ capabilities to use different technologies in order to ac-
cess the Internet or be able to connect end-systems directly in a local area
network. This requirement is a key to cope with load balancing issues in
access networks.

Network Independence: The ALM protocols and mechanisms should fol-
low the P2P approach, i.e. no dedicated network infrastructure except
the existing Internet unicast routing is needed in order to deploy them.
Only end-systems are involved in establishing the ALM structure and
forwarding packets.

This thesis is based on two assumptions:

End-to-End Connectivity: Every peer is able to reach every other peer par-
ticipating in the group communication service in an end-to-end man-
ner. Hence, no dedicated mechanisms regarding e.g. NAT-traversal,
tirewalls, or different protocol versions (except the mechanisms in the
SpoVNet Architecture, cf. Chapter|3) have to be considered in the ALM
protocols.

Internet Access: Every peer is assumed to be able to access the Internet
through at least one access technology. A subset of peers may have more
than one access technology available. In such cases it is assumed that the
technologies can optionally be used concurrently.
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1.2 Contributions of this Thesis

The contributions of this thesis to the State-of-the-Art are:

1. The analysis of the cluster-based ALM protocol NICE with respect to
its peer-perceived performance in different scenarios. While existing
evaluations in literature target NICE’s implications on the network, this
work provides insights into performance from an end-system’s perspec-
tive. High numbers of peers are considered in the evaluations as well as
aggressive peer fluctuation behavior. Furthermore, means for runtime
adaptation of important protocol parameters are presented that can be
used to actively react to changing network conditions. The evaluations
show that NICE scales well with growing numbers of peers due to lim-
ited per-peer overhead while it provides dissemination delays with sub-
linear growth. Refinement of the dissemination structure during run-
time leads to the combination of peers located near to each other in the
network in the same clusters. This also optimizes join delays over run-
time because peers in smaller clusters can be queried for information
faster. In environments with heavy peer fluctuation high data success
rates are achievable in NICE using aggressive refinement mechanisms.

2. The design and analysis of a tree-based ALM protocol called CMA (Ca-
pacity Matching ALM) in the context of traffic load balancing in wireless
access networks. A scenario of single-source video stream dissemination
is considered. The protocol design targets two main aspects: First, the
video source is relieved from high traffic load resulting from high num-
bers of receiver peers. Second, with help of a heuristic in tree parent
determination CMA is able to consider traffic load in access networks in
order to build the tree according to the current load status. The concept
of so-called Capacity Matching (in contrast to common Topology Match-
ing in P2P) is proposed as basis for CMA. Under the assumptions that
CMA is able to acquire underlay-related capacity information the evalu-
ations show: Tree-based ALM protocols offer the flexibility to adapt the
dissemination structure to defined goals at the cost of inducing addi-
tional traffic load in form of outgoing video streams in access networks.
This additional load can be balanced to high extent if the capacity situa-
tion in the networks allows it. The load balancing comes with increased
dissemination delays, but this increase is low (below 10 %) if the protocol
is configured accordingly.

3. The development of a mechanism called WIMP (Wireless Multi-Access
Proximity Probing) which provides reachability information for wireless
networks to the peers in an existing ALM tree structure. It can be used
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by ALM protocols to look up and integrate wireless peers in the overlay
structure with explicit consideration of the wireless access technology.
NICE is extended to use WIMP and assign special roles to wireless peers
in the overlay in order to avoid high traffic in the wireless domains. The
broadcast capabilities of the wireless domains are exploited to increase
communication efficiency. Furthermore, WIMP integration in CMA is
described in order to allow for the autonomous integration of public
IEEE 802.11 domains in the traffic load balancing scenario.

4. The presentation of a service overlay framework that can be used to inte-
grate the described ALM protocols and extensions. The framework aids
as an abstraction to the network underlay and offers easy-to-use inter-
faces. It hides underlay network issues like different protocol versions,
link outages, or middleboxes (e. g. NAT-boxes) from overlay service de-
velopers and helps to considerably reduce the development complexity
of overlay-based services. Through a dedicated legacy interface also un-
modified existing applications and services can benefit from the frame-
work.
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1.3 Outline

The thesis is structured as follows (cf. Figure[1.3). Chapter 2 gives an intro-
duction to Peer-to-Peer (P2P) networks and group communication with focus
on Application-Layer Multicast (ALM). Furthermore, important mobile com-
munication technologies with relevance for this work are introduced. Chap-
ter 3 describes a framework for easy deployment of service overlays which
can be employed to integrate the presented ALM approaches. Regarding the
class of cluster-based ALM approaches Chapter 4/ analyzes the NICE proto-
col with respect to different scenarios and concerning peer-perceived protocol
performance. Chapter 5/focuses on a tree-based approach that is applied to a
3G load balancing scenario. For finding and integrating alternative commu-
nication paths via IEEE 802.11 technologies in the ALM dissemination strate-
gies a mechanism for finding peers distributedly in wireless proximity is pre-
sented in Chapter |6, It is applied to both presented cluster- and tree-based
protocols in order to integrate wireless communication in the overlay struc-
ture. The thesis concludes and gives an outlook on possible further research
directions in Chapter






2. Fundamentals

This chapter covers fundamentals that are necessary for a complete under-
standing of this work. It first describes Peer-to-Peer overlay networks which
constitute the general basis for the presented protocols. Then, different forms
of group communication with focus on Application-Layer Multicast are de-
scribed, before subsequently relevant mobile communication technologies are
introduced.

2.1 Peer-to-Peer Communication

As an alternative to centralized Internet communication (e. g. an end-system
requesting data from a centralized server), Peer-to-Peer (P2P) communication
experienced high interest in the scientific community as well as in the Internet
in recent years. A P2P system is a self-organizing logical network, consisting
of equal participating nodes (peers). Each peer can contribute to the system,
either regarding computation or communication capacity, or by providing
data. Likewise, each peer can use these resources. This way, distributed com-
munication services can be implemented in which all peers incorporate the
role of clients and servers at the same time (so-called Servents [204]). Popular
deployed P2P systems in today’s Internet are predominantly related to the use
case of file sharing (e. g. Bittorrent [25], eMule [65], or KaZaA [124]). However,
a multitude of potential other P2P-enabled communication services has been
considered and partly been deployed, e. g. supporting Internet telephony by
looking up communication end-points distributedly [18], or providing group
communication. The latter builds the basis for the protocols described in this
thesis and will be revisited in Section2.2.3
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P2P networks avoid the cost and the problem of single-point-of-failure con-
nected to centralized server-based solutions. Furthermore, they provide flex-
ibility to adapt their dissemination structures to the current network situa-
tion (if designed accordingly). Finally, while centralized servers have to grow
proportionally to the client population regarding their capacities, P2P sys-
tems gain further capacities with every participating peer joining the net-
work. Hence, they inherently provide better scalability’ properties concern-
ing the number of participating peers and regarding data dissemination. A
survey on different P2P approaches is provided in [204].

P2P networks are implemented as so-called overlay networks (overlays). Over-
lays consist of logical communication links between peers, forming a virtual
network on top of the physical network topology (the underlay). The actual
communication is accomplished by using the underlay network’s data for-
warding capabilities, like e. g. end-to-end routing in the Internet. Hence, a
single virtual P2P connection in the overlay abstracts from the physical un-
derlay path that the data between the peers follows. Two classes of P2P net-
works can be differentiated with respect to the established overlay structure,
being unstructured and structured P2P overlays.

2.1.1  Unstructured P2P Overlays

Unstructured P2P overlay networks have been proposed early and are char-
acterized by full freedom in overlay structure establishment. Each peer can
freely choose its position in the overlay, e. g. based on the specific application
case’s optimization goals. However, this freedom comes with the need for
each peer to gain knowledge about the relation to other peers, accomplished
through active measurements of relevant metrics between peers. Due to the
high overhead for overlay structure establishment and maintenance, the scal-
ability benefit of P2P is often impaired in unstructured P2P approaches. In
Narada [40, 98], for instance, peers measure network metrics against all other
peers in the overlay, forming a full mesh control structure. Hence, Narada
is only usable with small to medium peer populations. Two generations are
differentiated in unstructured P2P overlays: Driven predominantly by file
sharing motivation, the first generation of proposals used either a centralized
instance for database and lookup functionality (e.g. Napster [161]) or used
full-mesh overlays (e.g. Gnutella 0.4 [78] or Freenet [43]). The second gen-
eration tried to merge aspects from both approaches by assigning different
logical hierarchies to the overlay structure: Part of the peers become higher
peers, being responsible for local clusters of peers and being interconnected
with the other higher peers. These protocols are called hybrid P2P approaches

IThe scalability may be limited in case of further reliability mechanisms being used, like e.g.
acknowledgements to the sender.
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and offer better scalability while avoiding single centralized roles in the net-
work (e. g. Gnutella 0.6 [79] or JXTA [80]).

2.1.2  Structured P2P Overlays

In structured P2P overlay networks, a unique identifier (ID) is assigned to each
peer. The identifier determines the position of a peer in the overlay, concern-
ing a given base structure (e. g. ring or cube). Gummadi et al. [84] analyzed
and compared different routing geometries for structured P2P overlay net-
works. They found that ring geometries offer highest flexibility and best re-
silience. Structured P2P overlay networks avoid the high network measure-
ment overhead that is typically connected to unstructured P2P approaches.
This is accomplished by the predetermined position of peers in the overlay
structure, avoiding the need to measure against many other peers but only
requiring to place itself in the right position of the structure. Hence, struc-
tured P2P overlay networks offer high scalability and good self-organization
properties, but are limited in their adaptability to given optimization goals:
In contrast to unstructured approaches, individual peers cannot change their
position depending on the current network state easily since their static ID
determines the structure. Structured P2P overlay networks are in most appli-
cation cases employed for the distributed storage and lookup of information.
In so-called Distributed Hash Tables (DHT), data is mapped to IDs, determining
on which peer the data is stored. For requesting the data it can be looked up
by mapping it to the peer’s ID. Prominent structured P2P overlay networks
are Chord [210], Kademlia [153], or Pastry [193], for instance.

Both structured and unstructured P2P overlay networks are used to provide
Internet-wide group communication. A general introduction to group com-
munication is given in the next section, before subsequently a characterization
of P2P-enabled group communication approaches is described.

2.2 Group Communication

In today’s Internet the prevalent communication form is exchanging data be-
tween two single communication devices (e.g. browsing websites or down-
loading videos). This is also known as unicast communication. However,
established and upcoming Internet applications—like conferencing, gaming,
data sharing, and collaborative work—are inherently based on group commu-
nication. As those applications communicate in a one-to-many or many-to-
many fashion, they make inefficient use of the available unicast-only network
infrastructure [97].

Group communication provides means to send data to more than one host
with a single transmission, allowing for higher communication efficiency com-
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(a) Unicast (b) Multicast (c) Multipeer (d) Concast

Figure 2.1 Different Group Communication Paradigms (based on [232])

pared to sending the same data multiple times via unicast. Thereby, the term
group communication represents a whole class of possible communication
paradigms [232] (Figure 2.1/ shows a selection): Unicast is a special case for
group communication where one host sends data to a single receiver host (cf.
Figure[2.1(a)). As a growing set of receiver hosts (the group) results in many
unicast transmissions, this approach does not scale for large groups. Multi-
cast, in contrast, allows sending data from one host to a whole group with a
single transmission (cf. Figure 2.1(b)). It decouples the group size from the
communication overhead the sender and the network experience (as long as
no higher reliability mechanisms are used on top of it, cf. Section . Hence,
scalability is considerably higher with growing group size, compared to uni-
cast communication.

Another paradigm is called multipeer communication and allows sending data
from an arbitrary number of sending hosts to a group (cf. Figure 2.1(c)). It
can be emulated through n multicast transmissions (1 being the number of
senders). Finally, concast is a form of group communication where a set of
hosts sends data to a single receiver host (cf. Figure[2.1(d)). This paradigm
is useful in scenarios where data is collected and transmitted to a sink, for
instance.

This thesis mainly concentrates on multicast communication. Multipeer also
applies to some scenarios considered in this work, which are explicitly men-
tioned in the respective chapters. How multicast is accomplished from a net-
work communication point of view is described in the following.

Considering the seven-layer ISO/OSI model for communications [245] (or
the corresponding layers in the Internet model [216]) as shown in Figure
multicast can be integrated as a function in different layers. Multicast imple-
mentations in layer 2 (Link Layer) use dedicated Multicast MAC addresses.
Receivers in a subnet listen to the respective packets if they are part of the
multicast group. Considering wide area group communication (i. e. routing
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data over different network domains), the layer 3 (Network Layer) fits the
multicast paradigm well because packet duplication and forwarding can be
accomplished in the network routers. Layer 3 approaches are described in
Section [2.2.1] Since provider support and investments are needed to support
multicast in the network and this approach is prone to various deployment is-
sues, alternative layers and approaches have been proposed for multicast ser-
vice provision. They are briefly classified and described in Section be-
fore afterwards the most prominent among them—Application-Layer Multi-
cast—is detailed on in Section and builds the basis for the protocols and
approaches described in this thesis.

2.2.1 Network-Layer Multicast

The first proposals and specifications defining approaches for multicast ser-
vice provision in communication networks came up in the 1980s already.
They target multicast integration in the network layer. Different Request for
Comments (RFC)? by the Internet Engineering Task Force (IETF) describe
mechanisms regarding addressing [56], membership management [53-55],
and routing [225]. Since implementing a multicast service in the Internet’s
network layer requires modifications in the IP protocol [111], this form of
multicast is also called IP Multicast. Elaborated mechanisms for intra- and
inter-network support exist [57]. A survey on related topics is also given by
Diot et al. [59] or by Ramalho [179].

ZRFCs describe technical and organizational Internet specifications as basis for discussion and
standardization.
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Figure 2.3 Network of Routers and Hosts with exemplary iterative DVMRP
Shortest Path Tree Establishment (based on [97])

2.2.1.1  Addressing and Routing

IP (version 4) class A, B, and C addresses are used for point-to-point com-
munication in the Internet and are divided into network and host parts. In
contrast, IP Multicast uses class D addresses for multicast group addressing.
The multicast addresses are in this context often used on a per-session ba-
sis [157]. For IP version 6 [52], network addresses can be marked as mul-
ticast addresses, and further aspects like e.g. scope and lifetime of the ad-
dress can be specified. Joining an IP Multicast group is receiver-initiated
and is accomplished using the Internet Group Management Protocol (IGMP).
Different versions have been specified, the most commonly implemented is
IGMPv1 [55]. With IGMP, hosts in a local network can report their group
memberships to an IP Multicast-enabled network router. Afterwards, the
router starts forwarding the respective arriving multicast packets to this lo-
cal network.

To route multicast data packets IP Multicast establishes dissemination trees
among the IP Multicast-enabled routers. Different protocols have been pro-
posed which are partly derived from distance-vector or link-state unicast rout-
ing protocols [170]. Additionally, a new class of shared-tree multicast routing
protocols has been introduced for IP Multicast. Prominent distance-vector
multicast protocols are Distance Vector Multicast Routing Protocol
(DVMRP) [225] and Protocol Independent Multicast Dense Mode
(PIM-DM) [2], while e. g. Multicast Open Shortest Path First (MOSPF) [160]
is based on a link-state approach. Protocols like Protocol Independent Multi-
cast Sparse Mode (PIM-SM) [66] and Core-based Trees (CBT) [11] follow the
shared-tree approach.

To briefly sketch a typical IP Multicast routing scenario Figure 2.3|illustrates a
small example network in which DVMRP is employed to establish a dissem-
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ination tree among four hosts (A to D). The hosts are connected to a network
topology of five interconnected routers (squares). The goal of DVMRP is to
build a spanning tree that is optimal with respect to a given cost metric (e. g.
network delay or monetary cost). Each inter-router link in Figure holds
a numeric value reflecting the cost metric on that link. Host A is considered
the data source and hosts B to D join the multicast group one after another
in Figures 2.3(b) to 2.3(d). DVMRP adds only network links resulting in min-
imal overall cost to the spanning tree. As a result of this greedy algorithm,
a source-specific tree with minimal cost is established that interconnects the
source host A with the remaining group members.

IP Multicast is highly efficient in performing multicast data dissemination
since it reduces communication costs to a minimum while sustaining short
data paths. Despite these benefits there is no global IP Multicast service avail-
able in today’s Internet.

2.2.1.2 Deployment Issues with IP Multicast

IP Multicast has not yet found widespread commercial deployment by carri-
ers and service providers in the Internet: Although it can be found in network
domains controlled by single providers and is integrated in most routers used
today, it is not available as a network service across domain bounds. Diot et
al. [60] summarized the main reasons for today’s unavailability of a global IP
Multicast service:

e From a monetary perspective, upgrading routers to support IP Multicast
forces providers to replace router hardware, often before their planned
longevity.

e Additionally, multicast services require more administrative overhead
compared to unicast services. These costs are hard to justify for the
providers, as there is no clear billing model defined that could be ap-
plied.

Furthermore, some functional aspects were not addressed appropriately:

e Important group management aspects are not fully answered, e. g. sen-
der/receiver authorization, group creation, and security.

e Distributed address allocation for IP Multicast groups is not solved, as
is the case for network management, e. g. monitoring, debugging, and
planning.

o IP Multicast requires routers to maintain per-group state (and IP Multi-
cast addresses are hard to aggregate), increasing complexity and over-
head in routers.

e Running transport protocols on top of IP Multicast induces further com-
plexity. Accomplishing reliability and congestion control with IP Multi-
cast is considerably harder to achieve than in unicast environments. Al-
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though further mechanisms for reliability (e.g. SRM [72, 73] and
RMTP [142]) and congestion control (e. g. MTCP [188] and PGMCC [189,
190]) have been proposed, they need to be well-understood before wide
scale deployment [12].

2.2.2 Alternative Multicast Approaches

To bypass the lack of a globally available native multicast service, approaches
that work without a native network service support (like IP Multicast) have
been proposed. Compared to IP Multicast, these approaches are less efficient
and provide degraded communication performance since they come with
longer network paths and higher communication overhead. However, these
approaches are often still suitable for many group communication scenarios.
El-Sayed et al. [64] provided a survey of alternative multicast strategies. They
are classified in the following.

2.2.2.1 Unicast/Multicast Reflectors

In this class hosts have access to an application-layer server (the Reflector) to
which they send data to be distributed to a group via the available unicast
service. The Reflector forwards the data to all (preconfigured) group mem-
bers. Such a Reflector is usually set up manually for a limited time. In most
cases there is one Reflector per group. While the approach offers full control
over authorization and multicast session lifetime in the Reflector, it typically
comes with a traffic concentration near the Reflector and a single point of
failure. Examples are UMTP [71] and Mtunnel [167].

2.2.2.2 Permanent Tunneling

With Permanent Tunneling, routing tunnels (via IP-in-IP encapsulation [169])
are established between multicast-enabled networks to bridge network do-
mains not supporting multicast natively. It differs from IP Multicast by re-
quiring administrative privileges and manual configuration. A prominent
use of Permanent Tunneling can be found in the Mbone [196], providing a net-
work testbed for multicast communication to the scientific community. The
Mbone connects different IP Multicast-enabled network sites through Perma-
nent Tunneling. However, tunnels may be prone to performance problems
(high traffic) and the approach is therefore no longer considered a good solu-
tion.

2.2.2.3 Application-Layer Multicast

Application-Layer Multicast (ALM) builds the broadest class of alternative mul-
ticast approaches. ALM protocols abstract from the physical network by es-
tablishing virtual P2P overlay networks (cf. Section in which the hosts
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(peers®) accomplish forwarding and group management decisions. ALM pro-
tocols can be used to implement a large diversity of group communication
objectives. They are described in more detail in Section iii

2.2.2.4 Gossiping Approaches

To accomplish group communication gossiping strategies can be used as well.
Here, hosts send group data to their direct neighbors in a virtual overlay net-
work. In such approaches overlay structures are used that have been estab-
lished or designed for a different purpose in advance in many cases. Promi-
nent examples are protocols for gossip-based aggregation [116] or the Scribe
protocol [36]. Scribe uses gossiping mechanisms on top of the structured
P2P overlay Pastry [193]. To multicast data, hosts can send data packets to
all their direct overlay neighbors, or to a subset. The neighbors forward the
data in similar manner. Rudimentary data distribution can be accomplished
with gossiping and no sophisticated (and possibly fragile) distribution over-
lays have to be refined. However, it is often hard to determine when a data
packet has reached all hosts and therefore should no further be forwarded.
Although gossiping approaches have been defined as an own class by El-
Sayed et al. [64], they are strongly related to ALM protocols.

2.2.3 Application-Layer Multicast

In ALM protocols, data packet forwarding and replication as well as group
management is accomplished in the participating peers” application layers.
Peers establish virtual overlay networks used for data forwarding and/or
control tasks. Hence, only the common unicast routing service is required
from the network. ALM protocols constitute a sub-class of P2P overlay net-
work protocols. In contrast to file sharing or distributed data storage they
focus on the use case of group communication.

ALM protocols may follow different strategies and maintain diverse over-
lay structures which come with different properties regarding network im-
pact and peer-perceived communication performance. Figure [2.4|illustrates
the difference between network-layer multicast and ALM, showing three ex-
emplary approaches for the latter. The figures each show the same network
topology, consisting of four peers (circles) and five routers (squares). In Fig-
ure the network-layer case is shown where the routers replicate the
data packets in order to efficiently distribute them to the peers. Figure
in contrast, shows an ALM case where peer A sends the data packets to
the remaining peers via three successive single unicast transmissions. Fig-

ure 2.4(c) shows a different ALM approach where the involved peers build

3The terms host and peer are used interchangeably in the remainder of this work.
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a forwarding chain. Finally, Figure illustrates an “intermediate” case.
Clearly, ALM allows to accomplish multicast communication following dif-
ferent strategies and approaches with different properties. To compare and
evaluate these properties a set of quality metrics for ALM protocols is de-
scribed in the following.

2.2.3.1 Quality Metrics for ALM Protocols

ALM approaches typically provide degraded communication performance
compared to network-layer multicast since data packets may traverse the
same link multiple times and end-to-end overlay data paths are in most cases
longer than unicast paths in the underlay. Also, establishing and maintaining
an overlay structure is connected to additional communication overhead for
peers and comes with further implications like e.g. the time it takes to join
the overlay. Widely used ALM performance metrics [64] are:

e Stress: The number of identical packets traversing the same network
link is expressed through the metric stress. It's minimum value is 1, being
the case for every link with network-layer multicast since no redundant
packet replication occurs. In Figure the stress values are provided
for all example cases, showing that it depends on the ALM forwarding
strategy:.

e Stretch: The per-peer metric stretch describes the ratio between the length
of an overlay path from the data source to a specific peer and the re-
spective direct unicast path length. It therefore expresses the penalty re-
garding path lengths arising from using ALM instead of network-layer
multicast.

e Goodput: An important metric is goodput, measuring which fraction of
disseminated multicast packets is successfully received by a specific peer
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in the overlay. In case of overlay refinement, recovery after errors, or
peer fluctuations, data packets can be lost during the overlay-based for-
warding process.

e Join delay: Peers have to become part of the overlay structure before
they can start receiving multicast data. In order to do so, they often
have to contact a so-called Rendezvous Point (RP) (being either a dedi-
cated server or a peer) which provides information about how to enter
the overlay. Furthermore, becoming part of the overlay often requires
turther protocol communication, like e.g. bargaining roles or gaining
information about other peers to contact. All these factors increase the
time it takes to enter an overlay multicast structure. Depending on the
application case, this metric (join delay) can be important to evaluate the
applicability of an ALM protocol for a specific group communication
scenario.

e Data Dissemination Delay: Another common and relevant metric is the
dissemination delay of the data packets to be multicasted in the overlay. It
is subjective for every peer and is highly related to stretch, as it is defined
as the delay any data packet experiences between being sent by a source
peer and being received by a receiver peer. In general, this metric should
be as low as possible or below a given delay bound.

e Control Overhead: Any ALM-based protocol inherently induces fur-
ther communication overhead through the necessity of establishing and
maintaining the overlay structure. As this implies further communica-
tion, it will increase the protocol’s bandwidth consumption. The consid-
eration of this additional consumption (referred to as control overhead) is
of particular interest in order to use it as a cost metric. Furthermore, this
bandwidth consumption will also affect other network-based services
being concurrently used on the same end-system.

The first ALM protocols came up in the early 2000s and since then a multitude
of protocols has been proposed [97]. They follow very different optimization
goals and overlay building strategies. It is impossible to cover the myriad of
proposed ALM protocols in its entirety in this chapter. Instead, a classifica-
tion of ALM protocols is given in the following to provide an overview on the
field and the major differences between the approaches. Furthermore, repre-
sentative ALM protocols are described in the respective chapters of this thesis
as far as they are related to the chapters’ topics.

2.2.3.2 C(Classification of ALM Protocols

Hosseini et al. [97] proposed a set of important categories to consider for the
classification on ALM protocols, partly derived from previous work by Diot



22 2. Fundamentals

et al. [60]. The categories can help to classify ALM protocols with regard to
different group communication aspects:

e Application Domain: A first category to classify ALM protocols results
from considering the application case. This includes the anticipated
number of users, the data types to send and the optimization metrics. In
[60] four representative classes of ALM application domains have been
described, being audio/video streaming (usually sending multimedia data
from one source peer to a possibly high number of receiver peers), au-
dio/video conferencing (small to medium groups communicating via mul-
tipeer), generic multicast (supporting a variety of less constrained ALM
cases), and reliable data broadcast (distribution of large files). These appli-
cation domains have different requirements regarding data dissemina-
tion delays, bandwidth, and reliability, for instance.

e Deployment Level: Although ALM approaches typically target end-
systems, protocols exist that focus on different deployment levels: In-
stead of limiting protocols to run on end-system peers exclusively (of-
ten referred to as end-system ALM), also dedicated systems in the net-
work can be used to support an ALM service. With proxy-based ALM,
proxy servers (proxies) are deployed in the Internet that self-organize into
an own overlay structure and typically provide a generic ALM service.
Peers send the data to be distributed to one of the proxies. Afterwards,
the proxy distributes the data via the inter-proxy overlay, reaching all
other peers being connected to one of the proxies. In proxy-based ALM,
the available service bandwidth is—with help of the proxies—in most
cases higher (compared to end-system ALM), and protocol complexity
on end-systems can be reduced. On the other hand, proxies have to be
deployed in advance and maintained, resulting in additional costs. Fur-
thermore, proxy-based ALM solutions are less adaptable and in most
cases less optimized compared to specialized end-system-based proto-
cols [97]. Figure [2.5(a) shows an example for proxy-based ALM with
two proxies (indicated through stars) being deployed in the network.
Here, peer A sends data to the proxy P1 which forwards it to peer B and
proxy P2. Finally, P2 passes the data to peers C and D.

e Group Management: To manage groups, different approaches are possi-
ble. Group management involves questions regarding joining and leav-
ing groups or policies concerning data sending, for instance. Peers have
to be able to find existing groups or multicast data sources. This can
be accomplished by contacting a dedicated Rendezvous Point or by per-
forming other mechanisms like e. g. flooding on an existing P2P overlay
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substrate. Furthermore, it has to be clarified whether sending data to a
group is allowed even for non-group members, and whether participat-
ing peers are assumed to be rather transient and anonymous, or if they
are assumed to be static and known.

e Structure: The question how peers are arranged in a group communica-
tion session has high influence on the protocol performance and behav-
ior. It comprises decisions about how peers are arranged in the overlay
structure, whether existing IP Multicast islands should be integrated,
if and how the overlay should be refined, and how refinement mecha-
nisms should behave, for instance. As has been pointed out by Banerjee
et al. [12], ALM protocols in many cases employ two different topolo-
gies: The control topology and the data topology. The control topology
helps maintaining and refining the overlay. It is often implemented as
a richly connected graph (a so-called mesh). The data topology, in con-
trast, is used for the actual group data dissemination. ALM protocols can
be differentiated by how they establish these topologies. Protocols first
building the control topology are referred to as mesh-first approaches,
while those establishing a data dissemination structure first (and refin-
ing on this structure) are called tree-first approaches. A third category is
defined for protocols building a control topology and using it directly for
data dissemination as well (referred to as implicit approaches). In mesh-
tirst protocols, the control topology is established at the beginning and
the data dissemination tree is embedded into the mesh. An example
mesh structure with an embedded shared (and therefore bidirectional)
tree is shown in Figure[2.5(b)} Thus, the quality of the tree depends on
the quality of the mesh, while the advantage lies in a higher robustness.

Tree-first approaches offer higher control over the tree, lower control
overhead, and in most cases a less complex protocol design [97]. A sim-
ple example tree is shown in Figure Tan et al. provided a perfor-
mance comparison of tree-based protocols in [215]. Finally, Figure
gives an example for an implicit ALM approach where a synthetic coor-
dinate space is used and partitioned into areas. Each peer is responsible
for one area, and a peer sending data to the group (the black circle in
the figure) always sends the data to all neighboring areas. The neighbor
peers forward the data to their neighboring areas until all peers received
the data. This example is very similar to the ALM protocol CAN Mul-
ticast [183], working on top of the structured P2P protocol CAN [180].
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Figure 2.5 Different Deployment Levels and ALM Structure Examples

¢ Routing Mechanism: How data is disseminated in the overlay structure
is determined by the routing mechanism. The strategy behind the dis-
semination structure typically involves a (heuristic) solution to a graph
theory problem [97]. The problem is to establish a structure connect-
ing all participating peers that concurrently satisfies a given set of re-
quirements, like e. g. delay minimization or degree constraints. Typical
routing mechanisms are building a Shortest Path Tree (SPT) [47] (a short-
est path dissemination tree with a single source peer) or establishing a
Minimum Spanning Tree (MST) [47] (a single tree spanning all peers that
can also be used for multipeer communication). Further routing mech-
anisms result from the implicit approaches where the routing is deter-
mined by the control topology. Also, approaches exist where given P2P
topologies are enhanced by group communication capabilities by defin-
ing forwarding strategies on top of the topologies. These approaches
have the advantage of using a structure that is already established, sav-
ing control overhead. However, they are less efficient compared to spe-
cialized solutions. A prominent example for enhancing existing P2P
structures by group communication is Scribe [36], for instance.

2.3 Mobile Communications

Since several years the sector of mobile computing experiences rapid growth,
as has already been pointed out in Chapter|l Prominent communication tech-
nologies used in today’s mobile computing are also considered in this thesis
in the context of ALM. They can be divided into cellular-based wide area
technologies and local area wireless technologies.

2.3.1 Cellular Wide Area Communication

For the provision of today’s cellular wide area mobile communications, the
spatial area to be supported is divided into cells, each cell attached to a spe-
cific cell antenna (Base Transceiver Station, BTS). Mobile user devices (Mo-
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bile Station, MS) connect to the BTS attached to the cell they currently reside
in, and switching between cells (e.g. in case of mobility) is inherently sup-
ported by the system. Several cellular-based communication networks and
standards exist and there are differences between distinct countries and con-
tinents. However, most cellular systems work in similar manner and the dif-
ferences do not affect the general aspects of this work. Therefore, in the fol-
lowing the prominent cellular architectures GSM and UMTS are described,
while alternative approaches like e. g. CDMA2000 or IS-136 are not covered.

23.1.1 GSM

The basis for highly established cellular systems deployed today has been
GSM (Global System for Mobile Communications). GSM (also referred to as 2G)
was the first fully digital mobile technology and the successor of the era of
analogue mobile communications (1G). Figure gives an overview on
the GSM architecture*. A GSM system comprises a set of Base Station Subsys-
tems (BSS), each BSS managing a set of cells. In a BSS, a single Base Station
Controller (BSC) administrates the different cells (represented by the BTSs). A
BSC manages frequency reservations, handovers in a single BSS, and paging
of MSs (searching for user end-devices) [197], for instance. A set of BSCs is
managed by a Mobile Services Switching Center (MSC), respectively. MSCs take
the task of switching between BSCs and to other MSCs and thus can be seen
as the backbone of a GSM system. Furthermore, Gateway MSCs (GMSC) ac-
complish the connection to other (fixed line network) communication systems
like e. g. ISDN (Integrated Services Digital Network).

Besides the described GSM network components, the architecture also com-
prises several databases and maintenance components. The Home Location
Register (HLR) holds information about all GSM users of a certain provider
(e.g. telephone number or current location of a device) and also supports
(itemized) billing, for instance. The Visitor Location Register (VLR) holds in-
formation for users attached to a specific MSC. As soon as a user device is
attached to a MSC, the VLR copies the relevant information from the HLR.
The Authentication Center (AuC) manages security aspects like encryption. Fi-
nally, the Equipment Identity Register (EIR) maintains a database comprising
information about all end-user-devices of a specific provider. It can be used
to blacklist stolen devices, for instance.

While GSM was originally based on circuit switching, with further develop-
ment and extensions voice and data services became packet switched: Packet
switching in mobile systems was first introduced with GPRS (General Packet
Radio Service) as an enhancement to the GSM architecture. The extensions

4Figureis limited to the most important parts of the architecture. More details can be found in
[197].
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Figure 2.6 GSM and UMTS Mobile Network Architectures

GPRS and HSCSD were replaced by EDGE (Enhanced Data Rates for GSM Evo-
lution, 2.75G), offering even higher data rates (=~ 220 kbit/s) with comparably
low startup costs for the providers [197]. EDGE was already a first step to-
wards the next generation of mobile networks, UMTS.

2.3.1.2 UMTS

UMTS (Universal Mobile Telecommunications System) arose from the GSM ar-
chitecture as a result of the incremental enhancements and is referred to as
3G mobile communication networks. In contrast to the original idea behind
GSM (voice communication) it clearly targets data services, reflected by con-
siderably higher achievable data rates (2mbit/s in theory, around 384 kbit/s
in practice). Figure shows the basic UMTS architecture. It comprises
the components already used in GSM but also later enhancements related to
packet switched communication: The Gateway GPRS Support Node (GGSN)
provides connection to the Internet (similar to the GMSC regarding fixed line
networks). The Serving GPRS Support Node (SGSN) works similar to the MSC
in the packet switched network part. For packet switched services, the BSS
is in UMTS replaced by a Radio Network Subsystem (RNS). In a RNS the Ra-
dio Network Controller (RNC) corresponds to the BSC in a BSS. It manages a
set of BTS antennas to which users are connected via their User Equipments
(UE) (similar to the MS in GSM). The GGSN serves as an interface between a
UE and the Internet. After the launch of UMTS data rate extensions for the
downstream have been applied (High Speed Downlink Packet Access, HSDPA),
shortly before also the upstream data rates were increased (High Speed Uplink
Packet Access, HSUPA). Both extensions together are also known under the
term HSPA (3.5G). HSPA also allows for much smaller data dissemination de-
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Figure 2.7 Cellular Mobile Technology Evolution (based on [17])

lays in UMTS networks (around 100 ms in contrast to approximately 300 ms
without HSPA), reached through more efficient modulation techniques, reor-
ganization of the packet switching, and optimized transmission power adap-
tation in a UMTS cell [197].

While HSPA is deployed in a high fraction of UMTS networks already, the
next evolutionary step takes place by the time of writing this thesis. HSPA
data rates are increased through an extension called HSPA+, and with Long
Term Evolution (LTE) a different mobile technology is introduced, offering
even higher communication performance (up to 100 mbit/s). Soon, the next
step will be deployed with LTE Advanced (LTE-A), also referred to as 4G mo-
bile networks. Figure2.7/gives an overview on how cellular access technology
has evolved, especially regarding the available access bandwidth.

In cellular networks the shared medium is accessed by end-systems using
different multiplex techniques: GSM uses SDMA (Space Devision Multiple Ac-
cess), FDMA (Frequency Devision Multiple Access), and TDMA (Time Devision
Multiple Access). SDMA is implemented by the cells, while FDMA and TDMA
are jointly used to control the medium access among users. The frequency
spectrum is divided into a set of channels which are assigned to the different
end-systems. In UMTS, FDMA is used together with SDMA and CDMA (Code
Devision Multiple Access). Here, parts of the frequency spectrum are assigned
to upstream and downstream direction, respectively. In both directions, all ac-
tive end-systems send or receive data at the same time, using different codes.
The codes allow signals to overlap and be decoded in the receiver stations.
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In the context of this thesis cellular-based mobile access networks are consid-
ered as a wide-area Internet access technology, being always available. Part of
the presented ALM protocols is assumed to be used on wirelessly connected
end-systems which are equipped with 3G network devices. The cellular net-
works are used and analyzed especially with focus on the described capacity
bottlenecks arising from heavy usage.

2.3.2 Wireless Local Area Communication

Mobile wireless local area technologies differ from wide area technologies to
the effect that they offer higher flexibility and easier deployment at the cost of
a smaller service coverage area. Wireless local area networks can be deployed
by private persons, companies, or even governments to provide mobile data
services to households, public places, or office buildings, for instance. Hence,
inflexible cable installation can be avoided. Furthermore, wireless local area
networks can also be employed without any dedicated (predeployed) support
by connecting end-devices via ad-hoc communication. Different standards for
wireless local communication have been developed, partly targeting different
application domains. Bluetooth, for instance, focuses the near environment of
users (up to several meters, often referred to as Personal Area Networks, PAN),
while the IEEE 802.11 standards family is used to cover larger areas (approx-
imately up to 100 m), also offering higher data rates compared to Bluetooth.
Other standards have been proposed but have either not found equal impor-
tance or are not relevant to this work. Almost every mobile communication
device sold today is equipped with IEEE 802.11 support and IEEE 802.11 net-
works are deployed all over the world, accordingly. Because this technology
is also considered in parts of this thesis, the standard is briefly described in
the following.

2.3.2.1 IEEE 802.11 (WiFi)

IEEE 802.11 [70]—often also called WiFi—belongs to the family of 802.x-stan-
dards. One main goal was providing a specification that allows operation
anywhere in the world. Therefore, the initial WiFi standard operates in the
license-free ISM frequency band around 2,4 GHz. Later enhancements and

standards based on IEEE 802.11 also work in the license-free frequency band
around 5 GHz.

WiFi networks can be used in two different operation modes, being infrastruc-
ture-based and ad-hoc. Figure shows an exemplary infrastructure WiFi
network architecture and its parts as defined in the standard. Mobile devices
are connected wirelessly to Access Points (AP). The set of mobile devices at-
tached to the same AP is called Basic Service Set (BSS) (including the AP).
Different BSSs can be interconnected via a Distribution System (DS) which is
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Figure 2.8 IEEE 802.11 Wireless Local Area Network Operation Modes

not specified further in the original standard but provides bridging function-
ality between the BSSs [197]. A set of BSSs being interconnected this way is
called Extended Service Set (ESS). Mobile devices may freely choose the AP to
connect to and the APs support roaming between them. Furthermore, APs
provide synchronization among all mobile devices in a BSS, power manage-
ment functionality, and support for the medium access control, for instance.
Finally, the Portal is defined as a rather logical than physical component, al-
lowing interconnection to other networks (like e. g. fixed line local area net-
works or the Internet). The Portal is commonly integrated in the AP directly.

Besides infrastructure-based local area networks, WiFi also allows to establish
spontaneous wireless networks via ad-hoc WiFi. Here, a set of mobile devices
residing in mutual wireless reachability and operating at the same frequency
builds a so-called Independent Service Set (IBSS), the term IBSS expressing the
independence of an AP. Different ad-hoc IBSSs may overlap if they use differ-
ent frequencies—otherwise they have to be spatially separated. Figure
shows two example IBSSs, each comprising a set of mobile devices commu-
nicating directly.

To manage the access of the shared wireless medium among the mobile de-
vices WiFi uses a mechanism called Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA). Because collisions on the medium (in case two or more
mobile hosts send data at the same time) cannot be detected at the sender in
semi-broadcast mediums, the intention of CSMA /CA is to decrease the prob-
ability of collisions as far as possible. Three different mechanisms are defined
for WiFi, being plain CSMA/CA, CSMA /CA with RTS/CTS, and Point Co-
ordination Function (PCF). Only the first is mandatory for concrete WiFi im-
plementations, the other two are optional. The RTS/CTS extension helps to
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cope with special situations like e.g. two mobile devices not hearing each
other directly but intending to send data at the same time, possibly result-
ing in collisions (Hidden Terminal Problem). The PCF implements a centralized
media access coordination and can only be used in infrastructure-based WiFi.
In case a collision occurs and is detected during sending a data packet, the
involved hosts choose a random backoff from a given backoff window be-
fore retransmitting the data with CSMA/CA. The backoff window is expo-
nentially increased with each consecutive collision to further reduce collision
probability.

Data in WiFi domains can either be sent by a host via unicast or broadcast.
In infrastructure-based WiFis all data packets are first sent to the AP and are
then forwarded to the destination host by the AP. Unicast transmissions are
acknowledged by a dedicated mechanism and therefore provide reliability
to some extent (though the number of retransmission attempts is limited),
while broadcast transmissions remain unacknowledged. In the latter case, a
host sends a data packet to be broadcasted in a WiFi domain to the AP via
acknowledged unicast. Afterwards, the AP broadcasts the data packet to the
WiFi domain. Table[2.1|provides an overview on important norms of the IEEE
802.11 family. It gives an impression how the standard developed and where
it may be heading. WiFi networks experience rapid deployment all over the
world, in private households as well as in public places and companies. They
are configurable to be freely accessible or require credentials to join. Often,
WiFi networks also provide Internet access through a gateway host (in in-
frastructure mode), while ad-hoc domains mostly provide local area wireless
communication. In the context of this thesis WiFi networks are considered as
network domains that can be integrated in ALM data dissemination in order
to increase communication efficiency. In the different ALM protocols pre-
sented infrastructure-mode as well as ad-hoc WiFi communication is used.
The focus is thereby put to application-level mechanisms for finding mutual
WiFi reachabilities among peers and integrating them in the protocols.

Norm Year Frequency Data Rates Comment

802.11 1997 2.4-2.485 GHz 1/2 MBit/s Original Standard
802.11a 1999 5GHz 54 MBit/s Extends Physical Layer
802.11b 1999 2.4-2.485GHz 11 MBit/s | Incr. Rates in Lower Band
802.11g 2003 2.4-2.485GHz 54 MBit/s Succ. of 802.11b
802.11n 2009 2.4-2.485 GHz, 5 GHz | 600 MBit/s Multiple Antennas
802.11p | planned 5.85-5.925 GHz 27 MBit/s Car-to-Car Comm.
802.11ac | planned planned < 6 GHz 1 GBit/s Succ. of 802.11n

Table 2.1 Selection from the IEEE 802.11 Norm Family




3. A Distributed Service Overlay
Framework

For the provision of ALM-based group communication services different prop-
erties regarding the network and the involved end-systems are commonly
assumed in many related proposals. This involves the establishment of di-
rect underlay connections between arbitrary peers, given the peers are able
to access the Internet. However, this assumption can not always be taken for
granted. Developing distributed services for today’s Internet is often complex
and requires the consideration of many pitfalls and challenges. For instance,
different protocol versions in different network domains may constrain di-
rect connectivity, as well as the prevalent use of NAT-boxes. Furthermore,
peer mobility may lead to link outages and the need to reestablish connec-
tions manually.

In this chapter a framework to support the development and deployment
of overlay-based services is presented. It is designed to abstract from many
underlay challenges and provide an easy-to-use interface for distributed ser-
vices and applications. It’s applicability is not limited to specific use cases,
and various P2P protocols can be implemented with the architecture. In the
context of this thesis it can especially be used to support the implementation
of the presented ALM protocols and deploy them to heterogeneous network
environments. The framework has been developed with colleagues in the
context of the Spontaneous Virtual Networks (SpoVNet) project [203]. The gen-
eral concepts of the framework are published in [26, 27, 226].
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This chapter is structured as follows: In Section 3.1|the challenges for design
and provision of Internet-wide distributed overlay-based communication ser-
vices are pointed out. Section 3.2/ describes related approaches in the field of
overlay-based service frameworks. In Section 3.3/ the SpoVNet framework’s
architecture is presented, focusing on the important parts and different ab-
straction layers. Furthermore, the implementation of the ALM protocols pre-
sented in this work in the SpoVNet architecture is described and how the pro-
tocols can benefit from the framework’s features. As an example, a tree-based
ALM data dissemination case is described and how the connected develop-
ment complexity can considerably be decreased by the use of the SpoVNet
architecture. Finally, in Section 3.4/a prototype implementation of the frame-
work is described, together with demonstrators that have been presented at
major international conferences. Section 3.5 concludes the chapter.

3.1 Distributed Service Provision in
Today’s Internet

P2P overlay systems have to be able to establish connections among the peers
in order to work properly. In ALM dissemination structures, for instance,
peers must be enabled to establish connections to arbitrary peers in the over-
lay in order to refine the dissemination structure with respect to the opti-
mization goals. Although most existing P2P systems inherently require this
possibility, different technologies, network constellations, and mechanisms
used in today’s Internet often hamper direct connectivity. Obstacles for the
development of distributed services in the Internet are:

e Middleboxes: End-systems can be connected via different access net-
works and can potentially be located behind so-called NAT (Network
Address Translation [63]) gateways, or firewalls. NAT gateways are
common network components enabling to use single globally unique
IP addresses as representatives for a range of local IP addresses. They
can be found mainly in private home access networks. They often allow
to initiate connections only from behind the NAT gateway to the out-
side. Likewise, firewalls hinder direct connections through filtering and
constrained connectivity.

e Protocol Heterogeneity: With different protocol versions available (pos-
sibly facing a transition phase like e. g. in case of IPv4/IPv6) it can not
be guaranteed that all peers participating in a distributed service use
the same protocol versions, even if they communicate at the same Inter-
net communication layer (cf. Figure2.2). This is e.g. the case if peers
are connected to different network domains which use different protocol
versions to communicate.
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e Different Communication Layers: While protocol heterogeneity on the

same communication layer can be difficult (e. g. IPv4/IPv6), also cases
where layers in the communication stack are completely omitted on a
peer can occur. One example is a peer being connected via Bluetooth
RFCOMM [81], but using no network protocol at all to communicate.
Such peers do not have the possibility to access the Internet without fur-
ther mechanisms.

User Mobility: The independence of wired connections enables users
to change their locations (and therefore also their wireless connections)
during an ongoing overlay communication session. As a result, devices
can change their available access networks, loose communication pos-
sibilities in one moment, and gain new possibilities in another. The
IP protocol does not provide transparent (transport connection preserv-
ing) mobility support without dedicated systems that must be deployed
and maintained. Thus, distributed mobility support without central sys-
tems’ support is challenging.

Multihoming: Peers may have the possibility to connect to the Internet
via more than one access network or communication device at the same
time (multihoming). In such cases it has to be decided which access net-
work or device to use for overlay communication, especially if different
connections show different network characteristics (e. g. bandwidth or
network latency).

Figure|3.1|provides different views on end-system-based services in the Inter-
net from a service developer’s point of view regarding the described aspects.
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Figure shows the simplistic network view from an overlay developer’s
perspective, assuming a homogeneous Internet. An exemplary ALM source
peer disseminates data to a set of receivers using direct overlay connections.
Figure in contrast, differentiates the view by considering the different
obstacles. Designing and developing distributed services requires the con-
sideration of these issues. Furthermore, overlay developers have to consider
them in every single overlay protocol to be implemented. In the following, re-
quirements regarding a framework for distributed service development and
deployment are derived from these challenges.

3.1.1 Functional Requirements

To provide a framework that supports the development of distributed overlay-
based services and applications, the described obstacles have to be considered
and hidden from the overlay developers. Furthermore, an easy-to-use inter-
face has to be integrated to access the framework’s functionality. The follow-
ing functional requirements can be derived:

¢ End-to-end Connectivity: Peers have to be enabled to establish connec-
tions to other peers in the overlay, regardless of their access network
technology, their used protocols, and their location.

e Mobility Support: The mobility of peers must not lead to interrupted
connectivity between overlay peers. Connectivity has to be maintained
transparently even in face of changing network access, if possible.

e Multihoming Support: The framework should be able to decide which
access network to use for connectivity in case a peer has more than one
possibility to access the overlay. For this decision service requirements
provided by the application should be considered in order to choose
the most appropriate connection. Furthermore, robustness should be
increased by switching to available access network connections in case
the formerly selected fails.

e Service Quality Awareness: The framework should maintain and han-
dle connections between peers transparently to the service overlay. Nev-
ertheless, overlay service developers benefit from connection awareness:
Monitoring quality metrics like link latency or available bandwidth aids
in establishing efficient service overlay structures, like e.g. ALM data
dissemination structures. The framework has to provide generic mech-
anisms to obtain such information to service overlay developers.
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3.1.2 Non-Functional Requirements

Besides functional requirements, also non-functional requirements should be
provided by the framework in order to enable efficient and easy overlay ser-
vice development:

o Self-Configuration and Self-Maintenance: No manual configuration or
maintenance should be necessary when using the framework. This re-
quirement follows the goal that service overlays should be completely
self-organizing. The framework to be used should not require further
manual actions, accordingly.

e Scalability: The framework should not constrain the number of partici-
pating peers in the service overlay. Therefore, scalability is an important
non-functional requirement.

e Usability: The framework’s benefit of abstraction should not require
complicated usage. Rather, the framework should provide an easy-to-
use yet powerful interface to access its functionality.

e Extensibility: The framework should allow the development of differ-
ent overlay services, i.e. it should not be limited to multicast service
development, for instance. Furthermore, the communication protocol
selection process should be extensible, e. g. by allowing for the integra-
tion of new and upcoming protocols.

In the next section existing approaches for supporting overlay-based service
development are described. Subsequently, a framework for the development
and provision of distributed overlay-based services is presented.

3.2 Related Work

Coping with the described network difficulties can be a complex task. How-
ever, using service overlays to provide the development and deployment
of new network services has been assumed a promising approach in recent
years. The benefits of such approaches with respect to Internet Service Provi-
der (ISP) independence, flexibility, and application complexity have been poin-
ted out by Dave Clark [42], or Waldhorst et al. [227], for instance.

The requirements for distributed service development and deployment de-
scribed in Section 3.1 have been partly assumed in various existing service
overlay framework approaches. The views of these approaches differ: While
e.g. JXTA [80] arose from a software development perspective, prominent
other proposals have been developed in research projects (e.g. Hyper-
Cast [139, 140], MACEDON [191], Overlay Weaver [199], FreePastry [76],



36 3. A Distributed Service Overlay Framework

SATO [151, 206], or UIA [75]). The non-functional requirements described
in Section are provided in these works as they inherently avoid man-
ual configuration and are scalable. Furthermore, their features are easily ac-
cessible and they abstract from the underlay network. SATO hides transport
complexity by providing a dedicated Ambient Service Interface. Hypercast pro-
vides Overlay Sockets, enabling to accomplish neighbor discovery and overlay
refinement while abstracting from network details. Overlay Weaver imple-
ments an interface similar to the Common API for Key-Based Routing (KBR)
that has been proposed by Dabek et al. [50]. It enables the persistent address-
ing of peers by the use of unique identifiers. JXTA inter-connects peers by
so-called Pipes and organizes them in logical groups.

The proposed approaches are extensible in different granularities: FreePastry
supports the development of multicast structures relying on the basic con-
nectivity the underlying overlay provides, based on Scribe [36]. Hypercast
supports to add new overlay sockets in order to construct new overlay struc-
tures. In MACEDON, finite state machines are used to specify overlay pro-
tocols. Afterwards, they are automatically translated into running code. The
KBR interface in Overlay Weaver allows to transparently exchange the un-
derlying routing protocol, while basic mechanisms such as e.g. connection
management are reused.

Regarding the functional requirements pointed out in Section 3.1.1} the ex-
isting proposals are limited to single aspects or a subset. End-to-end con-
nectivity is provided, but is based on different assumptions concerning the
underlay network: FreePastry provides NAT-traversal (allowing to establish
connections in face of middleboxes). However, it assumes all devices to be lo-
cated in a homogeneous (IPv4) network and does not consider heterogeneous
protocols. The same applies to MACEDON and Overlay Weaver, as these ap-
proaches establish overlay connections based on TCP and UPD sockets and
hence assume homogeneous network layer protocols. SATO supports hetero-
geneous protocols in the network layer, given it is implemented on top of the
NodelD Architecture [7]. Likewise, Hypercast, UIA, and JXTA provide support
for heterogeneous protocols. However, messages are always forwarded along
the overlay, even if shorter underlay connections exist.

Peer mobility is supported in all related work approaches through the use
of fixed unique identifiers in the overlay. They are mapped to potentially
changing network addresses. Nevertheless, after a peer device has moved
overlay connections are not maintained transparently but have to be reestab-
lished explicitly. Multihoming is supported in most proposals by enabling to
use either multiple access networks or multiple interfaces to a single access
network. However, the transparent selection of an interface with respect to
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given service requirements of the service overlay is not considered (although
SATO incorporates cross-layer information for access links).

Further existing overlay-based proposals that solve part of the described re-
quirements are the Host Identity Protocol (HIP) [159], the Internet Indirection
Infrastructure i° [209], and ROAM [244], the latter building on i3. HIP inte-
grates an ID/Locator split (differentiating between identifier and locator for a
peer in order to support changing network addresses) and uses cryptographic
identifiers. However, it depends on external mechanisms like e. g. DNS or a
globally available DHT. i® and ROAM use peers inside an overlay structure to
provide indirect data forwarding, seamless mobility support, and robustness.
However, they do not cope with heterogeneity in the network layer.

None of the described approaches supports all functional and non-functional
requirements that have been pointed out in Section Maintaining direct
connectivity among peers while transparently supporting mobility and mul-
tihoming are eligible features of a service overlay framework. They reduce
the complexity in the development of distributed ALM protocols as those
presented in later parts of this thesis. In the next section a service overlay
framework for the easy development and deployment of overlay-based ser-
vices is presented that fills this gap.

3.3 The SpoVNet Architecture

The SpoVNet architecture has been developed in the Spontaneous Virtual Net-
works (SpoVNet) project [226]. With the SpoVNet architecture, overlay net-
works can be established spontaneously in a per-application context.

3.3.1 Architecture Overview and SpoVNet Terms

Each overlay network established with the SpoVNet architecture is called
SpoV Net instance. Two different application contexts (like e. g. two distributed
game instances) result in two different SpoVNet instances. An end-system
running the SpoVNet architecture is referred to as a SpoV Net device. SpoVNet
devices can be PCs, laptops, smartphones, or tablets, for instance. A com-
munication end-point within a SpoVNet instance is called a SpoVNet node.
On a single SpoVNet device more than one SpoVNet node can run at the
same time. SpoVNet nodes running at the same device can either be part of
the same or different SpoVNet instances. The relations between the different
parts are also shown in Figure Here, four SpoVNet devices participate
in two SpoVNet instances. Two of them run two SpoVNet nodes with one in
each instance, respectively. The upper right SpoVNet device runs two nodes
inside the same instance.
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Figure 3.3 provides a schematic view of the SpoVNet architecture. The archi-
tecture resides in the application layer of the Internet model (cf. Figure[2.2(b))
and is roughly divided into the Applications and Services part (located above
the interfaces) and the SpoVNet Core part, comprising Base Overlay, Base Com-
munication, Cross-layer Component, and Security Component. In the following,
the architecture’s parts are described as well as how they work together to
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provide a framework for the development and deployment of overlay-based
services.

3.3.2 Services and Applications

The SpoVNet architecture is either accessed by distributed applications (e. g.
games, chat applications, or end-to-end file exchange) directly or by “higher”
communication services that can be used by applications. Such services, called
SpoV Net services, provide communication functionality like e.g. group com-
munication, relieving applications from the need to implement the respec-
tive functionality. In a SpoVNet instance two layers reside above the frame-
work’s interface layer, one comprising the application and one comprising the
SpoVNet services (the latter being highlighted as a black box in Figure [3.3).
While there is exactly one application running in a SpoVNet instance per def-
inition it can make use of an arbitrary number of SpoVNet services. Examples
for services implemented in the SpoVNet architecture’s service layer are the
ALM protocols presented in this thesis. They provide multicast functionality
to the application—e. g. a single-source video streaming application as de-
scribed in Chapters 5/and [f—while relying on the lower SpoVNet functional-
ity, accessible through the Developer Interface (described in Section[3.3.3).

An application does not necessarily need to use a SpoVNet service to work
properly in the SpoVNet architecture (even SpoVNet-agnostic applications
can be used as described below). SpoVNet services are freely designable and
provide higher communication services, although the focus is put on group
communication in this thesis. For example, an event notification service [126]
has been developed in the SpoVNet architecture.

3.3.3 Interfaces

The development of applications using the SpoVNet architecture requires im-
plementation against the Developer Interface and the SpoVNet services to be
used. New applications have to be developed with consideration of the in-
terface and the available SpoVNet services, while existing applications have
to be modified in order to work with the SpoVNet architecture. To enable
existing applications to use the architecture and benefit from the underlay ab-
straction without the need to modify them, a dedicated Legacy Interface has
been integrated. Furthermore, also SpoVNet services (and therefore the ALM
protocols presented in this work) have to be implemented against the Devel-
oper Interface in order to benefit from the framework’s underlay abstraction.
Both Developer Interface and Legacy Interface are described in the following.

Developer Interface

The Developer Interface offers access to the full functionality of the SpoVNet
architecture and can be used by any application that has been developed
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against it. Table [3.1] gives an overview of its functions and callbacks. It is
divided into two sub-interfaces, a node-specific interface and a communication-
specific interface. The node-specific interface provides functionality for cre-
ating and joining SpoVNet instances as well as a set of callback functions to
receive notifications for important events.

] \ Function \ Description
initiate Create an application-instance-specific SpoVNet
553’ join Find other nodes in this SpoVNet instance and join
é leave Leave the SpoVNet instance
¥ | onJoinCompleted Indicate join success
B | onJoinFailed Indicate join failure
Z | onLeaveCompleted | Indicate leave success
onLeaveFailed Indicate leave failure
bind Bind service with specific ID to SpoVNet instance
& | unbind Unbind a service from SpoVNet
T | establishLink Establish a virtual link to another NodelD
.% dropLink Drop a virtual link
'5 sendMessage Send message over a link, if no link given built one up first
S | onLinkUp Indicate successful setup of virtual link
'S | onLinkDown Indicate successful dropping of virtual link
g onLinkChanged Indicate link mobility
g onLinkFailed Indicate that the link has dropped
U | onLinkRequest Indicate incoming link request
onMessage Incoming messages on a virtual link

Table 3.1 Overview of the SpoVNet Developer Interface for Service and Ap-
plication Development (based on [27])

The communication-specific interface is used to establish overlay connections
between SpoVNet nodes and to send messages over these connections. An
overlay connection between two SpoVINet nodes is represented by a virtual
link in the SpoVNet architecture. Virtual links provide abstractions from un-
derlay connections which can be either direct or indirect (in case intermedi-
ate overlay peers are involved). A virtual link appears as a transparent end-
to-end overlay connection to services and applications, regardless of which
protocols or intermediate systems are used in the underlay. Virtual links are
described in more detail in the next section. Besides virtual link management
the communication-specific interface also comprises callback functions for the
notification of important link- and message-related events.

To allow more than one SpoVNet service to communicate with the archi-
tecture, each SpoVNet service is assigned a unique service-specific identifier
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(ServiceID). SpoVNet services are bound to the architecture via this identifier,
enabling multiplexing a set of SpoVNet services in a single SpoVNet instance.

With help of the Developer Interface ALM protocols developed in the
SpoVNet architecture can be assigned a unique identifier and establish over-
lay connections to any other peer using the virtual link abstraction. Link
changes are notified and underlay aspects are hidden. Hence, ALM overlay
protocol developers can concentrate on the protocol’s core group communi-
cation logic.

Legacy Interface

The usage of existing (legacy) applications with the SpoVNet architecture is
enabled by a dedicated interface. It is designed to provide a common socket
interface to legacy applications, avoiding modification of these applications.
The Legacy Interface differs from the Developer Interface to the effect that it
does not explicitly provide access to SpoVNet-specific functions. Rather, it
hides the complete architecture from the application. Required communica-
tion functions (like e.g. the resolution of DNS names) is handled transpar-
ently by the core part of the architecture which is described in the following
sections. Nevertheless, even without dedicated knowledge a legacy appli-
cation can benefit from the underlay abstraction provided by the SpoVNet
architecture.

3.34 Base Overlay

The Base Overlay is part of the SpoVNet architecture’s core and provides a
control structure used for signaling and basic connectivity between SpoVNet
nodes. It preserves end-to-end connectivity between nodes during a SpoVNet
session, even in face of e. g. user mobility. Furthermore, it offers a flat address-
ing scheme to SpoVNet services and applications (ID/Locator Split) and com-
prises a distributed storage component, e. g. usable for service bootstrapping
(DHT).

ID/Locator Split

To provide persistent and flat addressing to SpoVNet services and applica-
tions, the Base Overlay uses identifiers for nodes (NodelDs) and virtual links
(LinkIDs), similar to the ServicelDs. All IDs in the architecture are imple-
mented by generated 160 bit hashes, either from static name strings, from
cryptographic keys (described in Section 3.3.7), or randomly at start/runtime.
From a SpoVNet service’s or application’s point of view nodes are always ad-
dressed using NodelDs, being invariant against address changes in the un-
derlying protocols. A NodelD is logically connected to a set of network lo-
cators which describes the SpoVNet node’s physical network attachment, the
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NodelD
c07e00c4535f64a549td15¢f41439127b785710cfa029384
Endpoint Descriptor

Layer 4 TCP{31016};UDP{32020};
Layer 3 | IP{192.168.178.231129.13.182.17 1 2800:1450:8006::68};
Layer 2 RFCOMM{[00:26:5e:ab:f9:€7]:10};

Table 3.2 Example NodelD and logically attached Endpoint Descriptor
(based on [27])

so-called endpoint descriptor. An example endpoint descriptor is shown in Ta-
ble The NodelD is logically connected to the node’s reachable addresses
(and ports) in different communication layers.

If a SpoVNet service or application requests the establishment of a virtual link
to another node (e. g. for establishing a data forwarding link in an ALM struc-
ture), the participating nodes exchange their endpoint descriptors through
the Base Overlay and test their mutual reachability. Transport connections
from both directions are tried to be established with help of the Base Commu-
nication, described in Section|3.3.5| An established virtual link is persistently
identified through a LinkID, being invariant to changes, similar to NodelDs.

Decentralized Control Structure

The Base Overlay uses a dedicated overlay structure for signaling and control.
It follows the concepts of Key-Based Routing (KBR) [50] based on NodelDs,
providing identifier-based addressing that comes with the non-functional re-
quirements of scalability, self-configuration, and self-maintenance. If a virtual
link between two nodes should be established the respective endpoint de-
scriptors are exchanged via this overlay structure. Virtual links are set up on
demand but are maintained transparently and autonomously, hence relieving
developers from complex link maintenance between nodes. The SpoVNet ar-
chitecture does not require a specific KBR protocol to be used as Base Overlay.
Rather, any protocol providing key-based routing functionality can be used,
like e.g. CAN [180, 181], Chord [210], Pastry [193], or Kademlia [153].

DHT

The decentralized control structure in the Base Overlay is also used to provide
distributed storage functionality from which services and applications can
benefit. The Base Overlay integrates Distributed Hash Table (DHT) [186, 187]
functionality that can be used to store arbitrary information in the control
structure distributedly. By use of this DHT nodes joining a SpoVNet instance
can acquire information how to access a specific SpoVNet service by retriev-
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ing bootstrap information from the DHT, for instance. Nevertheless, join-
ing a SpoVNet instance still requires dedicated bootstrap mechanisms, as de-
scribed in the following section.

3.3.5 Base Communication

The Base Communication provides persistent connectivity between nodes
even if this is complicated due to underlay challenges as described in Sec-
tion The underlay details are hidden from the Base Overlay, allowing
to abstract from protocol heterogeneity, limited connectivity, or device mo-
bility for all framework parts above the Base Communication. In contrast
to the Base Overlay, the Base Communication does not use identifier-based
addressing, but rather directly uses the underlay addresses of the involved
protocols. Nevertheless, both components tightly work together to provide
link establishment and maintenance.

Heterogeneous Underlay Protocols & Relay-based Connectivity

The SpoVNet framework resides above the transport layer. Hence, it is able
to use different transport protocols (e.g. TCP, UDP, SCTP), network proto-
cols (e.g. IPv4, IPv6), and link layer protocols (e.g. Ethernet, Bluetooth).
The framework is able to choose the appropriate protocols needed for com-
munication between two SpoVNet nodes, enabling connectivity in environ-
ments where different protocols are used. Furthermore, in cases where two
nodes are not able to communicate directly (e.g. due to disjoint sets of sup-
ported protocols), so-called relay nodes can be found and used: Relay nodes
are SpoVNet nodes used to maintain indirect end-to-end connections, bridg-
ing between two nodes not directly interconnectable. These relay nodes are
found through self-organization mechanisms with help of the Base Over-
lay by exchanging endpoint descriptors as described in Section [3.3.4. The
ability to use different protocols and locate and integrate relay nodes are
key enablers for the transparent provision of end-to-end-connectivity in the
SpoVNet framework.

Network domains in which any peer is able to connect to any other peer di-
rectly are called Connectivity Domains. In the SpoVNet architecture, Connec-
tivity Domains are assumed to be dynamic, i. e. they potentially split or merge
during the lifetime of a SpoVNet instance. Border peers of two Connectivity
Domains, being able to connect to peers in both domains, comprise the set
of relay nodes. Mies et al. proposed a dedicated Connectivity Domain Man-
agement Protocol (CDMP) [154-156] that has been developed in the SpoVNet
project and is used to maintain Connectivity Domains and relay-based over-
lay paths in the SpoVNet architecture’s Base Communication.
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Link Management

Virtual links in the SpoVNet architecture can be established manually by
SpoVNet services and applications (manual links), or they can be established
automatically (auto links). Auto links are built if messages are sent to a
SpoVNet node without specifying a dedicated LinkID. An auto link is used
and maintained internally. After an idle period it is closed down automati-
cally. While auto links do not require manual link establishment and therefore
avoid sources of error for overlay service developers on the one hand, the di-
rect control regarding link properties is limited, compared to manual links,
on the other hand. Virtual links are built upon transport connections, po-
tentially comprising more than one piecewise transport connection (in case
relay nodes are part of a virtual link). A virtual link can comprise a chain
of single TCP connections between SpoVNet nodes, for instance. To SpoVINet
services and applications, a virtual link appears transparently as a single end-
to-end connection between two SpoVNet nodes and thus offers a convenient
abstraction from the underlay network. The Developer Interface described
in Section allows to establish requirement-oriented virtual links with-
out knowledge about protocol selection or complex details. The specifica-
tion of requirements thereby provides means to influence protocol selection
to some extent. However, to specify requirements for virtual link establish-
ment, SpoVNet services have to trigger the creation of manual links.

Bootstrapping

Bootstrapping is a general issue in distributed services, as means for enter-
ing a service are needed. Because nodes participating in the SpoVNet in-
stance may change and no central entity is provided, a joining node needs
to learn about nodes already present in the SpoVNet instance. For boot-
strapping overlay services using the SpoVNet architecture the DHT can be
used for storing addresses of entry nodes (cf. Section [3.3.4). This requires
being part of the Base Overlay already. To bootstrap the Base Overlay it-
self (i.e. entering a SpoVNet instance) the framework provides a set of dif-
ferent mechanisms: Besides an IPv4/IPv6 broadcast protocol used to detect
SpoVNet nodes in broadcast domains, also multicast-based DNS (mDNYS) [37]
as well as the Bluetooth Service Discovery Protocol (SDP) [81] are supported.
Furthermore, bootstrap information can be specified manually out-of-band.
The provided mechanisms are suitable for small and spontaneous networks
in order to locate and find out underlay (network or link layer) addresses
of SpoVNet nodes. To support large SpoVNet instances in the future ran-
dom probing mechanisms and address caches [58] can be integrated, or novel
bootstrap functionality (e. g. based on new features in IPv6 [28]) can be used.
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3.3.6 Cross-Layer Information Component

The SpoVNet architecture offers a convenient abstraction from the under-
lay for overlay service developers by maintaining self-organized end-to-end-
connectivity between nodes. This enables developers to concentrate on the
overlay service functionality rather than having to cope with network com-
plexity. However, this abstraction also hides link properties from develop-
ers, potentially leading to suboptimal overlay construction. In order to cope
with the network challenges transparently but also allow developers to take
own service-related decisions regarding overlay establishment, the SpoVNet
framework offers the Cross-Layer Information for Overlays (CLIO) [88] com-
ponent. CLIO provides an extensive set of information relevant for overlay
building to developers. An overlay service node can request e. g. link latency,
available bandwidth, or local communication possibilities from the compo-
nent. Requests can either be registered as periodic (if the information is to
be triggered periodically during the whole lifetime of the overlay), or they
can be accomplished once. Information measured by CLIO is available for
all running services in a SpoVNet instance, relieving developers from imple-
menting own measurement functionality and avoiding measuring the same
information twice if needed by two services, for instance.

CLIO accomplishes message-based network measurements among peers. One
single CLIO instance is instantiated per SpoVNet device, hence measured
network information can be gained once and then be shared among differ-
ent SpoVNet nodes on the same SpoVNet device. Furthermore, through the
use of Remote Orders, network information can also be requested for remote
virtual links in order to support overlay building strategies that include the
consideration of links not originated or ending at the local node. Finally, re-
cently requested information is stored in a cache to avoid unnecessary mea-
surements and network information measured distributedly and collected in
the overlay is aggregated to increase efficiency. For developing ALM proto-
cols as focused in this thesis CLIO can be used to request network information
necessary to appropriately refine the overlay-based data dissemination struc-
ture. As many data dissemination cases are bound to given quality metrics,
gaining knowledge about virtual link properties and changes in the network
is crucial for adequate service provision. The concepts of CLIO are published
in [86-93].

3.3.7 Security Component

Distributed high-scale overlay systems may be prone to attacks in order to
compromise overlay communication. The SpoVNet architecture comprises a
security component that provides concepts and mechanisms to increase com-
munication security in SpoVNet instances. The security component can be
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Distributed Hash Table X X
CL | Cross-Layer Component X X | X | x| x| X
IF | Developer Interface X | X

Table 3.3 Overview of SpoVNet Components and Features relevant for this
Thesis (based on [27])

used to generate NodelDs and SpoVNetIDs! cryptographically. This allows
proofing ownership of IDs as they are created from public/private key pairs.
Cryptographically generated NodelDs are used to establish integrity-protec-
ted, encrypted virtual links between SpoVNet nodes, providing resistance
against spoofing attacks. Furthermore, SpoVNet instances can be created
with validation of the instance creator by checking the ownership based on
the public/private key pair. The private key is required to proof instance
ownership. If instance ownership should be passed between nodes, it can be
sent to a new owner node through a secured virtual link. Another concept
in the security component is establishing so-called hidden SpoVNet instances.
Hidden instances are not arbitrarily visible in the bootstrap phase, rather their
visibility is limited to authorized nodes. Different authorization schemes can
be used, like e. g. whitelists or pass phrases. The security component is con-
ceptual part of the SpoVNet architecture to provide basic security if required
in SpoVNet instances. However, it has minor relevance for the protocols pre-
sented in the remainder of this thesis.

1A SpoVNetID is a SpoVNet instance-specific unique identifier.



3.3. The SpoVNet Architecture 47

, N
. N O, =
Video Stream Application ' ﬁ « Application Logic
M y
4 _— _——— - Y
,VC} O ’O'\:O * ALM-based
’ . . .
7 Dissemination Tree “sg | Group Commu-
TS H nication
OO e |
* Extensibility
IF Developer Interface : | S I Usability
. RN I |
(i O N O-ee i . Scalability
@ Base Overlay O [T - Mobility
SpoV- NG YR O SpoV- I
\_: “'O’ 2 ) * Multihoming
Net — — Net * Self-Configuration
Core : Base Commumc_aéon : Core * Self-Maintenance
- O : \l\\\\l
: : * End-to-End
- : : - ™ Connectivity
Trac)r;: = Underlay Tr?)r: * Protocol
P : Ry ; ‘8\ : P Heterogeneity
: -~ g S .
~X — Tl PR / \ﬁ Z— * Heterogeneous
- "“8’ / g Network Access

\ 4 \s\ ! / \ .
Source \‘8’/ \,8____8 Receiver

Figure 3.4 ALM as a Service in the SpoVNet Architecture (based on [27])

3.3.8 Developing Application-Layer Multicast Protocols
with the SpoVNet Architecture

The SpoVNet architecture provides means to considerably reduce develop-
ment and implementation complexity of overlay-based P2P services. Hence,
it is also used as a basis for the ALM protocols presented in the remainder
of this thesis. It relieves the protocol developer from coping with the under-
lay challenges described in Section [3.1 while still enabling him to maintain
the overlay structure flexibly and concentrate on the overlay protocol’s core
functionality and behavior.

Table summarizes the framework’s features, divided into the architecture
parts with relevance for the protocols in this work. It shows the Base Com-
munication (BC), Base Overlay (BO), CLIO (CL), and the Developer Interface
(IF). These parts are directly used by the developed ALM protocols, while
the security component and the legacy interface are not further used. The
table highlights the functional and non-functional aspects that the SpoVNet
architecture offers for the ALM-based overlay services.
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To give an example how the SpoVNet framework can be used in the context of
this work’s ALM approaches, Figure 3.4/ provides a schematic view in which
an exemplary single-source tree-based ALM protocol uses the SpoVNet ar-
chitecture as abstraction platform. The use case here is the dissemination of
a video stream to a group of receiver peers (similar to the CMA protocol de-
scribed in Chapter 5). In the example eight nodes participate in the SpoVNet
instance. In each layer, two of them are highlighted, one being the video
source, the other being a common receiver. Additionally, in the right part the
provided functionality of each layer is shown, using the terms from Table

The tree-based ALM protocol is implemented as a SpoVNet service. Hence,
it uses the framework’s Developer Interface to access the SpoVNet core func-
tionality. At the same time it provides its group communication functionality
to the application which is implemented in the SpoVNet framework as well,
also considering the Developer Interface and explicitly using the ALM pro-
tocol. The application sends the video stream to the ALM protocol at the
sender’s side and receives and displays the video at the receivers’ sides. To
establish and maintain the video dissemination tree the ALM protocol uses
the SpoVNet framework to build manual virtual links between peers. With
help of the CLIO component, the tree can be maintained and refined with re-
spect to specified optimization goals (e. g. bandwidth and data dissemination
delay considerations in the example). The CLIO component is not explicitly
shown in the figure but resides in the SpoVNet core.

With the SpoVNet architecture the ALM protocol can be reduced to the over-
lay building/refinement strategies and the functionalities for data forward-
ing. Network and protocol heterogeneity as well as link outages and chang-
ing network locators are abstracted through the concept of virtual links be-
hind the Developer Interface. Furthermore, the SpoVNet architecture fosters
the development of distributed group communication services with the char-
acteristics described in Chapter|1; It supports network independence through
the transparent handling of different access technologies and protocols, flex-
ibility through the generic SpoVNet service layer, and the integration of dif-
tferent access technologies through its multihoming consideration. Finally, it
enables the provision of persistent end-to-end connectivity even in face of
mobility and network dynamics, as basically assumed for the ALM protocols
presented in this thesis.

3.4 Ariba- A SpoVNet Framework
Implementation

Based on the concepts of the SpoVNet architecture a prototype implementa-
tion has been implemented: The ariba (abstraction base) framework [8, 102,
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Figure 3.5 Ariba Demonstration Setup at ACM SIGCOMM 2009 (based on
[101])

104, 105] comprises the Base Overlay, Base Communication, and both in-
terfaces of the presented architecture. Besides the described functionality a
set of tools and mechanisms for the easy development of overlay-based ser-
vices, like e.g. timers, threads, and message serialization, have been inte-
grated. Ariba has been developed in C++ [211] and uses different popular
freely available C++ libraries (e.g. STL [205] and Boost [1]). This eases code
migration to other platforms (the original implementation is Linux-based).
The interfaces have been documented via Doxygen [62] and several tutori-
als on how to use it are provided. The ariba framework is completely open-
source, has been released under the FreeBSD license, and is still under on-
going development. At the time of writing this thesis ariba is available for
Linux, OpenWRT-based routers, and different smartphone systems (Open-
Moko, Maemo, Android). A port to Windows systems is planned. Ariba is
freely available on a dedicated web site [8].

Ariba has been presented on major conferences with demonstrators focus-
ing on different parts and features of the architecture. At ACM SIGCOMM
in 2009 [101} 104] the provision of end-to-end connectivity in heterogeneous
networks has been demonstrated: A set of laptops and smartphones residing
in different networks has been used to build a communication overlay which
self-organizes and maintains connectivity even in face of link outages and
manual reconfiguration of the network. Figure 3.5 shows a schematic view of
the demonstration setup. Two IPv4 domains have been partitioned by an in-
termediate IPv6 domain. Laptops N2 and N4 were connected to both protocol
domains via multiple multihomed devices. Additionally, a smartphone (P2)
was connected via Bluetooth RECOMM to a multihomed laptop (N3), and
another smartphone (P1) was connected via WiFi behind NAT to laptop N1.
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As reference application running on the architecture a distributed chat client
has been used, allowing all nodes to exchange messages via ariba. As an ex-
emplary communication service an ALM protocol closely related to NICE (cf.
Chapter [4)) has been used to distribute chat messages among all SpoVNet
nodes. Furthermore, the chat application comprised a network visualization
GUI, allowing to get insight in how overlay connections are established and
maintained.

In a demonstration presented at IEEE INFOCOM in 2010 [103] the easy us-
ability and the provision of transparent end-to-end connectivity with ariba for
unmodified (legacy) applications have been focused. The use of the Legacy
Interface and the benefits for existing applications have been highlighted by
using a web server as reference application, hosting an example website. On
the other nodes unmodified browser application were used. By providing a
special URI in the address field users could transparently access the website.
The browser accessed ariba via a common communication socket, while DNS
resolution has been accomplished in ariba.

3.5 Conclusion

In this chapter the SpoVNet architecture as a framework for easy develop-
ment of overlay-based services and applications has been presented. The ar-
chitecture is able to cope with different network challenges like e.g. peer
mobility, access network and protocol heterogeneity, or middleboxes. The
framework considerably reduces the overhead for the creation of overlay-
based protocols. The provided abstraction hides the network complexity and
offers persistent end-to-end-connectivity between peers. To allow for the op-
timization of developed overlay structures even in face of this abstraction a
dedicated cross-layer component can be used to request information about
overlay link properties. Parts of the SpoVNet architecture have been imple-
mented as a prototype in the ariba framework as open-source, being freely
available and still under active development. Ariba’s features have been suc-
cessfully demonstrated at several major international conferences.

In the context of this thesis the SpoVNet architecture can be used to ease the
implementation of the ALM protocols presented in the next chapters. Each
of the protocols can be implemented in the framework’s service layer as a
SpoVNet service providing group communication to applications while using
the Developer Interface of the SpoVNet architecture to access the framework’s
underlay abstraction features.
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4. Cluster-based Scalable
Application-Layer Multicast

As introduced in Chapter 2, Application-Layer Multicast (ALM) is a promis-
ing alternative to the non-available global IP Multicast service deployment.
However, pushing multicast forwarding away from the network core towards
the end-systems raises the question whether ALM protocols are able to offer
enough performance to satisfy users.

Furthermore, as services implemented by ALM overlay networks typically
provide worse service quality than native implementations in lower layers,
careful parameterization and fine-tuning of the overlay protocol becomes es-
sential. The large number of parameters and cross-dependencies between pa-
rameters make parameterization often complex and error-prone. Therefore,
in-depth knowledge of an overlay protocol’s internal working is necessary for
rational selection of parameter values.

In this chapter the emphasis is put to one particular existing ALM proposal,
being the NICE protocol [14]. NICE has been proposed in 2002 by Banerjee et
al. and can be counted to one of the first but also one of the most prominent
ALM proposals. In contrast to other ALM-related protocols that had been in-
troduced before (like e. g. Narada [40, 98]), NICE was the first to aim at high
scalability by limiting the number of direct overlay neighbors per peer. NICE
is used in this thesis as a basis to analyze the impact of a prominent ALM pro-
tocol on multicast service performance. Furthermore, an extension to NICE
is proposed that allows the runtime adaptation of a protocol parameter with
high influence on performance. The results of the presented analysis are pub-
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lished in [106]. Besides evaluation of the peer-perceived performance NICE
is enhanced by a mechanism to distributedly find and integrate wireless com-
munication possibilities in the overlay later in this thesis in Chapter |6,

The chapter is structured as follows. In Section |4.1|related work is described.
Then, the original NICE protocol proposal is presented as well as a descrip-
tion of the concrete implementation used for evaluations in this chapter. Af-
terwards, an in-depth review of NICE is provided with respect to peer-percei-
ved protocol performance: The impact of significant protocol parameters is
analyzed, before the scalability and the churn resilience of NICE are studied.
In Section|4.2|a protocol extension to NICE is proposed. It aims at the runtime
adaptation of one of the important protocol parameters in order to improve
the protocol’s flexibility and applicability to different and changing network
conditions.

4.1 Peer-perceived Performance
Evaluation of the NICE Protocol

In this section related work in the field of NICE protocol evaluation as well
as approaches similar to the presented protocol enhancements are described.
Furthermore, the term peer-perceived is clarified and how the focus of this
chapter differs from other NICE-related studies. The assumed application
scenarios for the evaluations are introduced, before the original NICE proto-
col is described, subsequently. Afterwards, the used NICE implementation is
depicted. Finally, protocol evaluations are presented.

41.1 Related Work

The main work on NICE [13-16] focuses on underlay behavior in terms of
link stretch and link stress. The authors state that both link stress and link
stretch are bounded and can be easily handled by todays over-provisioned
provider networks. Thus—following these insights—from a provider’s point
of view ALM is an attractive alternative to IP Multicast.

Tang et al. [217] focused on hop count behavior (i. e. end-to-end overlay for-
warding steps from sender to receiver) in NICE, studying different clustering
schemes. They showed that NICE outperforms comparable ALM approaches.
However, their evaluations were limited to hop count as metric of interest.
The behavior of NICE in face of network dynamics has been studied by Baner-
jee et al. [13]. They used a bulk churn model in which whole groups of peers
leave the overlay structure at the same point of time. The evaluations showed
good resilience properties of the NICE protocol in face of bulk churn.

In this chapter in-depth evaluation studies of the NICE ALM protocol are pre-
sented that enhance the results presented in related work. In particular, the
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focus is set to the peer-perceived performance of the protocol instead of per-
formance from the network perspective which is mainly focused in related
work. Peer-perceived performance focuses on the experienced metrics in the
end-systems, indicating which performance properties peers (and hence in-
directly users) have to expect in different network scenarios. Furthermore,
the evaluations in this chapter use realistic—but aggressive—churn models
to analyze NICE under real-world churn conditions. These churn models are
based on recent work by Stutzbach et al. that analyzed churn behavior of
real-world P2P systems [213]. Especially, this churn behavior is more realistic
than the bulk churn model considered in [13].

Regarding overlay adaptation and optimization different approaches have
been described in related work. Li et al. [136] presented Accordion, a DHT-
based approach with self-adjustment capabilities for the routing-table size.
Accordion focuses on trading off lookup latencies in the DHT against band-
width consumption. Earlier work [137] by the same authors presented an
analytical parameter-space evaluation that focuses on systems under churn.
The authors identify the routing table size for DHT protocols as the most
important parameter. Fan and Ammar [67] describe reconfiguration poli-
cies for adaptation of overlay topologies. The authors consider design prob-
lems for static and dynamic overlay networks, the dynamics being based on
operation cost and reconfiguration cost. Their work provides insight into
general reconfiguration and the question when to perform reconfiguration
of overlay structures in dynamic environments. Jelasity and Babaoglu used
a topology-space to develop a protocol for topology structure adaptation,
called T-MAN [115,117]. The T-MAN protocol allows for runtime variation of
overlay topologies. Finally, Mao et al. presented the MOSAIC [150] system for
dynamic overlay composition at runtime. The MOSAIC system can dynami-
cally compose a set of overlay protocols to consider specific properties—like
mobility or performance features—provided by the respective overlay.

While the overlay adaptation approaches in these works consider structured
overlays or focus on general overlay adaptation aspects, the enhancements
presented in this chapter focus on NICE. Like in Accordion, the cluster size
is dynamically adapted, taking similar effects to the overlay as adapting the
routing table size. However, the enhancement presented here is applied to
the unstructured ALM protocol NICE exemplarily to study feasibility in the
concrete case. Therefore, the enhancements are based on NICE'’s parameter
space, optimizing protocol behavior inside this single overlay protocol.

4.1.2 Application Scenarios

The evaluations in this chapter target the following question: How long does
it take until a user can start receiving multicast data after attempting to join
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NICE? What is the transmission delay he or she has to expect? How much
traffic is generated on a dial-up link? How do other users constantly join-
ing and leaving the system affect the multicast service? For estimating these
questions, the end-system-specific overlay performance metrics described in
Chapter are studied, being goodput, join delay, data dissemination de-
lay, and control overhead.

ALM protocols should provide satisfactory performance properties in differ-
ent application scenarios. While in the original NICE protocol no specific ap-
plication context has been fixed (although newsticker-like behavior is given
as an example), two exemplary cases are assumed in this chapter :

e High-scale Broadcast: One application case for group communication
assumed is the broadcast of famous live events. Here, a single source
peer disseminates stream-based data (e.g. video or voice) to all other
peers participating in the NICE overlay structure. A common property
of this scenario is that potentially a high number of peers joins the struc-
ture in order to receive the event stream, on the one hand. On the other
hand, a comparably high stability in the structure is to be expected, since
many people follow the transmission for the entire duration.

e Short-lived Multicast Sessions: The second application scenario as-
sumed is the reception of a multicast transmission “along the way”.
Here, peers join and leave the dissemination structure to receive the data
for a specific time, which is short compared to the broadcast case de-
scribed above. This behavior naturally leads to fewer but rather instable
users.

4.1.3 The NICE Protocol

NICE [14] belongs to the class of unstructured overlays, i.e. a peer’s po-
sition in the overlay structure is not predetermined by an artificial identi-
fier assigned to it (like e. g. being the case for other notable approaches like
Chord [210]). Rather, the position depends on active network distance mea-
surements between the peers. NICE explicitly aims at scalability by establish-
ing a cluster hierarchy among participating peers.

NICE divides all participating peers into a set of clusters. In each cluster a
so-called Cluster Leader is determined. A Cluster Leader is responsible for
maintenance and refinement in the particular cluster it is the leader of. Fur-
thermore, all Cluster Leaders themselves form a new set of logical clusters in
the next higher layer. Cluster Leaders are determined in every hierarchy layer
of the structure. This process is iteratively repeated from the bottom layer up-
wards until a single Cluster Leader in the topmost cluster is left, resulting in
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a layered hierarchy of clusters (cf. Figure 4.1). For hierarchy maintenance as
well as application data forwarding peers only exchange messages with the
direct neighbors in the clusters they reside in. This behavior results in limited
peering overhead and finally enables the good scalability properties of NICE.

Each cluster holds between k and (9k — 1) peers, & and k being protocol pa-
rameters (typically implemented as low integer values). In case the number
of peers in a cluster exceeds the upper bound (k — 1), the cluster is split into
two clusters of equal size (or as near as possible to equal). If the lower bound
k is undercut, in contrast, the cluster is merged with a nearby cluster.

Clusters are formed on the basis of periodic distance evaluations between
peers, where distance is defined as network latency in the original protocol
proposal. Cluster Leader election is accomplished by determining the graph-
theoretic center of each cluster and choosing the peer closest to that point.
Peers in the same cluster periodically exchange Heartbeat Messages to indicate
their liveliness and report measurements of mutual distances to other peers
in that cluster. Based on these information Cluster Leaders decide on possible
splitting and merging of clusters as they are aware of the current cluster size
and all distances between peers inside their cluster. The layers of the hierar-
chy are referred to as Ly for the lowest layer and L; for the layer of i hierarchy
levels above Ly. The main purpose of NICE is to scalably maintain the hier-
archy as new peers join and existing peers depart. Therefore, the following
invariants are maintained at all times:

e At every layer peers are partitioned into clusters of size between k and
(0k —1).

e Each peer belongs to exactly one cluster in hierarchy layer Ly.

e Each peer belongs to at most one cluster in every hierarchy layer.

e Cluster Leaders are the center of the respective clusters they are leaders
of. All Cluster Leaders of layer L; logically form the set of peers in layer
Lita.

In case a peer intends to join the hierarchy (Bootstrapping) it queries an “oracle
service” to determine the current network address of the Cluster Leader of
the highest hierarchy layer. This oracle is called Rendezvous Point (RP). The
original NICE proposal leaves the realization of the RP open but it is common
practice to assume the RP is directly implemented inside the highest Cluster
Leader itself. The address of the RP is assumed to be known by any peer in
advance.

The joining peer queries the RP for the set of peers residing in the highest
cluster of the hierarchy. After having learned this set it determines its network
distances to all of the peers in this cluster in order to learn which is nearest.
Then, it also queries this nearest peer for the set of peers in the next lower
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Figure 4.1 Layered hierarchical NICE Structure and Data Forwarding

layer cluster. This process is iteratively repeated by the joining peer until the
lowest layer L of the hierarchy is reached. As soon as this nearest Ly cluster
is determined the peer contacts the current Ly Cluster Leader in order to join
and finally become part of the Ly cluster (and thus the hierarchy). Graceful
or ungraceful leaving of peers (i.e. hierarchy departure on purpose or due
to errors) is either detected by explicit protocol messages (in case of graceful
leaving) or through missing Heartbeat Messages (in case of error).

NICE allows any peer in the hierarchy to send multicast data to the other
peers in the structure. Doing so, it defines an implicit forwarding logic, mean-
ing that the cluster hierarchy is used as a control structure as well as a for-
warding structure concurrently. Accordingly, NICE belongs to the class of
implicit ALM protocols (as described in Section 2.2.3.2). A peer intending to
disseminate multicast data sends its multicast message to all neighbor peers
in all clusters it currently resides in. A peer receiving a data message from
inside its cluster forwards the message to all clusters it is currently part of
except the cluster it received the data message from. This leads to each par-
ticipating peer implicitly being root of a dissemination tree to all other peers
in the overlay structure.

An exemplary NICE structure is shown in Figure It consists of three hi-
erarchical layers (Lo—L;). The bottom layer Ly holds five clusters, each cluster
containing five member peers. Peer H is Cluster Leader in each layer and
hence also takes the role as RP. In the figure one of the peers is assumed to
send data to the structure. The implicit forwarding process is indicated by
numbered arrows, showing how the data is disseminated through the differ-
ent layers and clusters: First, the data source peer sends the data to all peers
in the same L cluster. The Ly Cluster Leader (R in this case) forwards the data
to its neighboring L and L, peers, which subsequently forward the data to
the respective hierarchy parts they belong to. After at most four forwarding
steps all peers in the overlay have received the packet.
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4.1.4 Design Decisions for Implementing NICE

The design decisions taken for this work’s NICE implementation are stated
in this section. These design decisions comprise aspects not fully described
in the original protocol proposal but being necessary to implement a protocol
that can finally be used for simulative evaluations as targeted here. These as-
pects are related to Heartbeat Messages, distance evaluation, bootstrapping,
joining, refinement, and protocol recovery, in case of NICE. The design deci-
sions do not conflict with the original proposal given in [14] but are essential
for understanding the protocol’s behavior. An overview on the different pro-
tocol message formats and contents is given in Appendix

4.1.4.1 Heartbeat Messages and Distance Evaluation

Heartbeat Messages are sent to direct cluster neighbors by all peers in all
clusters periodically. The period for these messages is given by the Heart-
beat Interval (HBI). It is implemented as a timer (one for each peer), triggering
periodic Heartbeat Message emission. Heartbeat Messages are used for the
exchange of structure refinement information but simultaneously also for the
evaluation of mutual distances between peers. Distances in the used NICE
implementation are evaluated through round-trip time (RI'T) measurements
between Heartbeat Message-exchanging peers. Doing so, a peer A stores a
timestamp value tSHEé\ID(A) at the point of time it sends a Heartbeat Message
to its cluster neighbors. In contrast, if a peer B receives such a Heartbeat Mes-
sage of peer A, it stores the timestamp of arrival RV (A), locally. Instead of
answering with an own Heartbeat Message immediately, B waits for its own
HBI to fire. As soon as the HBI fires B puts the time difference between the
current time and tXE-V(A), being the time value Atyp(A), to its own Heart-
beat Message to send. On reception of this message, peer A stores the time of
arrival tRECV(B) and can then calculate the round-trip time RTT(A, B) of the
Heartbeat Messages to be

RTT(A, B) = tRESV(B) — tENP(A) — Atyp(A).

The distance evaluation method is shown schematically in Figure As
those distance evaluations may be prone to variance in real network envi-
ronments, an exponentially weighted moving average method (EWMA) as
proposed by Brown [31] is used in order to smooth distance values over time:

¢ -RTT,_1(A,B) + (1 — ¢)-EWMA,_1(4,B), ift>1

EWMA¢(A, B) =
RTT:(A, B), else
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Figure 4.2 Using Heartbeat Messaging to evaluate Peer Distances in NICE

Here, ¢ € [0, 1] is the smoothing factor of the EWMA and ¢ is the HBI period
in which the estimation is accomplished.

As Heartbeat Message sending is based on the local peers” HBI timers, in-
tersecting Heartbeat Messages interfere with distance measurements in case
they overlap in time. To avoid such effects a dedicated Heartbeat Message
sequencing method is used in the implementation. Each Heartbeat Mes-
sage holds an incrementally increased sequence number. Additionally, a peer
sending a Heartbeat Message always includes the information which sequence
number it has received prior from that particular peer it is sending the Heart-
beat Message to. This helps to assign Heartbeat Messages to the correct dis-
tance estimations and to avoid error-prone distance evaluations even if out-
of-order message receptions occur.

The Heartbeat messaging method is exemplarily shown in Figure Here,
peer A sends a Heartbeat Message with sequence number 2 to peer B. Next,
it receives a Heartbeat Message from B which is in this case assigned to a
predecessing message with sequence number 1. Without sequencing peer A
would calculate the distance based on this (too early) received Heartbeat Mes-
sage. Finally, peer A waits for the corresponding Heartbeat Message from B
to be received before evaluating the correct distance for the estimation with
sequence number 2.

4.1.4.2 Bootstrap and Join Phase

For bootstrapping NICE an out-of-band oracle service is used. It can be quer-
ied for the network address of the current RP. The role of the RP is always
assigned to the Cluster Leader residing in the highest hierarchy cluster. To
join the NICE overlay structure a peer first contacts the oracle and afterwards
queries the RP for the set of peers residing in the highest cluster. Then, the
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iterative process of stepping down in the structure to find an appropriate L
cluster, as described in Section is initiated.

41.4.3 Maintenance and Refinement

After having successfully joined the hierarchy peers start maintaining the
overlay structure with respect to their individual network view. For veri-
tying cluster neighbor peers’ liveliness and ensuring the protocol invariants
described in Section at all times the Heartbeat Messages play the most
influential role. As they are used for propagation of mutual distances, peers
are able to take decisions autonomously and distributedly. In this thesis dif-
ferent types of Heartbeat Messages are introduced and used to account for
the different peer roles of Cluster Leader and common peers.

A peer being Cluster Leader in cluster C; in layer L; periodically emits a dis-
tinct Leader Heartbeat Message (LHB) in this cluster. A LHB holds the contents
of a normal Heartbeat Message but in addition it provides information about
members in the direct supercluster (SC) Cs in layer L; ;. This information is
used by neighbor peers in C; to check whether a L; cluster in proximity poten-
tially exists to which they should change their membership due to lower dis-
tances. Therefore, peers evaluate their distances to all supercluster peers they
learned from the Leader Heartbeat Message. A peer from that supercluster is
considered “better” if the specific peer’s distance to that supercluster peer is
at least min%%T percent smaller than towards the Cluster Leader the peer is
currently attached to (min3sy being a protocol parameter).

Should a closer Cluster Leader B in Cs be found for a querying peer A, the
latter will change its cluster membership to the cluster in layer L; that B is
Cluster Leader of. The effects of the parameter min3s will be examined
again in Section 4.1.6.2, Furthermore, neighbor peers in C; use the neighbor
information in the Leader Heartbeat Messages to update their current view of
the cluster peer memberships immediately, i. e. they add new peers or delete

peers that are no longer part of the cluster in their local views.

If a Cluster Leader detects a violation of the cluster size upper bound (dk — 1)
it has to establish a cluster split. Doing so, it determines the resulting two
new clusters by calculating all possible combinations and evaluating the re-
sulting cluster distances. The cluster split algorithm used is shown in Al-
gorithm (1, For each disjunct possible partitioning of the original cluster the
Cluster Leader calculates the maximum resulting distance from any of the
clusters” peers to their respective new potential Cluster Leader (lines 4-6).
d(A, B) is the network distance between peer A and peer B. Finally, a set of
new clusters with minimal maximum distance is evaluated which determines
the new cluster set (lines 7-9).
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Algorithm 1: Splitting Clusters in the NICE Implementation
C;: /xCluster to split=*/
Cj,C: /*Resulting new Sub Clustersx/
RTTyax = o0 /*Known maximum Distancex*/
for {{C}, Cin }[(C; € C\Cm) A (C € G\Cy) } do
/*Check all possible Combinations for C; and Cyx/
MaxDistance(C;) = max(6(ClusterLeader(C;), X), X € C));
MaxDistance(Cy,) = max(6(ClusterLeader(Cy,), X), X € Ci);
if {min(MaxDistance(C;), MaxDistance(Cy,)) < RTTpax/ then
/+*Found new Split Solution with minimal maximum
Cluster Sizesx/
RTTmax < max(MaxDistance(C;), MaxDistance(Cy,));
C]' < Cl; Ck — Cy;

The number of combinations to be evaluated is bounded by the cluster size
parameter k. If the original cluster to be split C; holds n peers, n < (dk — 1), a
total of

combinations has to be observed. As soon as an appropriate cluster split
set has been determined the Cluster Leader signals the change information
throughout the specific cluster and all involved higher layer clusters by inte-
grating it in its Leader Heartbeat Messages.

Should the size of any cluster fall below k peers (as a result of peers changing
positions or peer fluctuation) the cluster is merged with one of its neighboring
clusters on the same layer. The Cluster Leader of the specific cluster C; in
layer L; is also part of the next higher cluster Cy in layer L; ;. Therefore, it
knows its estimated distances to the remaining peers residing in Cy. With
this information the Cluster Leader is able to determine the nearest peer of
Ci, being the candidate to merge cluster C; with. It initiates the cluster merge
operation by actively triggering a merge request to that candidate peer.

As part of the periodic refinement process all peers in a cluster distributedly
decide if the current Cluster Leader remains optimal. This is accomplished by
tinding the peer with the smallest maximum distance to all other peers in this
cluster, based on each peer’s local distance knowledge. To avoid fluctuations
in refinement a lower bound backoff value min§k.. is used. 