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Abstract—Grassmannian quantization codebooks play a central

role in a number of limited feedback schemes for single and

multi-user multiple-input multiple-output (MIMO) communica-

tion systems. In practice, it is often desirable that these codebooks

possess additional properties that facilitate their implementa-

tion, beyond the provision of good quantization performance.

Although some good codebooks exist, their design tends to be a

rather intricate task. The goal of this paper is to suggest a flexible

approach to the design of Grassmannian codebooks based on

sequential smooth optimization on the Grassmannian manifold

and the use of smooth penalty functions to obtain additional

desirable properties. As one example, the proposed approach is

used to design rank-2 codebooks that have a nested structure

and elements from a phase-shift keying (PSK) alphabet. In some

numerical comparisons, codebooks designed using the proposed

methods have larger minimum distances than some existing code-

books, and provide tangible performance gains when applied to a

simple MIMO downlink scenario with zero-forcing beamforming,

per-user unitary beamforming and rate control (PU RC), and

block diagonalization signalling. Furthermore, the proposed ap-

proach yields codebooks that attain desirable additional properties

without incurring a substantial degradation in performance.

Index Terms—Feedback, Grassmannian, codebook design,

quantization, line, subspace packing, defined alphabet, nested.

I. INTRODUCTION

T HE structure of effective schemes for communicating

wirelessly between nodes with multiple antennas is

dependent on the extent to which the transmitter can adapt

its transmission to the current state of the communication

environment. As an example, in multi-user multiple-input

multiple-output (MIMO) systems, channel state information

(CSI) can be used by the transmitter to expand the achievable

rate region through prudent management (and exploitation)

of interference. In particular, consider the case of downlink
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transmission over a richly-scattered environment from a base

station with antennas to mobile stations, each with a

single antenna, in the presence of additive white Gaussian noise

at the receivers. In such a system, if the base station has perfect

knowledge of the channels to the receivers, then the sum of

the ergodic achievable rates of coherent communication to

the mobile users grows as as the

increases, where is the signal-to-noise ratio [1]. When

this rate of growth can be achieved by employing

a simple linear zero-forcing transmission strategy [1], [2].

However, in the absence of any information about the state of

the channel, the sum rate grows only as as the

increases [1], [3]. In other words, the availability of perfect CSI

at the transmitter enables a -fold increase in the

rate of growth of the achievable sum rate over that of a system

with a single antenna at the transmitter, whereas in the absence

of CSI at the transmitter the rate of growth is the same as that

of a system with a single transmit antenna; see also [4].

Seeing as coherent receivers obtain an estimate of the

channel, typically through training, prior to processing their

received signals, a natural approach to providing the transmitter

with information regarding the channel state would be for

the receivers to feed back these estimates (or some function

thereof) to the transmitter. However, account needs to be

taken of the communication resources that are allocated to the

feedback. When the feedback is digital, the question of how the

channel state information should be quantized arises naturally

[4]–[6]. In essence, this is a source coding problem [7], in

which the channel (or some function thereof) is regarded as a

source that needs to be represented using a small number of bits

while introducing only a small “distortion”. In this application,

the notion of distortion is associated with the degradation of

a chosen measure of the performance of the communication

system with respect to the perfect CSI case. Based on insight

from the source coding literature, a number of feedback strate-

gies have been developed [5], many of which are based on

the principles of memoryless vector quantization [7]. In those

schemes, the receiver compares its channel estimate (or some

function thereof) to “codewords” in a codebook and the index

of the codeword that is closest to the channel estimate, in some

appropriate sense, is fed back to the transmitter. The transmitter

has a copy of the codebook and uses the index it receives to

reconstruct the codeword that the receiver selected.

Although generic techniques for the design of quantization

codebooks (e.g., [7]) could be applied to the limited feedback

problem, these techniques tend to be rather cumbersome and
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the resulting codebooks can be rather awkward to implement.

As a result, in many scenarios, the quantization codebook is

partitioned into a codebook that represents the directional in-

formation and a codebook that represents the gain [5]. In a

number of important scenarios, the relevant communication per-

formancemetric depends on the subspaces spanned by the direc-

tions, rather than the directions themselves. Since subspaces of

a given dimension in a given ambient space can be represented

by points on the Grassmannian manifold of the corresponding

dimensions, in these scenarios the natural setting for the design

of the codebook that represents the directional information is

the Grassmannian manifold [8]–[13].

Despite the insight provided by posing the codebook design

problem on the manifold, codebook design remains a rather in-

tricate task, even when the scenario is such that the codewords

should be uniformly distributed on the manifold with respect to

a certain distance metric; a problem that is typically referred to

as Grassmannian Subspace Packing [14]. One reason for this

intricacy is that, with the exception of a few special cases (e.g.,

[15]), the problem has proven quite resistant to analysis of the

structure of the optimal codebook. Furthermore, numerical op-

timization procedures are complicated by the fact that the mani-

fold itself is inherently non-convex, as are the objectives that are

typically used to capture the desired performance properties of

the codebook. Some numerical design methods have been pro-

posed, including adaptations of Lloyd’s algorithm to the man-

ifold [11], [16], an alternating projection method [17], and an

“expansion-compression” algorithm [18]. In addition, methods

for the design of Grassmannian constellations for non-coherent

point-to-point MIMO communication (e.g., [19]–[22]) can be

employed.

Numerical methods have been quite successful in designing

codebooks in which each codeword represents a subspace of di-

mension one; i.e., a single direction. Such codebooks are often

referred to as being “rank one” codebooks, and the subspace

packing problem is often referred to as the Grasssmannian

Line Packing problem. Some of these numerical methods have

been also used to design “rank two” codebooks of codewords

representing two-dimensional subspaces for systems with small

number of transmitter antennas. However, for larger problems,

there are fewer results available, especially in the case in which

distances other than the chordal distance are chosen as the

metric on the manifold.

In addition to pure quantization performance, practical con-

siderations suggest that codebooks ought to possess additional

properties that facilitate their implementation and storage [23].

For example, (i) in the single-user case one might seek to con-

strain the elements of the codewords to have constant modulus,

so as to avoid power imbalances at the transmitter; (ii) for rea-

sons of storage and computational cost, it may be desirable to

have the elements of the codewords come from a defined al-

phabet such as the phase-shift keying (PSK) alphabet [24]; and

(iii) in applications in which there is the option of multiple sig-

nalling modes (e.g., [25]), it is desirable for the codebook to be

nested, in the sense that structure is imposed on the higher rank

codewords so that they can also be used to generate codewords

for codebooks of lower rank. In that case, the transmitter and the

receiver need to store only a single codebook, and calculations

results for a lower rank codeword can be re-used for the calcula-

tion of a higher rank one. A nested codebook also facilitates the

transmitter’s use of “rank overriding”, in which the transmitter

overrides the receiver’s decision on how many data streams to

transmit and uses lower-rank transmission [23].

The desire to obtain codebooks that possess additional prop-

erties significantly complicates what is already quite a difficult

problem. In the case of codebooks from a defined alphabet, the

problem becomes a combinational one. For certain alphabets,

codebooks of certain dimensions and sizes can be generated

[26], [27] using the concept of mutually unbiased bases (MUBs)

from the theory of quantum mechanics [28]. By construction,

codebooks derived from MUBs exhibit large distances between

each pair of codewords, but the inherent restrictions on the tech-

nique limit the scenarios in which it can be applied.

Given the rather specialized nature of the existing approaches

to structured Grassmannian codebook design, the goal of this

paper is to suggest a flexible design approach based on smooth

optimization on the Grassmannian manifold [29], [30]. In par-

ticular, to optimize the quantization performance of otherwise

unconstrained codebooks we use insight from the technique in

[22] and construct a sequence of smooth approximations to the

objective. Since each approximation has continuous first and

second order derivatives, a codebook that (locally) optimizes the

approximation can be obtained by using adaptations of the con-

ventional smooth optimization techniques, such as gradient de-

scent, conjugate gradient and Newton’s method, to the manifold

[29], [30]. The optimization with respect to the next approxima-

tion in the sequence is initialized with the codebook obtained by

optimizing the current approximation. In order to tackle prob-

lems with constraints on the codebook, we suggest the use of a

combination of smooth penalty functions, which enable the al-

gorithms for unconstrained optimization on the manifold to be

retained, rounding techniques and low-dimensional searches.

Since both the original design problem and our smooth un-

constrained approximations are not convex, the proposed ap-

proach does not necessarily yield optimal codebooks. However,

in a number of our examples for the unconstrained case the

codebooks we have obtained achieve a known upper bound on

the codebook quantization performance and hence are optimal.

In the case of the Fubini-Study distance, for which a simple per-

formance bound is not available, the unconstrained codebooks

that we have obtained exhibit larger minimum distances than

the existing packings [31]. Furthermore, the proposed approach

has been able to generate codebooks with excellent properties

for systems with a larger number of transmit antennas, larger

subspace dimensions and larger size than those currently avail-

able. In the case of the chordal distance, we have been able to

design unconstrained codebooks that have essentially the same

minimum distances as the codebooks in [17]. In the case of con-

strained codebooks, we have been able to design some code-

books that achieve an upper bound on the performance and

hence are optimal, and other codebooks with distance proper-

ties that are close to those of the best unconstrained codebooks

that we have been able to generate.

In order to assess the impact of the obtained codebook de-

signs on the performance of practical limited feedback systems,

we evaluate the performance of existing and proposed code-

books under three transmission schemes for the downlink of a

wireless system (from base station to mobile station) with lim-
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ited feedback, namely Zero-Forcing Beam Forming (ZFBF) [4],

the Per-User Unitary beamforming and Rate Control (PU RC)

system [32], and zero-forcing block diagonalization (ZFBD)

[33]–[35]. In all three schemes, the transmitter employs linear

precoding of the symbols intended for each user. In the first two

schemes, the base station transmits a single data stream to each

mobile station and hence rank-one codebooks designed using

Grassmannian line packing are employed. The difference be-

tween those schemes lies in the way that precoding matrix is

constructed from the quantized feedback. In the third scheme,

the base station transmits multiple streams to each (multiple-an-

tenna) mobile station, and higher rank subspace codebooks are

employed. Our results show that the achievable rate can be in-

creased and the outage probability can be decreased by imple-

menting well-designed codebooks. These results also show that

the proposed approach yields structured codebooks with perfor-

mance close to that of the unstructured codebooks.

II. SYSTEM MODEL

Although the proposed approach to the design of structured

Grassmannian quantization codebooks is quite generic and can

be applied in many applications, we will position the approach

in the context of a multi-user multiple-input multiple-output

(MU-MIMO) downlink communication system in which a base

station with antennas communicates over narrow-band

channels to receivers, the th of which is equipped with

antennas. The case of a point-to-point MIMO

link arises as the special case in which . At each

channel use, the transmitter communicates simultaneously

with all receivers, sending symbols

to the th receiver. The transmitter synthesizes the signal

for transmission, where

contains the symbols intended for the th receiver, normalized

so that , and is a linear pre-

coding matrix. The average transmitted power per symbol for

the th receiver is . The signal observed at

the th receiver is

(1)

where is the matrix of complex channel gains

from the antenna inputs at the transmitter to the antenna outputs

at the th receiver. The first term on the right hand side of (1)

denotes the desired signal term, the second denotes the inter-

ference from signals transmitted to other receivers and the third

term represents the additive noise at the th receiver. A more

compact form of the model in (1) can be obtained by concate-

nating the symbols sent to the receivers into a single

vector , and concatenating the precoding

matrices to form . In that

case, the expression in (1) can be rewritten as

(2)

We consider scenarios in which the channels can be modelled

as remaining (approximately) constant for long enough that it is

viable for the receiver(s) to feed back information regarding the

channel state to the transmitter over a dedicated channel of lim-

ited capacity, and for the transmitter to adapt its linear precoding

matrix (and possibly the coding and modulation schemes that

produce ) to the information that it receives. In point-to-point

MIMO links, the information that is fed back to the transmitter

is typically the precoder that the transmitter is to use. One

prominent class of such schemes is that in which unitary pre-

coding is employed; i.e., is a scaled semi-unitary matrix that

satisfies , [8], [9], [12], [25]. For point-to-point

links, unitary precoding is optimal at high SNRs (e.g., [36])

and for the case in which the receiver employs zero-forcing

decision-feedback spatial equalization [12], provided that the

channel matrix has full column rank. In such a system, commu-

nication performance metrics such as the achievable rate and

the probability of error depend on the subspace spanned by the

precoding matrix , rather than itself, and hence the Grass-

mann manifold of representatives of these subspaces is the nat-

ural setting for the quantization problem [8]–[10]. Under the

i.i.d. Rayleigh fading model for the channel gains, the quantiza-

tion codebook should be uniformly distributed on the manifold

with respect to a distance metric that is dependent on the chosen

communication performance metric; i.e., a Grassmannian (sub-

space) packing [14].

In the case of downlink transmission from a base station to

multiple receivers, the precoding matrix must be adapted

at the transmitter, as each receiver only has knowledge of

its own channel. Although the receivers could quantize their

channel matrices directly, the quantization scheme is typically

partitioned into a quantizer that captures the “directions” of the

channel (i.e., the right singular vectors of ) and a quantizer

that captures the “quality” of the channel in those directions

(typically a measure of the ratio of the corresponding singular

value and the noise variance at receiver ). The nature of the

appropriate quantization scheme for the receiver to employ is

dependent on how the transmitter adapts to the information

that it receives, but in some important cases (e.g., [4], [32],

[35]) the desirable quantization scheme once again involves

construction of Grassmannian codebooks that are uniformly

distributed with respect to a chosen distance metric on the

manifold.

III. GRASSMANNIAN PACKINGS

Despite the prominent role that Grassmannian subspace

packings play in point-to-point and downlink communication

schemes with limited feedback, the design of good packings

is widely regarded as a rather difficult problem; e.g., [9], [14],

[17]. The goal of this paper is to propose effective algorithms

for finding good packings and for finding good packings that

are constrained to posses a structure that facilitates implemen-

tation. To formalize our discussion, we note that for a given

dimension , the complex Grassmannian manifold

is the set of all subspaces of dimension in . In

order to perform quantization on the manifold, we observe that

a subspace of dimension in can be expressed as the

linear span of an orthonormal basis; i.e., ,

where each column of the matrix is an element of

the orthonormal basis. Since the columns of , where

is an unitary matrix, also form an orthonormal

basis for , all such can be deemed to be equivalent in terms

of the description of . If for each subspace we select one

such as the representative of the equivalence class, then
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each of these representatives specifies a point on . For

the ease of exposition, with a mild abuse of terminology we

will also refer to the set of representatives as a Grassmannian

manifold, with the context making the distinction; see also

[29]. The Grassmannian packing problem is the problem of

finding a codebook of representatives

of subspaces of dimension in . The codewords

have orthonormal columns, and hence such a

codebook is often said to be a rank- codebook. For the case

of an unconstrained uniform codebook, the codebook design

problem can be posed in terms of maximizing the minimum

distance between codeword pairs. That is, find a codebook

that solves:

(3)

where is a measure of the distance between the sub-

spaces spanned by its arguments. There are many valid distance

metrics on the Grassmannian manifold that have been used in

the design of packings for a variety of limited feedback appli-

cations; e.g., [8]–[13], [22]. Two of the more prominent metrics

are the chordal distance,

(4)

and the Fubini Study distance,

(5)

(Consistent with the definition of the manifold, these metrics are

invariant to the right multiplication of any codeword matrix by

a unitary matrix.) The chordal distance has been used to quan-

tify the effect of quantization on the achievable rate in limited

feedback systems and to derive the bounds on the rate-distortion

trade-off [13]. It has also been used to asses the impact of quan-

tization in point-to-point links that employ unitary precoding of

orthogonal space-time block codes [10]. The Fubini-Study dis-

tance has been used to bound the degradation of the achievable

rate over an i.i.d. Rayleigh channel caused by quantization [9].

In the case in which the subspaces are of dimension ,

the subspace packing problem in (3) collapses to the problem of

packing Grassmannian lines and, from the perspective of that

problem all the distances become equivalent. For that case, we

will use the distance

(6)

where denotes the th element of a rank-1 codebook.

There are three aspects of the codebook design problem in (3)

that make it difficult to solve. First, the constraint that the code-

words lie on the manifold is non-convex. Second, the

operator is not differentiable, and third, many distance metrics

for the manifold are both non-convex and non-differentiable.

These aspects suggest that the basic problem in (3) may be dif-

ficult to solve, even before we seek to modify it to obtain code-

books with additional features. Given these difficulties, it can

be useful to have an upper bound on the optimal value of the

problem in (3) so that the quality of potentially suboptimal so-

lutions can be assessed.

If we let denote the optimal value of the

problem in (3) for a particular distance metric, then for the case

of the chordal distance in (4) we can use the Rankin bounds,

i.e., the simplex and the orthoplex bounds, to evaluate the

quality of a codebook [14], [37]–[39]. The simplex bound is

defined as

(7)

This bound is attainable only if . For , the

orthoplex bound

(8)

is a tighter bound, and this bound is attainable only if

. These bounds are also valid in the case

of line packing; with mild abuse of notation,

for and for

. In this paper, we will also consider codebooks that

are constrained so that each element of each codeword has the

same modulus; i.e., for for

. In this case, the ranges of

the bounds can be refined, as outlined in [39]. In particular for

such constrained codebooks, the simplex bound is attainable

only if , while the orthoplex bound is

attainable only if .

IV. SUBSPACE PACKING DESIGN VIA SEQUENTIAL SMOOTH

OPTIMIZATION

The proposed strategy for constructing an effective technique

for finding good solutions to the codebook design problem in

(3) is to use algorithms developed for optimization of smooth

functions on the Grassmannian manifold [29], [30]. These al-

gorithms are adaptations to the manifold of conventional algo-

rithms for unconstrained optimization of smooth functions, such

as gradient descent, conjugate gradient and Newton’s method,

and so in order to use them we need to construct a smooth ap-

proximation of the objective. Since we are dealing with Grass-

mannianmanifolds in a complex-valued ambient space, we need

to clarify that when we speak of a smooth approximation, we

mean an approximation that has continuous derivatives with re-

spect to the real and imaginary parts of the variable; cf. [40].

In the following discussions, we will focus on the Fubini-Study

distance and the chordal distance as they often arise in limited

feedback systems. That said, the principles that underlie the sug-

gested procedures can be applied to any valid subspace distance

or smoothed version thereof.

As a first step in the proposed approach we define

and .

With these metrics, the problem in (3) can be rewritten as:

(9)

In the case of the chordal distance, is smooth and

we can move directly to dealing with the non-smoothness of

the operation in (9). In the Fubini-Study case, the magni-

tude operator in is not smooth, and hence we seek
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a smooth approximation. By employing some of the existing

smooth approximations for the magnitude operator (e.g., ([41],

Section 5.4.5), [42]), and by using to denote , we ob-

tain the following approximations of :

(10)

(11)

(12)

where is an appropriate constant, and for a non-negative real

number the derivative of at is defined as the limit

of that derivative as approaches zero from above. Other ap-

proximations include the Huber penalty function (e.g., ([43], p.

299)) and

(13)

The choice among these approximations does not affect the

principles of the proposed approach, and hence we will simply

let denote a chosen smooth approximation of .

For notational simplicity, we will also set .

Having said that, the different shapes of the approximations do

have an impact in terms of the convergence behavior of the pro-

posed design approach. For instance, the approximation in (13)

is quite flat around the origin and quite steep away from the

origin. As a result, in our numerical experiments, the approx-

imation in (13) tended to generate good solutions in a few it-

erations, but the refinement of those good solutions tended to

be slow. The approximation in (11) has a reasonably consistent

slope and in our experiments, it tended to refine good codebooks

more quickly than the approximation in (13). However in the

absence of a good initialization that approximation can become

numerically unwieldy. Since our goal is to develop techniques

that yield good codebooks with a modest effort, we will use the

approximation in (13) in our designs, but techniques that switch

between approximations can be implemented in a straightfor-

ward manner.

There are number of ways in which the expression

in (9) can be smoothly approximated.

One is to use the approximation .

(The reverse approximation is similar to the “max-log” ap-

proximation that is often used in soft decoding algorithms.)

This approximation was successfully used in [22] for the

construction of Grassmannian constellations for non-coherent

MIMO communication and is also applicable here. An al-

ternative is to use the approximation

, for some ,

[42]. As in the case of the distance metric, the proposed

approach can incorporate a number of different smooth approx-

imations, and in this paper we will employ approximations of

of the form

(14)

where . That is, we approximate the -norm of the vector

of pair-wise metrics by its -norm. (For some distances, the

construction and optimization of can be simplified by re-

stricting to be even.)

Even though the problem

(15)

is smooth, it remains non-convex, due, in part, to the nature

of the manifold. Nevertheless, a straightforward approach for

using (15) to obtain good solutions to (9), and to the original

problem in (3), would be to select a value for and an initial

codebook, and seek a locally optimal solution by applying an

adaptation of a conventional smooth optimization technique,

such as gradient descent, conjugate gradient or Newton’s

method, to the manifold [29], [30]; see also [44]. The suggested

approach enhances that approach by solving a sequence of

problems with increasing values of . Once a good codebook

for the current problem has been found, that codebook is used

is used to initialize the next problem. This sequential procedure

takes advantage of the better conditioning of for smaller

values of , and the improved approximation for larger values

of .

In particular, our basic procedure is as follows:

Basic Sequential Optimization Procedure

1) Choose the initial value of , denoted , and the incre-

ment in at each iteration.

2) Set and randomly select an initial codebook of

matrices with orthonormal columns.

3) Starting from the codebook obtained in the previous itera-

tion, obtain a good solution to (15) using an algorithm for

smooth unconstrained optimization on the manifold [29],

[30].

4) Evaluate the quality of the codebook against a known

bound (if any), and/or evaluate the progress of the algo-

rithm in terms of the increase in the minimum distance.

5) Terminate if desired, else and return to step 3.

In our implementations we chose or 2, and in

step 3 we employed the gradient-based algorithm in [30]. Our

numerical experiments have provided good empirical evidence

for monotonic convergence of the procedure, but the question

of whether convergence is guaranteed remains open.

There are several ways in which the cost function can

be modified to improve the basic procedure. In the case that an

upper bound on the minimum distance is known, such as the

Rankin bound on the chordal distance, we can replace by

(16)

where the constant is set to the known bound. For the case

of the Fubini-Study distance, and other metrics for which non-

trivial bounds are not known, the value of the constant can

be adapted to the outcome of the previous iteration of the se-

quential procedure. For example, the value of can be set to

the average of the pair-wise distances obtained at the previous

iteration. Our numerical experiments have suggested that em-

ploying with set to an known bound or adapted to the

previous iteration, tends to improve the convergence properties
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TABLE I

MINIMUM FUBINI-STUDY DISTANCES OF UNCONSTRAINED CODEBOOKS

and the quality of the generated packings. This idea is similar

to idea presented in [14] for constructing packings in 4-dimen-

sional space.

An important property of the Grassmannian manifold that

simplifies the design process for codebooks of different ranks is

the isomorphism between the Grassmannian manifolds

and . Accordingly, an optimal codebook of rank

can be used to synthesize an optimal codebook of rank

as follows: Given a codebook that

is optimal for a given distance metric

1) For , find a matrix whose columns form

an orthonormal basis for the null space of the codeword .

2) Each is an element of , and the codebook

is optimal in the same distance metric sense.

One conclusion that can be inferred from this property is that

all the optimal codebooks on are equivalent under any

distance metric. That is, an optimal codebook on , which is

the solution of a line packing problem, can be used to generate

an optimal codebook on . Hence optimal chordal distance

and Fubini Study distance based designs on will result in

codebooks with the same minimum distance. More generally,

this conclusion can be applied to codebook pairs on and

.

In order to assess the basic design procedure, in Table I we

compare the minimum Fubini-Study distances of some of the

codebooks that we have designed to those of the corresponding

codebooks in [31]. That comparison shows that our codebooks

have significantly larger minimum distances than those in [31].

Indeed, in the case of the 4 2 codebook of size 4, our basic

procedure achieves the upper bound on the Fubini-Study dis-

tance of ; cf. (5). The results reported in the first two rows

of Table I can also be compared to the results for codebooks

designed using the method in [17]; see Table VI in [17]. In

those cases, our basic procedure produces codebooks with the

same minimum distances as in [17]. However, as evidenced

by Table VIII in Appendix I, our basic procedure has enabled

us to design codebooks for systems with larger dimensions.

We have also used the basic procedure to design codebooks

for the chordal distance, and in that case the minimum dis-

tances of our codebooks are essentially the same as those in

[17]. The codebooks whose distances are reported in this paper,

and codebooks that we have designed for a number of other di-

mensions and sizes are available online at: http://www.ece.mc-

master.ca/~davidson/pubs/Flexible_codebook_design.html

V. LINE PACKINGSWITH (ESSENTIALLY) CONSTANTMODULUS

In scenarios in which at most one data stream is sent to

each user, the generic codebook design problem in (3) reduces

to the line packing problem of finding a codebook of vec-

tors , that are maximally separated with respect

to the distance metric . As

in the previous section, the principle of sequential smooth

approximation of the problem in (9) can be invoked in a

number of different ways. For reasons analogous to those that

led to the selection of the approximation in (13), one way

that we have found to be particularly effective is to choose

and to apply

the basic sequential design procedure to the problem of min-

imizing in (16), where is set to the value of the

corresponding Rankin bound. That procedure produces code-

books that exhibit essentially the same distance properties as

the best of the existing codebooks; e.g., [17]. In this section we

leverage the basic sequential procedure to obtain codebooks

with similar distance properties and the additional property

that the elements of the codewords have (essentially) constant

modulus. In feedback schemes for point-to-point links, this

property ensures that the power transmitted from each antenna

is (almost) the same and hence mitigates the effects of power

imbalances at the transmitter.

For the line packing case, the constant modulus constraint is

that the th element of each vector has modulus ; i.e.,

. However, our basic design procedure is based

on unconstrained optimization on the manifold. In order to use

that procedure we define the smooth penalty term

(17)

where , and apply the basic sequential optimization pro-

cedure with the cost function

(18)

for appropriately chosen weights and . Sincewe have only

two weights, a variety of line search strategies (e.g., [41]) can be

used to select an appropriate value for the ratio of the weights.

Perhaps the simplest strategy would be to augment the basic se-

quential procedure with an additional loop in which is ini-

tially set to zero and then increased sequentially until a code-

book whose elements are sufficiently close to being constant

modulus is obtained. As in the basic procedure, the optimiza-

tion at the current iteration would be initialized by the codebook

obtained from the previous iteration.

Table II compares the minimum distances of the uncon-

strained and constant-modulus Grassmannian line packings

that we have obtained with those of the unconstrained line

packings presented in [17]. For the unconstrained case, our

technique generates line packings with approximately the same

minimum distances as those reported in [17]. In the constrained

case, the constructed packings have elements with almost

constant modulus, and have minimum distances that are very

close to the unconstrained case.
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TABLE II

MINIMUM DISTANCES OF UNCONSTRAINED AND CONSTANT MODULUS

RANK-1 CODEBOOKS, ALONGWITH THE RANKIN BOUND. FOR THE CONSTANT

MODULUS PACKINGS

VI. LINE PACKINGSWITH PSK ALPHABET

In this section, we seek line packings with codeword ele-

ments that are not only of constant modulus, but are also from

a finite alphabet, such as a scaled phase-shift keying (PSK)

alphabet, . This property

significantly reduces the storage requirements of the codebook

and may reduce the computational effort required to select the

codeword at the receiver. In particular, in the case of the scaled

4-PSK alphabet, , the scaling can be ab-

sorbed and the complex multiplications that are inherent in the

selection process are reduced to sign changes and swaps of the

real and imaginary parts.

The restriction to a defined alphabet offers the possibility to

design codebooks by exhaustively evaluating each admissible

codebook.However, taking intoaccount the rotational invariance

of the codewords into account, there are admissible

codebooks and even for modestly sized codebooks the computa-

tional cost of this approach exceeds the computational resources

that could reasonably be applied to the problem. In this section

we describe two simple approaches to obtaining good code-

books with elements from a (scaled) PSK alphabet. In the first

approach, the method of the previous section is used to generate

partial codebooks with (scaled) PSK elements and good proper-

ties. These partial codebooks are then completed by exhaustive

search,but that exhaustive search is typicallyover amuchsmaller

numberof codewords than the size of the codebook. In the second

approach, we employ an incremental construction in which the

size of the codebook is doubled at each step. The new codewords

areHadamard products of the existing vectors and a single vector

that is obtained using a smooth optimization and rounding pro-

cedure similar to that used in the first approach. This incremental

construction was motivated, in part, by some of the principles

used in the generation of mutually unbiased bases (MUB) with

elements from the (scaled) 4-PSK alphabet [26]–[28].

A. Relax-Round-Expurgate-Replace Approach

The first of the proposed approaches begins with the appli-

cation of a variant of the method in Section V to design an ini-

tial codebook of codewords with constant modulus elements.

Those elements are then rounded to the given alphabet. The

“bad” codewords in this rounded codebook are expurgated and

are replaced through an exhaustive search procedure. The selec-

tion of the number of codewords to be expurgated, and hence the

size of the subsequent search is based on the notion of a satis-

factory codebook.

Given that we are considering Grassmannian line packings,

one way in which the quality of a finite alphabet codebook

could be assessed would be to compare the achieved minimum

distance to the Rankin bound. That approach can be refined

by observing that the distance spectrum of a finite alphabet

codebook is discrete and the set of distance values depends

on the alphabet being used. A refined upper bound on the

minimum distance is the largest of these discrete values that

is no larger than the Rankin bound. As an example, the set

of possible distances between pairs of codewords of a code-

book of size 8 that resides on and whose elements are

selected from the (scaled) 4-PSK alphabet can be shown to be

. The Rankin bound for a

codebook of size 8 on is 0.92582. Comparing the Rankin

bound with the set of admissible distances, it can be deduced

that the minimum distance of the (scaled) 4-PSK codebook

is bounded above by 0.8660. A satisfactory codebook would

achieve a large fraction of this “quantized” Rankin bound.

A more detailed description of the proposed approach is as

follows: We begin by choosing the first codeword of the code-

book to be a randomly generated vector with elements from

the scaled PSK alphabet. Then we relax the finite alphabet con-

straint on the remaining codewords and use the proce-

dure in Section V to design those codewords so that we

obtain a good codebook of size with (essentially) constant

modulus elements. The elements of the designed code-

words in that codebook are then rounded to the nearest point in

the alphabet. This rounding process could be done in a more so-

phisticated way, but element-wise rounding of each codeword

is simple to implement and has sufficed in our numerical ex-

amples. The quantized codebook is then analyzed to determine

whether its minimum distance achieves a sufficiently large frac-

tion of the quantized Rankin bound to be deemed satisfactory.

If not, the codeword that appears in the largest number of pair-

wise distances that are deemed unsatisfactory is removed, and

the resulting codebook is analyzed again. This process is re-

peated until a satisfactory codebook is found. If denotes the

number of codewords that are expurgated in this way, the sat-

isfactory partial codebook, which is of size , is com-

pleted by adding codewords via an exhaustive search. Typi-

cally, and this reduced-dimension exhaustive search is

often viable. In cases in which is deemed to be too large to

attempt an exhaustive search, the basic relaxation and rounding

aspects of the proposed approach can be recapitulated, but with

the existing codewords being fixed, rather than the single

codeword that was fixed in the first stage.

We used the above procedure to generate 16 lines in the 4

dimensional complex space using the (scaled) 4-PSK alphabet.

The generated packings have a minimum distance of 0.8660,

while the corresponding codebook reported in [23] has a min-

imum distance of 0.7071. The codebooks generated incremen-

tally using the notion of mutually unbiased bases [26], [27] also
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achieve a minimum distance of 0.8660. As noted above, the

quantized Rankin bound in this case is 0.8660. Hence the code-

books that we obtained, and those in [26], [27], are essentially

optimal.

B. Incremental Construction

The good performance of the incremental construction based

on mutually unbiased bases (MUBs) [26]–[28] in the previous

example suggests that the MUB construction might also be of

interest in other scenarios. While that is the case to some degree,

in its raw form the incremental MUB construction is only appli-

cable to cases in which the number of transmitter antennas, ,

is a power of two. In this section, we exploit our earlier work to

develop an incremental construction that is based on some of the

ideas that underlie the MUB construction, but is more flexible

in that it can be applied to systems with an arbitrary number

of antennas. Furthermore, at each step the proposed approach

doubles the size of the codebook, whereas the MUB construc-

tion only adds codewords. Since the computational cost of

each step is typically lower in the proposed approach, this fa-

cilitates the construction of sizeable codebooks with elements

from (scaled) PSK alphabets.

In order to place the proposed approach in context, we first

briefly describe the existing MUB-based construction [26],

which can be applied to systems for which is a power of

two: To design a codebook of size in steps,

1) Let to be the normalized Hadamard matrix of size

, and let denote its th column. Set .

2) While , increment and find a length-

vector with elements

such that all the elements of the vectors

lie in .

3) Construct

, where

denotes the element-wize (Hadamard) product,

and return to 2.

4) The desired codebook is the columns of the matrix

.

In conventional implementations, the vector in step 2) is

found using an exhaustive search.

In the proposed approach, we design codebook of size

in steps, where is the number of codewords in the

initial codebook. To do so, the above steps are modified in a

number of ways:

� The proposed approach is initialized by a matrix

of size with elements from the scaled PSK

alphabet whose columns yield a satisfactory codebook;

cf. Section VI.A. In our implementations, when is a

power of two we have chosen to be the normalized

Hadamard matrix of the appropriate size, in which case,

. In other cases we have chosen and

, where denotes the length-

vector with all elements equal to 1.

� Similar to step 2) in the existing method, at each itera-

tion, starting from , the proposed approach seeks

a vector with elements in such that the vector

has all its elements in . We do so using

a variant of the procedure in Section VI.A in which we

first relax the finite alphabet constraint and apply the

basic sequential optimization procedure in Section IV to

(19)

where was defined in (17). Once a good solution

to that problem has been obtained, the elements of the re-

sulting are rounded to the nearest member of the alphabet

to form a candidate for . That candidate is then used to

generate a candidate for the incremented codebook, as de-

scribed below.

� Distinct from the existing method, the candidate vector

is used to generate the vectors

, where is the th

column of . A candidate codebook consisting of

the union of these new vectors and the existing

codebook is evaluated. If it is deemed to be satisfactory

(cf. Section VI.A), the candidate codebook becomes the

incremented codebook and is represented by the columns

of the matrix .

Otherwise, we seek a new candidate for . One can be

found by picking a vector with elements from that lies in

the neighborhood of the existing candidate, or by returning

to the previous step and optimizing the expression in (19)

from a different starting point. (Obviously, the search for

new candidates for must be controlled so that all pos-

sibilities are eventually explored.)

In applications in which the space required to store the code-

words is limited, incremental constructions such as the MUB-

based construction and that proposed above have the advan-

tage that when , respectively , can be generated deter-

ministically, one need only store the sequence of vectors

, respectively . For a code-

book of size , the MUB approach needs to

store vectors, whereas for a codebook of size ,

the proposed approach need only store vectors. Furthermore,

since the size of the codebook we obtain doubles at each itera-

tion, and since our relax-round approach typically finds an ap-

propriate quite quickly, for large codebooks our approach

had a significant computational advantage in our numerical ex-

periments. As such we have been able to design significantly

larger codebooks than those that have been previously obtained

using the MUB approach.

Table III presents the minimum distances of some (scaled)

4-PSK line packings designed with the proposed incremental

approach. Many of these packings are optimal, in the sense that

they achieve the “quantized” Rankin bound. In the case of

and the designed codebook does not achieve the

quantized Rankin bound, but it can be shown to be optimal in the

minimum distance sense via an exhaustive search. In the other

three cases in Table III in which the designed codebook does

not achieve the “quantized” Rankin bound, the optimality, or

otherwise, of the obtained codebooks remains to be determined.

Interestingly, when is a power of two, the codewords in

the packings generated by our technique can be arranged into

sets of mutually unbiased bases. In particular, the union of our

packing with and and an identity matrix

generates a complete set of mutually unbiased bases for dimen-

sion 16; a result that may be of independent interest.
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TABLE III

MINIMUM DISTANCES OF RANK-1 CODEBOOKS WITH (SCALED)

4-PSK ALPHABET, ALONG WITH THE RANKIN BOUND FOR

CONSTANT MODULUS CODEBOOKS AND AN INDICATION OF

WHETHER OUR CODEBOOK IS KNOWN TO BE OPTIMAL

VII. SUBSPACE PACKINGSWITH NESTED STRUCTURE

In a number of scenarios, substantial performance gains can

be made by enabling “multi-mode” precoding [25], in which the

number of data streams to be transmitted to a given receiver is

adapted to the state of the channel, in addition to the directions

in which those streams are sent. To facilitate the implementa-

tion of a multi-mode system, it is desirable that the codebook

have a nested structure, in which a codebook of higher rank con-

tains codebooks of lower rank. For example, a nested rank-2

codebook, contains the rank-1

codebook . The design of a nested codebook in-

trinsically involves making trade-offs between the quality of the

codebook of each rank. To capture that trade-off without adding

constraints, we formulate the design of a nested codebook using

a weighted sum of metrics. For the case of rank-2 nested code-

books, that design problem can be written as

(20)

where denotes the first column of is any valid

subspace distance on , and is the weight assigned to

the distance metric for the codebook of rank . (In practice,

the distance metrics for the rank-1 and rank-2 codebooks would

likely be chosen to be of the same type, but the approach can

also handle metrics of different types.) The extension to nested

codebooks of higher rank is conceptually straightforward by

somewhat awkward from a notational perspective. By defining

smooth functions and as in Section IV,

good solutions to (20) can be obtained by applying the basic se-

quential optimization procedure. In particular, if we let the di-

mensions of the argument of in (16) implicitly define the

appropriate metric and if we once again let denote the first

column of , then the basic sequential optimization procedure

can be applied to

(21)

TABLE IV

MINIMUM DISTANCES ACHIEVED BY DESIGNED NESTED CODEBOOKS WITH

FUBINI-STUDY DISTANCE AS THE RANK-2 DISTANCE. THE RANKIN BOUND OF

THE RANK-1 CASE AND THE MINIMUM FUBINI-STUDY DISTANCE OF OUR

UNSTRUCTURED RANK-2 CODEBOOKS ARE PROVIDED FOR COMPARISON

TABLE V

MINIMUM DISTANCES ACHIEVED BY DESIGNED NESTED CODEBOOKS

WITH CHORDAL DISTANCE AS THE RANK-2 DISTANCE. THE RANKIN

BOUND OF THE RANK-1 CASE AND THE MINIMUM CHORDAL DISTANCE

OF THE UNSTRUCTURED RANK-2 CODEBOOKS REPORTED IN [17]

ARE PROVIDED FOR COMPARISON

where

, with and set or adapted

as described in Section IV and the Grassmannian optimization

steps are over . For simplicity, we have used the same no-

tation for the weights in (20) and (21), but they may be adjusted

if desired.

Table IV presents some results from the application of this

approach to the design of nested codebooks of rank two in

which the Fubini Study distance is chosen as the subspace

metric. The weights and were chosen so as to achieve

a balance between the properties of the rank-1 and rank-2

codebooks. The third and fourth columns of the table contain

the minimum distance achieved by the rank-1 component of

the nested codebook and the (unconstrained) Rankin bound

for rank-1 codebooks, respectively. The fifth column contains

the minimum Fubini study distance of the designed nested

codebook, and the sixth column contains the best minimum

Fubini-Study distance that we have obtained for unstructured

rank-2 codebooks. (Some of those distances appear in Table I.)

Table V presents corresponding results for nested codebooks

with the chordal distance as the subspace metric. In that table,

the comparator for the quality of the rank-2 codebook is best of

the corresponding minimum distances reported in [17], where

corresponding results are available.
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VIII. SUBSPACE PACKINGS WITH NESTED

STRUCTURE AND PSK ALPHABET

In this section we develop an effective design technique for

codebooks that not only have the nested structure, but also have

codeword elements from a (scaled) PSK alphabet. One approach

to developing such a technique would be to tackle the problem

directly, by applying discretization techniques to the method in

the previous section, perhaps employing an appropriate con-

stant-modulus penalty along the way. However, such techniques

can become quite unwieldy as the rank of the codebook and the

number of antennas grow. As an alternative, in this section we

leverage the line packing technique developed in Section VI.A

to develop a layered method in which the codebook is designed

one rank at a time, in a greedy fashion. The greedy nature of this

method is reasonable, because in many wireless systems lower

rank codebooks will be employed more often.

To simplify the exposition of the proposed technique, we will,

once again, focus on the case of nested codebooks of rank 2. We

begin with a rank-1 codebook with codeword elements

from the (scaled) PSK alphabet, possibly designed using one of

the techniques in Section VI. We then seek vectors also

with elements from the PSK alphabet so that

forms a good nested rank-2 codebook with elements from the

alphabet.

The proposed technique for designing the vectors is

based on the principles of the relax-round-expurgate-replace ap-

proach in Section VI.A. To employ those principles, we need to

capture the desired properties of in the absence of the

PSK alphabet constraint. To that end we observe that first we

must ensure that the matrices have orthonormal columns.

Second, the rank-2 codebook should have a large minimum dis-

tance in the chosen subspace distance metric. Third, to facilitate

the rounding procedure, the relaxed codewords should have ele-

ments of almost constant modulus. We capture these properties

in the smooth objective

(22)

where is constrained to be even and} the subspace metric is

implicit in . Then we apply the basic sequential optimiza-

tion procedure using this objective. Next, we apply the princi-

ples of the approach in Section VI.A, and round the elements

of the obtained vectors to the nearest point in the alphabet. Any

rounded that is not orthogonal to is immediately expur-

gated, and the remaining set of rank-2 codewords, is

examined. Any that induces a distance, or distances, in the

rank-2 codebook that is deemed unsatisfactory is also expur-

gated. The expurgated vectors can be replaced using an exhaus-

tive search, or through a recapitulation of the relax-round-ex-

purgate-replace method. However, in both cases the size of the

new problem is the number of codewords to be replaced, which

is typically much smaller than .

We have summarized some of the distance results for code-

books designed using this technique in Table VI. In this case,

the distance metric in the optimization of the rank-2 codebook is

the chordal distance. This table shows that in spite of the nesting

and alphabet constraints, our approach can find codebooks that

TABLE VI

MINIMUM DISTANCES ACHIEVED BY DESIGNED NESTED CODEBOOKSWITH

(SCALED) 4-PSK ALPHABET AND THE CHORDAL DISTANCE AS THE RANK-2

DISTANCE. THE RANKIN BOUNDS FOR CONSTANTMODULUS CODEBOOKS FOR

EACH RANK ARE PROVIDED FOR COMPARISON

come reasonably close to the Rankin bound at both ranks. The

obtained minimum distances are also quite close to those of the

otherwise unconstrained nested codebooks in Table V.

IX. PERFORMANCE EVALUATION

We now evaluate the performance of communication sys-

tems based on the codebooks obtained using the suggested ap-

proaches in the case of the MIMO downlink with zero-forcing

beamforming (ZFBF) [4], per-user unitary precoding and rate

control (PU RC) [32], and zero-forcing block diagonalization

(ZFBD) [35] signalling under a simple Rayleigh fading channel

model. In that model, the channel gains are modelled as i.i.d. cir-

cular complex Gaussian random variables with zero mean and

unit variance, and each receiver is assumed to know its channel

realization. The th receiver has a codebook that is a random

rotation of the transmitter’s codebook , [45]. (The transmitter

knows the rotation.) For rank-1 codebooks used in the beam-

forming cases, each receiver determines the codeword

that solves , [4], and for the higher-rank code-

books used in the ZFBD case, the receiver determines the code-

word , [35]. The index is fed

back to the transmitter, which collects all the quantized versions

of the channel estimates from the scheduled users in order to

compute the beamforming/precoding matrix according to the

system architecture.

First, we consider the ZFBF case for a system with

transmitter antennas, receivers and rank-1 codebooks

of size , and 64. In Fig. 1 we have plotted the cu-

mulative distribution (cdf) of the sum of the rates that can be

achieved using ZFBF and Gaussian signalling at an average

SNR of 15 dB, where if denotes the variance of the noise

at each receiver, then the SNR is . We con-

sider codebooks designed using our basic procedure, and Love’s

codebooks [31]. We also provide the average performance of a

set of codebooks generated randomly using the uniform distri-

bution on the manifold. For the codebooks of size ,

our basic procedure generated a codebook with a minimum dis-

tance of 0.8943, whereas the codebook in [31] has a minimum

distance of 0.8670. For the codebooks of size , the

corresponding minimum distances are 0.7175 and 0.6035, re-

spectively. Fig. 1 demonstrates that the improved minimum dis-

tances of our codebooks generate improved sum rate statistics.
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Fig. 1. CDF of the sum rate for a ZFBF system with various unconstrained

codebooks.

Fig. 2. CDF of the sum rate for a PU RC system with various unconstrained

codebooks.

For a given target rate, our codebooks yield a lower outage prob-

ability, and for a given target outage probability, our codebooks

yield a larger rate. In Fig. 2 we plot the corresponding results for

PU RC signalling. In that case, the tangible performance advan-

tages of our codebooks extend over a broader range of rates.

Fig. 3 examines the performance of rank-1 codebooks of size

and 32 with elements from the (scaled) 4-PSK defined

alphabet in the PU RC scheme at an SNR of 15 dB. For the

codebooks of size , our incremental construction gener-

ated a 4-PSK codebook with a minimum distance of 0.8660 (cf.

Table III), whereas the unconstrained codebook has a minimum

distance of 0.8943. For the codebooks of size , the cor-

responding distances are 0.7071 and 0.8115. As suggested by

their good distance properties, our 4-PSK codebooks provide

performance that is close to that of the unconstrained codebooks

and better than the average performance of randomly generated

codebooks (with unconstrained coefficients).

Fig. 3. CDF of the sum rate for a PU RC system with unconstrained, 4-PSK

and random codebooks.

Fig. 4. CDF of the sum rate for a rank-2 ZFBD system with unconstrained, and

nested 4-PSK codebooks.

Finally, we examine the performance of the proposed ap-

proach to the design of nested codebooks with PSK elements

in the context of a ZFBD system with transmit an-

tennas, 2 users, and rank-2 codebooks of size . The

CDF of the sum rate at an SNR of 15 dB for a nested code-

book with 4-PSK elements designed using the approach in

Section VIII with the chordal distance is plotted in Fig. 4.

To provide benchmarks against which the performance can

be assessed, we have also plotted the CDF for the average

of a set of randomly generated unconstrained codebooks, for

Love’s codebook [31], and for unconstrained codebooks de-

signed using the technique in Section IV with the Fubini-Study

and the chordal distances. For reference, the minimum dis-

tances of the designed codebooks are provided in Table VII.

The key feature of Fig. 4 is that in this setting, the memory

and computational savings associated with the nested 4-PSK

codebook that we have designed, and the convenience of the
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TABLE VII

DISTANCE PROPERTIES OF THE RANK-2 CODEBOOKS USED IN FIG. 4

nested structure, are obtained without incurring a substantial

reduction in performance. Fig. 4 also shows that both the un-

constrained codebooks designed using the proposed technique

provide improved performance over the codebook in [31]. In

a similar setting with , 2 users and rank-4 codebooks

(not shown here) the unconstrained codebook that was ob-

tained using the proposed method with the chordal distance

provided marginally better performance than the codebook

that was obtained using the Fubini-Study distance.

X. CONCLUSION

In this paper we have developed a flexible approach to the

design of structured Grassmannian codebooks (packings) for

communication systems that employ limited feedback. The

proposed approach is based on (otherwise) unconstrained op-

timization over the Grassmannian manifold of a sequence of

smooth objective functions. In addition to generating unstruc-

tured subspace codebooks with better minimum Fubini-Study

distances than some existing codebooks, the proposed ap-

proach was also used to generate structured codebooks with

other desirable properties. In particular, one variant of the

approach was used to generate rank-2 codebooks with a

nested structure and elements from the (scaled) 4-PSK al-

phabet. An outcome of another variant was the complete set

of mutually unbiased bases of dimension 16; a result that

may be of independent interest. In the unstructured case, the

designed codebooks were shown to provide tangible perfor-

mance gains when applied to a simple multiple antenna down-

link communication system with limited feedback. In was also

shown that the structured codebooks obtained using the pro-

posed approaches do not incur a substantial degradation in

performance.

The design of unstructured Grassmannian codebooks is

widely acknowledged as a difficult problem, and the kinds

of structure that we have imposed on the structured code-

books do not make that problem easier. As a result, our focus

has been on the development of sound heuristics that guide

us towards good codebooks. Inherently, the development of

heuristics involves choices, and the choices that we have made

herein could certainly be debated. However, our numerical re-

sults have shown that with the choices that we have made we

have been able to obtain codebooks of considerable size that

possess the desirable structural properties and yet have a min-

imum distance that comes close to the bound on the minimum

distance of unstructured codebooks. Furthermore, the basic

principles of the approach that we have proposed can accom-

modate, in a straightforward way, a myriad of other choices for

the smooth objectives used to capture the desirable properties

TABLE VIII

MINIMUM FUBINI-STUDY DISTANCES OF UNCONSTRAINED

CODEBOOKS (CONTINUED FROM TABLE I)

of the codebook. In the interests of facilitating the refine-

ment of these functions, we have made the codebooks that we

have designed freely available online at: http://www.ece.mc-

master.ca/~davidson/pubs/Flexible_codebook_design.html.

In closing, we draw attention to a point that was implicit

in step 3 of the basic sequential optimization procedure in

Section IV, namely that the proposed approach can be extended

in a straightforward way to certain other manifolds, including

the Stiefel manifold. The extension to that manifold may be

of interest in some related applications of limited feedback in

wireless communications; e.g., [46].

APPENDIX A

FURTHER RESULTS FOR THE MINIMUM FUBINI-STUDY

DISTANCE OF UNCONSTRAINED CODEBOOKS

In Table VIII we provide the minimum Fubini-Study dis-

tances of unconstrained codebooks that we have designed for

dimensions for which there is no corresponding codebook

in [31].
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