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Abstract

Process mining automatically produces a process model while considering only
an organization’s records of its operational processes. Over the last decade,
many process discovery techniques have been developed, and many authors
have compared these techniques by focusing on the properties of the models
produced. However, none of the current techniques guarantee to produce sound
(i.e., syntactically correct) process models. Furthermore, none of the current
techniques provide insights into the trade-offs between the different quality di-
mensions of process models.

In this thesis we present the Evolutionary Tree Miner (ETM) framework. Its
main feature is the guarantee that the discovered process models are sound. An-
other feature is that the ETM framework also incorporates all four well-known
quality dimensions in process discovery (replay fitness, precision, generalization
and simplicity). Additional quality metrics can be easily added to the Evolution-
ary Tree Miner. The Evolutionary Tree Miner framework is able to balance these
different quality metrics and is able to produce (a collection of) process models
that have a specific balance of these quality dimensions, as specified by the user.

The third main feature of the Evolutionary Tree Miner is that it is easily ex-
tensible. In this thesis we discuss extensions for the discovery of a collection
of process models with different quality trade-offs, the discovery of (a collec-
tion of) process models using a given process model, and the discovery of a
configurable process model that describes multiple event-logs.

The Evolutionary Tree Miner is implemented as a plug-in for the process
mining toolkit ProM. The Evolutionary Tree Miner and all of its extensions are
evaluated using both artificial and real-life data sets.
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Chapter 1

Introduction

Nowadays most organizations use information systems to support the execution
of their business processes [72]. These information systems guide and support
the execution of these processes by storing and sharing information, and by
distributing activities and messages between participants.

More and more organizations distribute the execution of a process over dif-
ferent locations. Examples include multinational organizations such as Shell,
Hertz, Unilever, Ahold and Philips. It could be that a particular business process,
for instance the process for handling purchase orders, is executed by branches
of these organizations all over the world. And although the overall process
is similar, local differences exist due to local regulations, cultural differences,
etc. Moreover, most of these multinational organizations operate under multi-
ple brands, targeting different markets. The business processes supporting these
different brands are very similar, often with only minor differences. Hence, the
information systems supporting the business processes have a lot in common,
but are not exactly the same.

The information systems supporting these business processes of different
brands or locations can be run locally, or centrally from the cloud. Because of
the local differences in the execution of the processes, different configurations
of the information systems are required. These differences are not only the
language and currency used by the system, but the process models describing
the process are also different [2, 3]. However, currently there is little to no
support for sharing a common process model with variations.

Most information systems provide freedom during the execution of a pro-



2 Introduction

cess, for instance data-driven systems such as ERP and case management sys-
tems. At the same time these information systems keep detailed records of the
execution of these processes. Process mining provides techniques to analyze
the recorded behavior, and compare it with the modeled process. However,
almost no process mining techniques exist to analyze the commonalities and
differences between similar processes with minor variations.

1.1 Process Mining

By using historical facts, as recorded by the information system, process mining
provides detailed insights into the process execution. An overview and position-
ing of process mining is shown in Figure 1.1. The general view is that process
models aim to describe the ‘real world’. These process models are used to config-
ure the information system that should support this ‘real world’ process. While
executing the defined process using the information system, historical records of
the executed process are kept. This event data, in the form of event logs, is the
main input of process mining analysis. Process mining provides links between
the actual observed process execution and the modeled process behavior.

Three main classes of process mining techniques can be identified: (a) the
discovery of new process models based only on the event log, (b) conformance

verification of the recorded behavior with a provided process model and (c) ex-

tension of existing process models using the information from the event log.
Table 1.1 shows an excerpt of an example dataset used for process min-

ing. Each row in the table represents one event and each column represents
an attribute of this event. Events are associated with cases, and in Table 1.1
the events are already grouped by case and sorted chronologically. The first
recorded event is related to case 1 and represents the execution of the activity
❘❡❣✐st❡r ❛♣♣❧✐❝❛t✐♦♥ by Pete on December 30, 2010. Additional attributes
can be related to this event such as the incurred cost, data attributes entered,
etc. Events need to be uniquely identified, which is achieved by assigning
unique identifiers. It is important that each event is related to a case and that
events are sorted. In general the timestamp of execution is used to sort events
chronologically. The times shown in Table 1.1 should be interpreted as the time
when the corresponding activity was completed. In general events can also be
recorded to register when activities are started, paused and resumed, etc.

Within the area of process mining the main focus of research has been on
process discovery. The goal of process discovery is to, using only the behavior
as recorded in the event log, construct a process model describing the under-
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lying behavior. Although this aspect of process mining has received a lot of
attention, and quite a few algorithms currently exist that do this, process dis-
covery remains a challenge. Based on the event data of Table 1.1 for instance,
a process discovery algorithm can discover that the process always starts by
executing the activity ❘❡❣✐st❡r ❛♣♣❧✐❝❛t✐♦♥. Then the three activities ❈❤❡❝❦
❝r❡❞✐t, ❈❛❧❝✉❧❛t❡ ❝❛♣❛❝✐t② and ❈❤❡❝❦ s②st❡♠ are executed in different or-
ders. Moreover, the activity ❈❤❡❝❦ s②st❡♠ is not observed for cases 2 and 4.
These activities are followed by either the activity ❆❝❝❡♣t r❡q✉❡st or ❘❡❥❡❝t
r❡q✉❡st, and the process concludes with ❙❡♥❞ ❞❡❝✐s✐♦♥ ❡✲♠❛✐❧. Extracting
these (control-flow) constructs from observed behavior only is not straight-
forward, especially since the event log might contain exceptions that should
not be included in the process model and at the same time the observed behav-
ior can be incomplete. Furthermore, the event log only contains examples of
allowed behavior, there is no record of behavior that could not have occurred.

Figure 1.1: Positioning of Process Mining (from [5]).
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Table 1.1: Example event data (adapted from [5]).

Case id Event id Properties
Timestamp Activity Resource Cost . . .

1 35654423 30-12-2010 11:02 Register application Pete 50 . . .
35654424 31-12-2010 10:06 Check credit Sue 400 . . .
35654425 05-01-2011 15:12 Calculate capacity Mike 100 . . .
35654426 06-01-2011 11:18 Check system Sara 200 . . .
35654427 07-01-2011 14:24 Reject request Pete 200 . . .
35654427 08-01-2011 09:03 Send decision e-mail Pete 200 . . .

2 35654483 30-12-2010 11:32 Register application Mike 50 . . .
35654485 30-12-2010 12:12 Calculate capacity Mike 100 . . .
35654487 30-12-2010 14:16 Check credit Pete 400 . . .
35654488 05-01-2011 11:22 Accept request Sara 200 . . .
35654489 08-01-2011 12:05 Send decision e-mail Ellen 200 . . .

3 35654521 30-12-2010 14:32 Register application Pete 50 . . .
35654522 30-12-2010 15:06 Check system Mike 400 . . .
35654524 30-12-2010 16:34 Check credit Ellen 100 . . .
35654525 06-01-2011 09:18 Calculate capacity Sara 200 . . .
35654526 06-01-2011 12:18 Accept request Sara 200 . . .
35654527 06-01-2011 13:06 Send decision e-mail Sean 400 . . .

4 35654641 06-01-2011 15:02 Register application Pete 50 . . .
35654643 07-01-2011 12:06 Check credit Mike 100 . . .
35654644 08-01-2011 14:43 Calculate capacity Sean 400 . . .
35654645 09-01-2011 12:02 Reject request Sara 200 . . .
35654647 12-01-2011 15:44 Send decision e-mail Ellen 200 . . .

...
...

...
...

...
...

...

This, combined with the fact that in general the original process model is not
known, provides for an interesting and currently not sufficiently solved chal-
lenge.

The event data shown in Table 1.1 illustrates typical information present in
an event log. However, depending on the applied techniques, more abstract
views on the data are used, ignoring certain attributes for instance. In the re-
mainder of this thesis, we are mainly concerned with the activity order, i.e., in
which order are activities executed for cases. Although order is often deter-
mined based on the recorded timestamp, the timestamp itself can be discarded
for most process discovery applications. Therefore, from here on, we often
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represent event logs by displaying activity sequences and their occurrence fre-
quency.

To evaluate the quality of the discovered process models, four quality dimen-
sions exists that relate the observed behavior with the process model. These four
quality dimensions are shown in Figure 1.2. The quality dimension of replay fit-

ness evaluates how well the observed behavior of the event log can be replayed
by the process model. Precision evaluates how precise the process model de-
scribes the observed behavior. The less behavior the process model allows that
is not observed in the event log, the more precise the process model describes
the behavior. The third dimension of generalization evaluates whether the pro-
cess model is not too specific for the observed behavior, but actually describes
the process generating the observed behavior. Finally, the quality dimension of
simplicity evaluates how simple, or human-readable, a process model is.

Many of the techniques developed in the context of process mining are avail-
able in the process mining framework ProM. As of version 6.4 ProM contains
more than 120 packages and over 500 plug-ins. ProM can be obtained from
✇✇✇✳♣r♦♠t♦♦❧s✳♦r❣.

1.2 Introduction of Running Examples

Throughout this chapter, and thesis, we use a small collection of running ex-
amples to demonstrate several aspects and issues of process discovery. In this
section we introduce these running examples in detail.

replay fitness

precisiongeneralization

simplicity
“able to replay event log” “Occam’s razor”

“not overfitting the log” “not underfitting the log”

process 

discovery

Figure 1.2: The four quality dimensions used to qualify a process model given the ob-
served behavior (from [5]).

www.promtools.org
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1.2.1 System with two Event Logs

The first running example consists of a system model as shown in Figure 1.3.
From this model two event logs are simulated, shown in Table 1.2. The process
model of Figure 1.3 describes a simple loan application process of a financial
institute which provides small consumer credits through a webpage. When a
potential customer fills in a form and submits the request from the website, the
process starts by executing activity ❛ which registers the application in the sys-
tem and notifies the customer of the receipt of the request. Next, the following
actions are performed in parallel. The credit is checked (activity ❜), the capac-
ity is calculated (activity ❝) and the system is checked (activity ❞). However,
the last activity of checking the system can be skipped in some cases. Next, a
decision is made to either accept (activity ❡) or reject (activity ❢) the loan ap-
plication. Finally the customer is informed of the decision by executing activity
❣.

From the system model two event logs are simulated. The event log of Ta-
ble 1.2a contains only traces directly generated by the system model. This event
log contains 11 unique traces spread over 100 traces in total. It is important to
note that the process model allows for 20 unique traces in total, therefore the
event log does not describe all possible behavior. Moreover, some traces oc-
cur more frequently in the event log than others, which emphasizes particular
observed behavior. This is common in event logs since they often represent a
tiny fraction of all the possible behaviors of the system, resulting in many of the
recorded traces being unique.

Additionally an event log is generated that also contains exceptional behav-
ior, i.e., behavior that is not possible according to the system model. This can be
allowed behavior, non-allowed behavior or incorrectly recorded behavior. The

b e

a c g

d f

τ

Figure 1.3: Process model as executed in the system, represented by a Petri net (❛ =
register application, ❜ = check credit, ❝ = calculate capacity, ❞ = check
system, ❡ = accept, ❢ = reject, ❣ = send decision e-mail).
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Table 1.2: Running example used to discover a process tree.
(❛ = register application, ❜ = check credit, ❝ = calculate capacity, ❞ = check
system, ❡ = accept, ❢ = reject, ❣ = send decision e-mail).

(a) Running example
event log.

Trace #

a b c d f g 38
a b d c f g 26
a b d c e g 12
a b c f g 8
a b c d e g 6
a d c b f g 4
a c d b f g 2
a c b e g 1
a d b c f g 1
a d b c e g 1
a c b f g 1

(b) Running example event log with exceptional be-
havior.

Trace # Trace #

a b c d f g 380 a c d b f g 20
a b d c f g 260 a c b f g 10

a b d c e g 120 a c b d g 4
a b c f g 80 a d e g 4
a b c d e g 60 a b c g 3
a d c b f g 40 a c f g 3
a c b e g 10 a b c d e f g 2
a d b c f g 10 a b d e g 2
a d b c e g 10 a c d f g 2

resulting event log is shown in Table 1.2b. This event log consists of 1,020 traces.
The first 1,000 traces are taken from the event log without exceptional behavior,
which are replicated 10 times. The last 20 traces of the event log do not per-
fectly fit the process model of Figure 1.3. Hence, they describe infrequent, but
exceptional behavior.

1.2.2 Four Similar Processes

The second running example consists of a collection of four process variants,
based on the previous running example. For each of the four variants a pro-
cess model is known, as shown in Figure 1.4, and corresponding event logs are
generated and shown in Table 1.3. Variant 1 is exactly the previous running
example, using the event log without exceptional behavior (cf. Table 1.2a).
The other three variants are more simple variants of this process. Variant 2 for
instance has a fixed execution sequence for checking the credit, which is split
into sending (activity ❜✶) and processing (activity ❜✷) the request, calculating
the capacity (activity ❝) and then checking the paper archive (activity ❞✷). This
variant allows for only two sequences, which differ in either accepting (activity
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Table 1.3: Event logs of the four loan application process variants.
(❛ = register application, ❜ = check credit, ❜✶ = send credit check request,
❜✷ = process credit check reply, ❝ = calculate capacity, ❞ = check system,
❞✷ = check paper archive, ❡ = accept, ❢ = reject, ❣ = send decision e-mail).

(a) Event log for
variant 1

Trace #

a b c d f g 38
a b d c f g 26
a b d c e g 12
a b c f g 8
a b c d e g 6
a d c b f g 4
a c d b f g 2
a c b e g 1
a d b c f g 1
a d b c e g 1
a c b f g 1

(b) Event log for variant 2

Trace #

a b1 b2 c d2 f 50
a b1 b2 c d2 e 20

(c) Event log for variant 3

Trace #

a c b e 120
a c b f 80

(d) Event log for variant 4

Trace #

a b1 d2 b2 c f 60
a b1 d b2 c e 45

❡) or rejecting (activity ❢) the application. Variant 3 also allows for just two
different sequences and does not check the credit (activity ❞). Variant 4 also has
the credit check split in sending (activity ❜✶) and processing (activity ❜✷) the
request. It also includes both variants of checking the archive (digitally by exe-
cuting activity ❞ or manually through the paper archive by executing ❞✷). This
variant allows for four sequences in total, but only two are actually observed,
because whenever the digital archive is searched, the application is accepted,
while if the paper archive is checked the application is always rejected.
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(a) Variant 1

a b1 b2 c d2

e

f

(b) Variant 2

a c b

e

f

(c) Variant 3

a b1

d

d2

b2 c

e

f

(d) Variant 4

Figure 1.4: Petri net process models for the four loan application process variants
(❛ = register application, ❜ = check credit, ❜✶ = send credit check request,
❜✷ = process credit check reply, ❝ = calculate capacity, ❞ = check system,
❞✷ = check paper archive, ❡ = accept, ❢ = reject, ❣ = send decision e-mail).
Note that activities ❜✶ and ❜✷ are more detailed versions of activity ❜. Activity
❞ and ❞✷ are two ways to achieve the same goal: check the archive.
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1.3 Challenges in Process Mining

Process mining has gone through a fast development and growth over the past
two decades. However, many challenges exist that need to be addressed. The
process mining manifesto [11], published by the IEEE Task Force on Process
Mining, lists several challenges and guiding principles for process mining. In
this section we discuss a selection of these challenges and guiding principles in
detail, and propose new challenges that should be addressed. These challenges
can be divided into two categories. The first category of challenges is related
to process discovery. The second category addresses the lack of techniques that
support the comparison of process executions. Before we address concrete chal-
lenges, we first discuss the process discovery results of existing algorithms on
the running examples introduced in Section 1.2.1.

1.3.1 Results of Existing Process Discovery Techniques

Table 1.4 shows a qualification of the results of existing process discovery algo-
rithms on the running example event logs of Table 1.2. The results are evaluated
using five criteria. The first criterion is whether the discovered process models
are error-free, i.e., can be executed without errors. The results show that half of
the algorithms actually produce error-free models on the running example data.
The four other algorithms created process models that are ‘relaxed’ error-free
(they can finish but work remains), indicated by the yellow square. However,
none of these algorithms actually guarantee to always produce (relaxed) error-

Table 1.4: Comparison of results of process discovery algorithms on the running example
event logs (f=replay fitness, p=precision, g=generalization, s=simplicity).

Algorithm Error-free? f p g s

α-algorithm ✓ 2 ✓ ✗ ✗

Genetic miner 2 2 2 ✗ ✗

Heuristics miner 2 ✗ ✓ ✗ ✗

ILP miner 2 ✓ ✗ ✓ ✗

Inductive miner ✓ ✓ ✗ ✓ ✓

Language-based region theory ✓ ✗ ✗ ✗ ✗

Multi-phase miner 2 ✓ ✗ ✗ ✗

State-based region theory ✓ ✓ ✗ ✗ ✗
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free process models.
The resulting process models are also evaluated using the four quality di-

mensions: replay fitness (‘f’ column), precision, (‘p’ column), generalization (‘g’
column) and simplicity (‘s’ column). The main observation is that most process
discovery algorithms perform well on only one quality dimension.

This comparison is based on experimental results discussed in more detail
in Section 6.9. In the remainder of this section we discuss this table in more
detail.

1.3.2 Challenge 1: Produce Correct Process Models

A (discovered) process model is often used for more than just documentation.
Many analysis techniques can be applied on a process model, such as process
validation, process optimization and simulation. However, most of these tech-
niques only work if the process model is correct [69,133], i.e., free of structural
errors such as deadlocks and live locks or improper termination. The correctness
of a process model is therefore crucial for the usability of the process model.
However, very few of the existing process discovery algorithms guarantee to
produce a correct process model, as is illustrated in Table 1.4. This means that
in many cases, and especially for real life event logs, the results produced by
these algorithms cannot be used for further analysis.

Using the simple event log of Table 1.2a, this challenge can be demonstrated
using the heuristics miner. When the heuristics miner is applied to this event
log, the process model as shown in Figure 1.5 is the result. This process model is
incorrect since after executing the sequence 〈a,c,e, g 〉, the process model should
be completed, because there is a token in the last place. However, there is still
a token remaining before or after activity ❜, and there might be a token remain-
ing before or after activity ❞. Therefore, work is still pending even though the
process model is completed. Even on a very simple example event log, some
process discovery algorithms, not only the heuristics miner, fail to produce cor-
rect process models. On many real life event logs even more process discovery
algorithms fail.

1.3.3 Challenge 2: Separation of Visualization and Represen-
tational Bias

Challenge 5 of the process mining manifesto [11] states that “it is important

to separate the visualization of the result from the representation used during the
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actual discovery process”. Furthermore, it states that the representation used
internally by a process discovery algorithm should be a conscious choice, and
not only be driven by the preferred graphical notation.

Most process discovery techniques discover Petri nets, such as the result
shown on the left in Figure 1.6. Although used frequently in academia because
of their formal semantics, Petri nets are not the preferred modeling notation
in industry. And even though Petri nets are very expressive, their graphical
representation is not always compact. Other process discovery algorithms use
special classes of Petri nets to represent their results, such as the result shown
on the right in Figure 1.6. However, most of these classes, such as elementary
nets, are very hard to interpret. Although most algorithms consciously choose a
particular notation that best suits their approach, this is often not the best way
to visualize the result.

There are also process discovery algorithms that use their own representa-
tional bias to communicate their result. Examples of such process modeling no-
tations are causal nets [9], heuristics nets [180,181] and fuzzy models [96,97].
Although these choices are conscious ones, better ways to visualize and com-
municate the discovered process model often exist.

The problem with all these notations is that they do not represent the re-
sults of the algorithm to the end-user in a suitable way. The process models
shown in Figure 1.6 for instance describe the observed behavior quite well.
However, the resulting process models are very hard to interpret, even for an
expert user. Most end-users are not familiar with these notations and would
rather see a process model in BPMN [143] or EPC [159] notation, as used in
industry. Therefore, there should be a separation between the representational
bias used by the algorithm to construct a process model, and the visualization
of the resulting process model.

b e

a c g

d f

Figure 1.5: Result of the heuristics miner on the running example event log of Table 1.2a.
The process model is incorrect since work (‘tokens’) can remain even though
the process model is completed.
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1.3.4 Challenge 3: Balance the Quality of Discovered Process
Models

As mentioned in Challenge 6 in the process mining manifesto [11], event logs
are far from complete, and may contain exceptional behavior (‘noise’). The four
quality dimensions of Figure 1.2 are used to quantify the quality of the pro-
cess model using the given event log. All process discovery algorithms make
assumptions regarding the event log, and the emphasis of the different qual-
ity dimensions, as is shown in Table 1.4. Some algorithms, such as the Fuzzy
miner [96], purposely simplify the process model, even if this means that not all
behavior is described. Other algorithms always produce process models that de-
scribe all observed behavior, such as the ILP miner, resulting in process models
that are very complex and/or meaningless. Additionally, most algorithms as-
sume that there is exactly one (perfect) process model that describes the event
log.

However, given an event log, there is no single perfect process model that
can be discovered. What is considered to be the ‘best’ process model for a given
event log depends on many factors, including intended use of the model and
characteristics of the event log. Some algorithms allow for some parametriza-
tion, resulting in different process models, but these algorithms do not commu-
nicate clearly what the effect of the parameters is on the quality of the resulting
process model. Typically, algorithms produce a single process model as a result,
instead of providing insights into the trade-offs between the different quality
dimensions.

Figure 1.6: Two example process models, discovered from the running examples with-
out and with exceptional behavior respectively, demonstrating an unsuitable
visualization to the end user.
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Consider for instance the process model of Figure 1.3 and the process model
of Figure 1.7 for the event log of Table 1.2a. Both process models describe
a process that starts with activity ❛ and ends with activity ❣. However, the
description of the other activities differs significantly. The process model of
Figure 1.3 is able to replay all of the behavior of the running example event
log of Table 1.2a, but also allows for additional behavior. On the other hand,
the process model of Figure 1.7 describes the event log in a precise manner,
i.e., does not allow for additional behavior, but at the same time cannot explain
all of the observed behavior. This simple example shows that for a given event
log several process models can be discovered, and that in general none can be
classified as ‘best’.

1.3.5 Challenge 4: Improve Understandability for Non-Experts

The purpose of process mining is to produce process models that can be used
for further analysis, and not merely for documentation. Therefore, Challenge
11 of the process mining manifesto [11] states that the understandability of the
results for non-experts should be improved. The results of an algorithm are only
useful if the user, who most likely is a non-expert in the field of process min-
ing, is able to use the results. One way to ensure understandability is to use a
suitable representation (see Challenge 2). However, it is also important to illus-
trate the trustworthiness of the result. Almost all algorithms always produce a
process model, even if there might be very little data to support this description
of behavior. The quality of the resulting process model should always clearly
be indicated, preferably by using the four quality dimensions. This helps users,
both experts and non-experts, draw correct conclusions from discovered process
models.

Consider again the process models of Figure 1.3 and Figure 1.7 as a descrip-
tion of the observed behavior of Table 1.2a. These two process models alone

b c d f

a c d b e g
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Figure 1.7: Alternative process model for the running example of Section 1.2.1.
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are not enough for a user to decide how trustworthy these process models are.
Additional information is required, for instance the scores for each of the four
quality dimensions. The process model of Figure 1.3 has a perfect replay fitness
and simplicity, a precision of 0.897 and a generalization of 0.870. The process
model of Figure 1.7 has a perfect precision and simplicity, a replay fitness of
0.885 and a generalization of 0.671. Using this information the user can un-
derstand the differences between the process models better. Furthermore, the
quality scores show that there is enough data to support both discovered process
models and that each provides different quality trade-offs.

1.3.6 Challenge 5: Use Existing Knowledge in Process Dis-
covery

A challenge not explicitly mentioned in the process mining manifesto [11] is
that existing knowledge should be reused by process mining algorithms, and
process discovery algorithms in particular. The behavior observed in an event
log usually originates from a system that is configured to support a particular
business process. The configuration phase is usually supported by documen-
tation, e.g. business process models. Although discovering a process model
by using only the observed behavior can be useful, indicating the observed
deviations from the documented process model provides additional analytical
insights. Moreover, instead of only showing deviations, algorithms should be
made available to repair a given process model using observed behavior. By al-
lowing for various gradations of repair, the process owner can investigate how
far the modeled behavior is from the actual observed behavior. This makes it
clear what the exact differences are between the modeled and observed behav-
ior.

Consider for instance the process model as shown in Figure 1.7 for the event
log shown in Table 1.2a. If we assume that this is the process as it is known
and documented in the organization, then we can compare the observed be-
havior with this process model. Many interesting insights can be obtained, for
instance that the observed behavior does not always fit the documented process,
which indicates that the system allows for more behavior. Additionally, the doc-
umented process model assumes that activity ❡ (acceptance of the application),
can only occur after activity ❜ (check credit). The observed behavior does not
always contain this relation, hence some internal rules might be violated. In the
end the organization has two options: either modify the system to disallow the
undesired behavior, or update the (documented) process model to better reflect
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reality.

1.3.7 Challenge 6: Describe a Family of Processes

Almost all process discovery techniques, and process mining techniques in gen-
eral, only consider a single event log and/or process model in isolation. Chal-
lenge 7 of the process mining manifesto [11] states that more attention needs
to be given to cross-organizational process mining. As mentioned in the in-
troduction of this chapter, and as will be further detailed in the discussion of
the CoSeLoG project in Section 1.4, many organizations execute very similar
processes. The event logs from these processes can be seen as describing a fam-
ily of processes. Very few techniques currently exist that are capable of taking
multiple event logs as input, and produce a single process model that describes
a family of processes as output. However, there are many use cases for this
scenario, where this type of process model provides valuable information.

A description of the family of processes does not only add value in the setting
where different organizations execute similar processes. One could also split
the observed behavior based on the customer type (e.g. ‘silver’ versus ‘gold’
member), and then compare the differences in process execution. Numerous
examples can be thought of, for instance: splitting by time period (e.g. year
or season), by the employee responsible for the case, or by the communication
channel the customer used for his application (e.g. physical, telephone or e-
mail). All these very similar, yet different processes, can be described by a
single model, that also indicates where the various process variants differ.

When considering the four process variants as discussed in Section 1.2.2,
one can see the similarities and differences clearly. For instance, one can ob-
serve that the behavior of variant 3 is also described by the process model of
variant 1. It should be possible to create a single process model that, using con-
figurations, describes both processes. An example of such a process model is
shown in Figure 1.8. The process model can be configured to describe variant
1 by removing the arrow connecting activity ❝ with the place after activity ❜, as
well as removing the silent action next to activity ❣. This enables activity ❝ to
be executed in parallel to activities ❜ and ❞, and activity ❣ cannot be bypassed.
The configuration for variant 3 consists of removing activities ❞ and ❣.

In a similar way a configurable process model for variants 2 and 4 could be
created. Moreover, one process model might exist that is able to describe all
four variants. Process mining techniques can be extended to discover such a
process model that describes a family of event logs.
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1.3.8 Challenge 7: Compare Similar Observed Behavior

Many process mining techniques exist that provide different insights into the ob-
served behavior, without discovering a process model (e.g. the dotted chart [165],
social network analysis [166] and trace alignment [41]). However, few tech-
niques exist that allow for the comparison of similar observed behavior. By vi-
sualizing the observed behavior without direct use of a process model, different
insights can be gained into the (dis)similarities between process executions.

Consider for instance the comparison table shown in Table 1.5. The table
compares the four event logs with four configurations of a configurable process
model (as discussed in the previous section). Currently no technique exists that
is able to compare information considering multiple event logs, and possibly
process models. Without going into detail, the green cell in the middle of Ta-
ble 1.5 indicates the replay fitness score of the event log on the process model
(configuration). This shows for instance that event log 3 can be replayed very
well on the configuration for organization 1. This type of analysis technique
facilitates organizations that want to seek closer collaboration and want to base
their analysis on more than just documented process models.

1.3.9 An Algorithm that Addresses all Challenges

The first four challenges presented in this section discuss fundamental chal-
lenges for process discovery. Challenges 5 and 6 present extensions to process
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Removed for variant 3

Removed for variant 1

Removed for variant 3

Removed for variant 1

Figure 1.8: Configurable process model for variants 1 and 3 of Figure 1.4. In order to
obtain variant 1 the edge between activity ❝ and the place after activity ❜, as
well as the option to skip activity ❣ are removed. To obtain the behavior of
variant 3 activities ❞ and ❣ are removed. The edges connecting the removed
activities are also removed.
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Table 1.5: Example of a way to compare the four process variants (see Table 10.3). The
higher the central value, the better the process model variant describes the
behavior of the event log.

Config 1 Config 2 Config 3 Config 4 Log Stat

Event Log 1 1.000 0.506 0.575 0.580 100
Event Log 2 0.525 1.000 0.553 0.833 70
Event Log 3 0.933 0.656 1.000 0.656 200
Event Log 4 0.579 0.833 0.553 1.000 105

Model Stat 12 9 7 11

discovery and Challenge 7 proposes an extension to process mining analysis
techniques. When addressing the latter three challenges the first four funda-
mental challenges should also be addressed. In order to do so, a proposed
solution should be able to incorporate the fundamental challenges while being
able to be extended in order to address the other three challenges. Additionally,
possible future scenarios should also be supported. This affects the choice for
the type of algorithm used and the internally used process model notation. It
is also important to observe that especially Challenge 3, balancing the quality
of the discovered process models, requires flexibility. In this thesis we therefore
present a flexible framework using an evolutionary algorithm approach (see
Chapter 4) to develop algorithms that address the challenges.

1.4 The CoSeLoG Project

A clear example of organizations that have similar processes are municipalities.
As of January 1, 2014 there are 403 municipalities in the Netherlands [95]. It is
estimated that each municipality offers between 400 and 500 different products
and services, such as driver licences, building permits, subsidies, citizen admin-
istration, and health care support. National rules and regulations apply for most
of these products and services. Still, each municipality defines its own processes
to support the production and delivery of their products and services. Although
each municipality is different in size, organizational culture, etc., there are still
many commonalities in the way processes are executed. Municipalities have the
additional advantage that they can seek collaboration with other municipalities
since they are not direct competitors. This allows municipalities to share knowl-
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edge and infrastructure and thus reduce costs. However, at the same time they
want to retain their identity and visibility to their inhabitants. This implies that
each municipality has different requirements and priorities for their business
processes. One municipality for instance would like to work as cost-efficiently
as possible, while another municipality considers quality of their service as more
important. This influences the business process, for instance by the number of
quality checks implemented.

The Configurable Services for Local Governments (CoSeLoG) research project

(a) Traditional situation

(b) Envisioned situation

Figure 1.9: Traditional situation and envisioned situation within the CoSeLoG
project (IS=Information System, M=Process Model, E=Event Log, IS-
SaaS=Information System as Software-as-a-Service, CM=Configurable Pro-
cess Model, Cn=Configuration) (from [2]).
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[2, 47, 59] aims at harmonizing processes between municipalities, while at the
same time providing freedom of choice to each municipality. Within this project
the commonalities between processes of municipalities are used to develop a
shared business process management system in a shared software-as-a-service
environment [2,3]. Figure 1.9a depicts the traditional situation with municipal-
ities. Each municipality purchases, configures and runs an information system
to support one or more of their business processes. This information system
is configured with the (intended) business process models, which are used to
execute the processes within the organization. Here, each municipality mainly
works in isolation. Each municipality translated the requirements of the law
for a process to a corresponding process model, implemented this model and
started executing it. Within the CoSeLoG project we envision a situation where
municipalities, and organizations in general, can share an information system,
as is shown in Figure 1.9b. This information system (IS-SaaS) is provided us-
ing the Software-as-a-Service paradigm, i.e., the software is hosted centrally
and municipalities have to have a subscription to use it. However, even though
the processes of the individual organizations have a lot in common, local de-
viations still exist and should be supported. Therefore, the shared information
system uses a process model that can be individualized using configurations of
the shared process model. This reduces the effort, and hence cost, of maintain-
ing the process model, especially when regulations change [2,3]. Moreover, the
solution is cheaper since infrastructure and management costs are shared.

The original information system keeps a record of historical process data,
recorded in event logs. This data can be used to analyze the current execution
of processes by use of process mining. This is necessary for the transfer of
municipalities to the envisioned situation, to ensure continuing support for their
processes.

Once organizations use the IS-SaaS system, the commonly shared event log
allows for easy comparison of behavior between organizations. We envision
that organizations will use this information to learn from each other and share
knowledge. This will lead to a natural way of standardizing the process models,
where the municipalities voluntarily move towards a small number of configu-
rations of the configurable process model.

Within the CoSeLoG project we collaborate with different partners from in-
dustry. Ten participating Dutch municipalities (Bergeijk, Bladel, Coevorden,
Eersel, Emmen, Gemert-Bakel, Hellendoorn, Oirschot, Reusel de Mierden, and
Zwolle) provide use-cases, concrete process models and event data, and re-
quirements from a user perspective. A Dutch cooperation of municipalities for
IT services (DiMPACT) and a commercial IT partner (Perceptive Software) pro-
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vide insights from a software provider’s point of view.
Within the CoSeLoG project five municipality processes have been investi-

gated in detail:

1. Processing applications for a receipt from the municipality’s basic admin-
istration (‘uittreksel Gemeentelijke Basis Administratie (GBA)’ in Dutch);

2. Dealing with reports regarding the public area (‘Melding Openbare Ruimte
(MOR)’ in Dutch);

3. Processing applications for building and/or environmental permits (‘Wet
Algemene Bepalingen omgevingsrecht (WABO)’ in Dutch);

4. Processing applications for social services (‘Wet Maatschappelijke Onder-
steuning (WMO)’ in Dutch);

5. Handling objections against house taxation (‘Wet Waardering Onroerende
Zaken (WOZ) bezwaar’ in Dutch).

These processes differ in complexity and number of resources, parties and ac-
tivities involved, and the number of cases handled per year. For each of the ten
participating municipalities, each of these five processes were investigated. If
available, the execution history was obtained from the information system used
to support the process. This allowed for the analysis of these processes using
process mining techniques.

The challenges as discussed in Section 1.3 all played a role in the CoSeLoG
project. Since processes cannot easily be merged into one another, analyzing
the observed behaviors helps in finding commonalities and differences between
municipalities. However, first basic process discovery techniques can be applied
to provide insights into the current (traditional) situation, before organizations
move towards the shared infrastructure. Here Challenges 1 through 5 play a
role, as they do in any process discovery project. Solutions to challenge 6 can be
applied to discover the configurable process model that is used to configure the
IS-SaaS, using the individual event logs from the current information systems.
Using the solutions for Challenge 7 insights into the processes can be provided to
participants, based on the similar behavior as recorded in either the traditional
or envisioned situation. Solutions for all challenges are crucial for the adoption
of the IS-SaaS system, since the process model only describes the documented
process. Therefore, process execution data needs to be considered to ensure
that organizations can successfully move to the IS-SaaS system.
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1.5 Contributions and Structure of this Thesis

The contributions of this thesis can be summarized as follows:

1. A guaranteed error-free process model notation. (Chapter 3, addresses Chal-
lenges 1 and 2)
In order to be useful, any process model should be internally consistent,
i.e., have no deadlocks, have no livelocks and be able to terminate prop-
erly. An evaluation of existing process modeling notations however reveals
that very few notations can guarantee this. Therefore we present a process
modeling notation that is guaranteed to be free of such errors. We show
that our process modeling notation can be easily translated to error-free
process models in other notations for further use.

2. A detailed discussion of the four quality dimensions in process discovery.

(Chapter 5, addresses Challenges 3 and 4)
The importance and interrelationship of the four quality dimensions used
in process discovery have never been thoroughly investigated. In this the-
sis we show the influence of each of these quality dimensions on the dis-
covered process model. We also argue that all four quality dimensions
need to be taken into account. At the same time we argue that the di-
mension of replay fitness is the most important one, since it relates the
observed behavior to the process model.

3. A flexible and extensible process discovery algorithm. (Chapter 4 and Chap-
ter 6, addresses Challenges 3, 5 and 6)
The main contributions of this thesis are a process discovery framework
and process discovery algorithm that are both flexible and extensible.
Flexibility is provided by the ability of the algorithm to emphasize certain
process model qualities, as preferred by the user. The four quality dimen-
sions used for evaluation of discovered process models are incorporated.
However, additional quality dimensions can easily be considered:

(a) Mediation between a given process model and observed reality. (Chap-
ter 8, addresses Challenge 5)
The search for the ‘best’ process model is started from a given nor-
mative process model. An additional quality measure is added that
evaluates the similarity between a discovered process model and the
normative process model. This allows for process model improve-
ment by changing a given process model, using the observed behav-
ior.
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(b) Discovery of a configurable process model. (Chapter 9, addresses Chal-
lenge 6)
A configurable process model is a process model that can be config-
ured before run-time to (dis)allow certain execution paths. A con-
figurable process model thus describes a family of process models.
The process model notation presented in this thesis is extended to
describe a configurable process model. An additional quality dimen-
sion is added that evaluates how good a configuration is, to find the
best process model and corresponding configuration. This enables
the process discovery algorithm to discover a configurable process
model, describing a family of event logs.

4. Inter-Organizational process comparison. (Chapter 10, addresses Chal-
lenge 7)
This thesis also describes a comparison framework to compare processes
between organizations, by using both a collection of event logs and a col-
lection of (corresponding) process models, possibly from a configurable
process model. By visualizing behavior, differences and commonalities in
the observed behavior of the processes can be detected without necessar-
ily visualizing the process model itself.

The first part of this thesis provides an introduction to process mining and
open challenges in its domain. Furthermore, preliminaries are provided in
Chapter 2.

The second part discusses two fundamental concepts used in the remainder
of this thesis. First process trees are introduced in Chapter 3 as a process mod-
eling notation that is guaranteed to be error-free. Second, our framework for

flexible process discovery, that applies of an evolutionary algorithm, is discussed
in Chapter 4.

Part three discusses the different aspects of the flexible process discovery
framework and an evaluation of the framework based on case studies. In Chap-
ter 5 the quality dimensions commonly used in process discovery are discussed
in detail. A process discovery algorithm implemented in the framework is dis-
cussed in Chapter 6. This process discovery algorithm is evaluated using both

artificial and real-life data in Chapter 7.
The fourth part discusses extensions of the process discovery framework.

Chapter 8 discusses how observed and modeled behavior can be balanced by the
algorithm. The algorithm is extended to consider the behavioral records of
multiple organizations in Chapter 9. A different view on comparing behavior

records of different organizations is discussed in Chapter 10.
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Part five concludes this thesis. In Chapter 11 the use and implementation

of the framework and algorithms as implemented in the process mining toolkit
ProM is detailed. Chapter 12 summarizes the main results and discusses possi-
ble research directions that build on the work presented in this thesis.



Chapter 2

Preliminaries

In Section 2.1 we introduce basic mathematical notations used throughout the
remainder of this thesis. We then discuss the process modeling notations used
in this thesis in Section 2.2. Section 2.3 introduces event logs.

2.1 Notations

In this section we introduce basic notations for sets, functions, sequences and
bags as used in the remainder of this thesis.

We define sets as follows:

Definition 2.1 (Sets)

A set is a possibly infinite collection of elements. We denote a finite set by listing

its elements between braces, e.g., a set A with elements a, b and c is denoted as

{a,b,c}. The empty set, i.e., the set with no elements, is denoted by ;. To denote a

non-empty set we write A+. Let A = {a1, . . . , an} be a set of size n ∈ IN , then |A| = n

denotes the size of set A.

In the remainder of this thesis, we typically use uppercase letters to denote
sets and lowercase letters to denote the elements of that set.

We define the union, intersection and difference operations on sets as fol-
lows:

Definition 2.2 (Union, Intersection and Difference)

Let A = {a,b,c,d} and B = {a,c,d ,e} be non-empty sets. The union of A and B ,
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denoted A∪B , is the set containing all elements that are in either A or B , e.g., A∪
B = {a,b,c,d ,e}. The intersection of A and B , denoted A ∩B , is the set containing

elements that are both in A and B , e.g., A∩B = {a,c,d}. The difference between A

and B , denoted A \ B , is the set containing all elements of A that do not exist in B ,

e.g., A \ B = {b}.

We define functions as follows:

Definition 2.3 (Functions)

Let A and B be non-empty sets. A function f from A to B , denoted f : A → B , is a

relation from A to B , where every element of A is associated with an element of B .

For all functions f , Dom( f ) and Rng( f ) denote the domain and range of function

f respectively.

We define the sequence, concatenation of sequences, and projection on se-
quences as follows:

Definition 2.4 (Sequence)

Let A be a set. A sequence σ= 〈σ1, . . . ,σn〉 can be represented by listing its elements

between angled brackets, where σi refers to the i -th element of the sequence and

|σ| = n denotes its length. 〈〉 denotes the empty sequence. A∗ denotes all possible

sequences from elements of the set A.

Definition 2.5 (Concatenation)

Concatenation of two sequences σ and σ
′ is denoted with σ ·σ′. Similarly, concate-

nation of an element a ∈ A and a sequence σ is denoted a ·σ.

Definition 2.6 (Projection)

For all A′ ⊆ A,σ↓A′ denotes the projection of a sequence σ ∈ A∗ on A′, e.g., 〈a, a,b,c,〉↓{a,c} =
〈a, a,c〉.

We define multi-sets, also known as bags, as follows:

Definition 2.7 (Multi-sets(bags))

Let A be a set. A multi-set M over A is a function M : A → IN . B(A) denotes the set

of all multi-sets over a finite domain A. We write e.g., M = [a,b2] for a multi-set

M over A where a,b ∈ A, M(a) = 1, M(b) = 2, and M(c) = 0 for all c ∈ A \ {a,b}. The

size of a multiset, denoted by |M |, is defined as |M | =∑

a∈A M(a).
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2.2 Process Models

Process models capture the behavior of a process and are thus an abstraction of
reality, emphasizing certain aspects of a process. The importance of modeling
business processes is illustrated by the plethora of process modeling notations,
sometimes referred to as the new “tower of Babel” [5]. In this section we discuss
two of the most commonly used low-level process modeling notations: labeled

transition systems and Petri nets. Additionally, we discuss the high-level process
modeling notation BPMN, which is commonly used in industry. In Section 3.2
we discuss several other proces modeling notations.

Process models describe if and in which order activities are to be executed.
An activity is a well-defined step in the process. We use the notion of an activity

universe to describe all possible activities, which we define as follows:

Definition 2.8 (Activity Universe)

Let A denote the activity universe, i.e., the universe of all possible activity names.

Let A
τ =A ∪ {τ}, where τ ∉A . The symbol τ represents a silent, or unobservable,

action.

Process models are usually represented in terms of graphs and have a cor-
responding graphical representation. A graph consists of nodes and arcs that
connect them. A directed graph is a graph whose edges have directions. In this
thesis, we consider graphs whose arcs have both directions and labels. Such
graphs are called labeled directed graphs. We formalize labeled directed graphs
as follows:

Definition 2.9 (Labeled Directed Graph)

A labeled directed graph is a tuple DG = (NG ,EG ,LG) where NG is a set of nodes,

LG is a set of labels, and EG ⊆ NG×LG×NG is a set of labeled edges.

2.2.1 Labeled Transition Systems

The most basic process modeling notation is a transition system [33]. A tran-
sition system consists of states and transitions. Figure 2.1 shows a transition
system consisting of 13 states and 21 transitions. The states are represented
by black circles. There is one initial state, marked by s1, and one final state,
marked by s13. Transitions are represented by arcs between two states, and
each transition is labeled with the name of an activity. Multiple arcs can have
the same label.

We define a labeled transition system in the same way as in [5]:
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Definition 2.10 (Labeled Transition System)

A labeled transition system is a tuple T S = (S, A,T ) where S is the set of states,
A ⊆A

τ is the set of activities, and T ⊆ S × A×S is the set of transitions. Sstart ⊆ S

is the set of initial states, and Send ⊆ S is the set of final states.

The sets Sstart and Send are defined explicitly. In principle S can be infinite,
however for most practical applications the state space is finite. In this case,
the transition system is also referred to as a Finite-State Machine (FSM) or a
finite-state automaton.

Transition systems are very expressive. Many process models with exe-
cutable semantics can be mapped onto a transition system [5]. Thus, analysis
techniques and notions defined for transition systems can be easily related to
other languages such as BPMN, BPEL, EPC, and Petri nets.

However, transition systems cannot express parallelism in a concise way,
since all possible sequences need to be explicitly modeled. For example, if n

activities are in parallel, this results in n! possible execution sequences. The
corresponding transition system requires 2n states and n × 2n − 1 transitions.
Therefore more powerful process modeling notations are required, such as Petri
nets which can express concurrency in a more efficient way.

2.2.2 Petri Nets

One of the best investigated process modeling languages that supports concur-
rency are Petri nets [139]. Petri nets use a very simple notation of circles repre-
senting places and squares representing transitions with arrows connecting them
in a bipartite manner. Transitions can represent a task and when executed they
consume one token, presented by black dots, from each of their input places and
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Figure 2.1: A labeled transition system with 13 states and 21 transitions.
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produce a token in each of their output places. In this way, tokens are moved
between places, and the distribution of tokens over the places indicates different
states of the process model, and is called a marking. Special markings are the
initial marking, which indicates how the process starts, and the final marking
which indicates when the Petri net is in a terminate.

An example of a Petri net model is shown in Figure 2.2. The initial marking
is [p0], which means that the model starts with a token in place p0. By firing
transition ❛ the token is consumed from place p0 and produced in place p1. After
transition ❜ has fired, there are tokens in places p2 and p3, i.e., the marking is
[p1, p3], which enables two parallel branches. Of the transitions ❞ and ❡ only
one can fire: they are in a so-called exclusive choice relation. After transition ❝

has also fired, transition ❢ is enabled and after firing consumes the tokens from
places p4 and p5 and produces a token in p6. Now again there is a choice, and if
transition ❣ fires, the token goes back to p1. If transition ❤ fires, both transition
✐ and ❥ are enabled. After transition ✐, transition ❥, or both, have fired, the
token can continue to place p11. This is done by firing a silent, or τ-transition,
denoted by the filled black transitions. These transitions do not correspond to
performing any activity and only distribute the tokens. The final marking [p12]

is reached by firing transition ❦ which places a token in p12.
We define Petri nets in a similar way as in [7]:

Definition 2.11 (Petri net, Marking)

A Petri net is a triplet N = (P,T,F ) where P is a finite set of places, T is a finite set

of transitions such that P ∩T =;, and F ⊆ (P ×T )∪(T ×P ) is a set of directed arcs,

called the flow relation. A marked Petri net is a pair (N , M), where N = (P,T,F ) is

a Petri net and where M ∈ B(P ) is a multi-set over P denoting the marking of the
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Figure 2.2: Example of a Petri net with initial marking p0 and final marking p12.
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net.

A Petri net N = (P,T,F ) defines a directed graph with nodes P ∪T and edges
F . For any x ∈ P ∪T , •x = {y |(y, x) ∈ F } denotes the set of input nodes and x• =
{y |(x, y) ∈ F } denotes the set of output nodes. A transition t ∈ T is enabled in a
marking M of net N , denoted as (N , M)[t〉, if each of its input places •t contains
at least one token. For instance, in the Petri net of Figure 2.2, transition t0 is
enabled because all of its input places, in this case p0, are marked.

An enabled transition t may fire, i.e., one token is removed from each of
the input places •t and one token is produced for each of the output places
t•. (N , M)[t〉(N , M ′) denotes that t is enabled in M and firing t results in the
marking M ′. For instance, in the Petri net of Figure 2.2, (N , [p0])[t0〉(N , [p1]),
and (N , [p1])[t1〉(N , [p2, p3]).

Let σ = 〈t1, t2, . . . , tn〉 ∈ T ∗ be a sequence of transitions. (N , M)[σ〉(N , M ′) de-
notes that there is a set of markings M0, M1, . . . , Mn such that M0 = M , Mn = M ′

and (N , Mi )[ti+1〉(N , Mi+1) for 0 ≤ i ≤ n. A marking M ′ is reachable from M if
there exists a σ such that (N , M)[σ〉(N , M ′). For instance, for the Petri net of
Figure 2.2, (N , [p0])[σ〉(N , [p12]) with σ= 〈t1, t1, t2, t4, t5, t7, t9, t12, t13〉.

In order to be able to relate activities to transitions in the Petri net, we define
a labeled Petri net in a similar way as in [7]:

Definition 2.12 (Labeled Petri net)

A labeled Petri net is a tuple N = (P,T,F, A, l ) where (P,T,F ) is a Petri net as defined

in Figure 2.2.2, A ⊆ A
τ is a set of activity labels, and l : T → A is a labeling

function. Let σ′ = 〈a1, a2, . . . , an〉 ∈A
∗ be a sequence. (N , M)[σ′〉(N , M ′) if and only

if there is a sequence σ ∈ T ∗ such that (N , M)[σ〉(N , M ′) and σ
′ = l (σ1) · l (σ2) · . . . ·

l (σ|σ|).

We define a completed trace of a Petri net, and the language that a Petri net
can produce, as follows:

Definition 2.13 (Completed traces, language of a Petri net)

Let N = (P,T,F, A, l ) be a labeled Petri net with initial marking Minit and final

marking Mfinal. A completed trace σc of a Petri net N is a σc ∈ A
∗ for which

there is a sequence σ ∈ T ∗ such that (N , Minit)[σ〉(N , Mfinal) and σc = l (σ1) · l (σ2) ·
. . . · l (σ|σ|). The language of a Petri net N , L (N ), is defined as all completed traces

that N can produce.

The (labeled) Petri net of Figure 2.2 can produce the completed traces
〈a,b,c,e, f ,h, i ,k〉 and 〈a,b,e,c, f , g ,b,c,d , f ,h, j , i ,k〉. In principle, multiple tran-
sitions may have the same label. Some transitions however are unobservable,
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such as transitions t10, t11 and t12. Furthermore, the language described by a
Petri net can be infinite. Consider for instance the Petri net of Figure 2.2, which
contains a loop. In the remainder of this thesis, with ‘Petri net’ we actually mean
a labeled Petri net.

Although the modeling language of Petri nets is basic, it allows for very
expressive descriptions of (concurrent) behavior. Together with its clear se-
mantics, it is the preferred modeling language in business process research [5].
However, it has limitations when used for describing more complicated behav-
ior. As shown in the example process model of Figure 2.2, describing a non-
exclusive choice requires additional (silent) transitions and arcs. There are sev-
eral solutions for modeling non-exclusive choice behavior, however all of them
increase the complexity and reduce readability of the process model.

2.2.3 Business Process Model and Notation (BPMN)

A business process modeling notation used extensively in industry is the Busi-
ness Process Model and Notation (BPMN)1 [143]. The main purpose of the
BPMN language is to create and document process models. In the latest ver-
sions executable semantics are provided, enabling execution of the modeled
process. The BPMN notation is supported by many tool vendors and has been
standardized by the OMG (Object Management Group) [143]. The BPMN no-
tation is rather extensive with different types of (hierarchical) activities, events,
gateways and even conversations and choreographies. This results in the full
BPMN notation containing many different symbols. Moreover, sometimes it is
hard to understand the nuances captured in a process model. Therefore, in this
thesis we only use a more commonly used subset of the notation. This subset is
simpler and commonly understood. Examples of the full BPMN notation can be
found in [142].

The formal semantics of BPMN are complex and problematic for the full
language, but well understood for the subset used in this thesis. Like for Petri
nets, token-based semantics exist for BPMN.

An example of a BPMN process model is shown in Figure 2.3. BPMN has
specific control flow operators, called gateways, to specify how the different
process model parts are related. Before task ❜, there is an exclusive choice
join, merging the two incoming branches. After activity ❜ there is a parallel
gateway, activating both outgoing branches. The branch going down reaches
an event-based gateway, followed by two event triggers. In case a message (e.g.

1Throughout the remainder of this thesis, BPMN refers to BPMN version 2.0
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e-mail) comes in, ❞ is activated. If after a certain amount of time no message
has been received, the time-out is triggered, activating ❡. When activity ❝ is also
executed, activity ❢ is enabled. Next a choice is made whether activity ❣ or ❤

is activated. Another gateway is shown after task ❤, which is the non-exclusive
or OR gateway. The behavior is the same as in the Petri net model: tasks ✐ and
❥ can be executed in parallel and at least one has to be executed before the
process can continue. After execution of activity ❦ the process is concluded.

Besides the constructs shown in Figure 2.3 others are available. For instance,
through so-called swimlanes, it can be indicated which group or role executes a
particular activity. Additionally, BPMN proces models may contain information
regarding which activities use which documents or data objects, how messages
flow and how participants within the process interact. However, research [189]
has shown that typically less than 10 different symbols are used, while more
than 50 distinct graphical elements are available.

2.3 Event Logs

An event log stores the execution history of a process. Table 2.1 shows an ex-
cerpt of an example dataset used for process mining. Our example log stores
some execution history of a loan application process (see Section 1.2.1). An
event log contains data related to a single process. Each line in the table repre-
sents one event and each column represents an attribute of this event. An event
is associated with a case, or process instance. In Table 2.1 the events are already
grouped by case and sorted chronologically. The sequence of events that is re-
corded for a process instance is called a trace. The first recorded event in the
table is related to case 1 and represents the execution of the activity ❘❡❣✐st❡r

❛♣♣❧✐❝❛t✐♦♥ by Pete on December 30, 2010. Additional attributes can be re-
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Figure 2.3: Example of a BPMN model.
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Table 2.1: Example event data (from [5]).

Case id Event id Properties
Timestamp Activity Resource Cost . . .

1 35654423 30-12-2010 11:02 Register application Pete 50 . . .
35654424 31-12-2010 10:06 Check credit Sue 400 . . .
35654425 05-01-2011 15:12 Calculate capacity Mike 100 . . .
35654426 06-01-2011 11:18 Check system Sara 200 . . .
35654427 07-01-2011 14:24 Reject request Pete 200 . . .
35654427 08-01-2011 09:03 Send decision e-mail Pete 200 . . .

2 35654483 30-12-2010 11:32 Register application Mike 50 . . .
35654485 30-12-2010 12:12 Calculate capacity Mike 100 . . .
35654487 30-12-2010 14:16 Check credit Pete 400 . . .
35654488 05-01-2011 11:22 Accept request Sara 200 . . .
35654489 08-01-2011 12:05 Send decision e-mail Ellen 200 . . .

3 35654521 30-12-2010 14:32 Register application Pete 50 . . .
35654522 30-12-2010 15:06 Check system Mike 400 . . .
35654524 30-12-2010 16:34 Check credit Ellen 100 . . .
35654525 06-01-2011 09:18 Calculate capacity Sara 200 . . .
35654526 06-01-2011 12:18 Accept request Sara 200 . . .
35654527 06-01-2011 13:06 Send decision e-mail Sean 400 . . .

4 35654641 06-01-2011 15:02 Register application Pete 50 . . .
35654643 07-01-2011 12:06 Check credit Mike 100 . . .
35654644 08-01-2011 14:43 Calculate capacity Sean 400 . . .
35654645 09-01-2011 12:02 Reject request Sara 200 . . .
35654647 12-01-2011 15:44 Send decision e-mail Ellen 200 . . .

...
...

...
...

...
...

...

lated to this event such as the incurred cost, data attributes entered, etc. Events
need to be uniquely identified, which is achieved by assigning unique identi-
fiers. It is important that each event is related to a case and that events are
sorted. In general the timestamp of execution is used to sort events chronologi-
cally. The resulting sequence of events is referred to as a trace. The times shown
in Table 2.1 should be interpreted as completion times, i.e., the time when the
corresponding activity was completed. In general events can also be recorded
to register when activities are started, paused and resumed, etc. For a more
complete overview of the different state changes of activities that can be recor-
ded we refer to [5]. In the remainder of this thesis, when we refer to an event,
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we usually refer to the completion of the corresponding activity. Furthermore,
please note that an activity can be executed multiple times for the same case,
resulting in different events relating to the same activity and case.

We formalize an event log as follows:

Definition 2.14 (Trace, Event Log)

Let A ⊆A be a set of activities. A trace t ∈ A∗ is a sequence of activities. An event
log L ∈B(A∗) is a multiset of traces.

The trace for case 1 of Table 2.1 is 〈register application,check credit,

calculate capacity,check system,reject request,send decision e-mail〉. For con-
venience we abbreviate full activity names to single letters, e.g., the trace for
case 1 then becomes 〈a,b,c,d , f , g 〉. The event log of Table 1.2a for instance can
be represented as [〈a,b,c,d , f , g 〉38,〈a,b,d ,c, f , g 〉26, . . . ,〈a,c,b, f , g 〉]. In practice,
each event and trace contains more information that can be considered. In the
remainder of this thesis we refer to traces and events, and only consider a trace
to be a sequence of activities.

An event log can be related to a process model, for instance a Petri net, via
the activities in the process model and traces of the event log. For instance, we
can say that a trace t in an event log L (i.e., t ∈ L) can be replayed in a Petri net
N if t ∈ L (N ). Note however that, even when an event log contains observed
behavior that can be related to a specific process, not all traces of the event log
have to fit the associated process model perfectly.

The event data shown in Table 2.1 can be easily converted into an event

log. An event log is a pre-defined structure for storing event data. The de facto
standard for storing event logs on disk is the XES [176] event log format. XES
stands for eXtensible Event Stream and is the successor of the popular MXML [65]
event log format. The XES standard stores information regarding the event log
as a whole, the traces, and the events belonging to the traces.
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Process Trees

One of the main requirements for process discovery algorithms is to produce
correct, also referred to as sound, process models, as is mentioned as Chal-
lenge 1 in Section 1.3. And although the correctness of a process model can
be verified, making an incorrect process model correct is not always possible.
Therefore, this chapter introduces process trees as a process model notation that
guarantees soundness. Besides soundness, process trees are also easy to trans-
late into various other process modeling notations, thus addressing Challenge
2. Moreover, the translated process models are inherently structured and thus
easier to understand.

Section 3.1 discusses several general requirements for process modeling no-
tations in the context of process discovery, of which soundness is the most im-
portant requirement. Section 3.2 lists several commonly used process modeling
notations. In Section 3.3 we then evaluate to what degree these process model-
ing notations meet the requirements discussed in Section 3.1. Next we present
our process tree notation in Section 3.4. Translations to and from process trees
are discussed in Section 3.5 and Section 3.6 concludes this chapter.

3.1 Requirements

When choosing a process modeling notation to use for process discovery, one
has to be fully aware of the implications of such a representational bias [4,
6, 11]. Choosing a suitable process model notation for process discovery is a
very important design decision. The choice of process model notation has great
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impact on the (im)possibilities of the algorithm. Therefore, in this section we
list the most important requirements that should be considered when choosing
which process modeling notation to use.

3.1.1 Soundness and Relaxed Soundness

As mentioned in Section 1.3 as Challenge 1, it is important that processes are
error-free, i.e., sound. Soundness is a domain-independent but crucial property
that any process model should satisfy [69,133]. However, many process model-
ing notations allow for the creation of unsound models [5,13,101,143]. While
soundness can be determined for some (subclasses of) process modeling nota-
tions [16,172,173], for highly expressive modeling notations this is not always
possible [15,16,67].

Since soundness is defined differently for various notations, we use the def-
inition from [5,16] for Petri nets, which define soundness as:

1. Option to complete: for each possible marking a process can be in, it should
always be possible to reach the final marking.

2. Proper completion: when the process model reaches its final marking (i.e.,
is finished), no other work should be left.

3. No dead transitions: all parts of the process model are potentially reach-
able.

Violating any of these three properties makes a process model unsound. Fig-
ure 3.1 shows three Petri nets that each violate a rule. For each of these Petri
nets place i is the initial marking (Minit = [i ]), i.e., the only place that initially
contains a token. Furthermore, each of the Petri nets is finished when there
is a token in place o and nowhere else, hence Mfinal = [o] is the final marking.
The first Petri net, shown in Figure 3.1a, does not have the option to complete.
The final marking [o] cannot be reached once activity ❝ fires, since activity ❞

will never be enabled. In the Petri net shown in Figure 3.1b the proper comple-
tion property is violated. The final marking can never be reached since there
is a token remaining in place p1, after transitions ❝ and ❞ have fired, allowing
for activities to still be executed. Hence marking [o] is unreachable. The third
soundness property is violated in the Petri net shown in Figure 3.1c. In this Petri
net transition ❝ can never be executed since there is never a token both in place
i and p1 at the same time.
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Whether a process model violates one or more of these requirements cannot
always be detected [173]. Moreover, when a violation is detected, repairing
the model is often far from trivial. The main problem is that several solutions
allowing for different behaviors may be possible, making it hard to choose a
solution. Therefore, we propose to prevent the creation of unsound process
models.

The notion of relaxed soundness [16, 62] is a relaxation of the previous
soundness notion. Relaxed soundness states that a Petri net is sound if every
transition is on a path from the initial marking to the final marking, and thereby
drops the proper completion requirement. Intuitively this means that there exist
enough executions which terminate properly, i.e., without violating the proper
completion requirement. ‘Enough’ in this case means that each transition is
covered. The relaxed soundness notion is meant to be closer to the intuition of
the modeler. However, it allows for execution sequences without proper com-
pletion, and therefore is still not desirable since not all analysis algorithms can
handle this.

3.1.2 Expressiveness

The second requirement for process model notations is that of expressiveness.
The behavior of the main process model notations has been characterized using

i

a p1 b o

c p2 d

(a) Petri net with no option to complete (af-
ter ❝ fires the final marking cannot be
reached)

i

a p1 b o

c p2 d

(b) Petri net with no proper completion (to-
ken left in place p1 after firing ❝ and ❞)

i

a p1 b o

c

(c) Petri net with a dead transition ❝

Figure 3.1: Examples of unsound Petri nets.
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an extensive collection of control flow patterns [17]. Based on these patterns,
we can conclude that a process model notation should be able to express the
following key aspects of process behavior:

1. Concurrency between different parts of the process is one of the essential
behavioral aspects that a process modeling notation should cover. Since
work is often done by different teams of users, different parts of a case can
be executed in parallel. Enumerating all possible interleavings does not
result in a readable process model, since the total number of interleavings
is exponential in the number of activities, and in case of loops even infi-
nite. Therefore, the process modeling notation should be able to express
concurrency between different parts of the process.

2. Silent actions, although not related to a concrete activity, often express
crucial control-flow aspects such as the possibility to skip an activity. If
the chosen notation does not support silent actions, certain control-flow
constructs cannot be expressed and hence can not be discovered by the
discovery algorithm.

3. Duplication of activity labels should be allowed. The same activity can pos-
sibly be executed in different parts or states of the process, and therefore
it should be possible to model the same activity multiple times within the
same process model.

4. Non-free-choice behavior in a process, i.e., choices that depend on deci-
sions made earlier in the process, should be captured. If the notation
cannot support such long-term dependencies, then a discovery algorithm
is not able to correctly express these in a concise way.

5. The non-exclusive (‘OR’) control-flow construct is a higher-level construct
that is hard to express in a lower-level notation such as Petri nets. The
notation should natively support OR constructs to allow a discovery al-
gorithm to express this construct. Besides native support, the semantics
of the OR construct should be clearly defined in all situations. A lot of
research has been done on the OR-join semantics for different process
model notations [13, 108, 185, 186]. However, only a few robust imple-
mentations have been proposed [108, 185]. This makes expressing non-
exclusive behavior in a process modeling notation a difficult task, since it
could depend on the semantics used whether a process model is sound.

Together, these five requirements cover the basic aspects of control flow ex-
pressiveness of process modeling notations.
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3.1.3 Understandability

The discovered process model will be interpreted by the process owner or a
process modeling specialist. Therefore, the chosen representation of the pro-
cess model is crucial for the understandability, and thus the usability, of the
discovered process model. Seven process modeling guidelines are mentioned
in [132]. Although these relate to process modeling, and not process discovery,
they do describe crucial aspects of the ease of understanding process models by
the end users.

The key aspect is size: bigger models are harder to read than smaller models.
This does not only refer to the number of nodes (e.g. tasks, events) but also
to the number of routing paths between them. Related to this is hierarchy
in a process model [4, 132]. Especially for larger process models, the ability
to group activities hierarchically together makes the process model easier to
understand for the user. Using the information available in the event log, a
process discovery algorithm could be able to automatically infer a hierarchy for
the process model. However, if the representational bias does not allow for the
grouping of activities into sub-processes, a process discovery algorithm always
finds a flat process model.

Other key features to make a process model understandable are the use of
only one start and end place (or activity), and avoiding OR routing and other
complex control flow constructs.

Our third requirement therefore is that the process modeling notation should
have a representation that is easy for humans to understand.

3.1.4 Formal Semantics

When a process model is discovered from an event log the analysis does not
end. Other algorithms can perform further analysis based on the discovered
process model. In order for these algorithms to understand and correctly inter-
pret a process model, the model has to have clear formal semantics [1, 183].
Although this sounds trivial, for some popular process modeling notations the
semantics are complex or incomplete [57, 64, 108, 185]. For instance the ex-
act semantics of an OR-join can be interpreted in different ways resulting in
different interpretations of the same modeling construct.

Therefore, the fourth requirement is that the process model should have
clear semantics. In case there are multiple ways in which the semantics of a
process model can be interpreted, the process discovery algorithm should be
clear on which interpretation is to be used.
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3.1.5 Suitable for the Process Discovery Algorithm

One should not forget that the chosen process model notation should be suit-
able for the process discovery approach in mind. The difference between graph-
structured and block-structured modeling notations for instance is important [4].
Usually, the chosen representation and the approach of the process discovery
algorithm are tightly coupled [28,180]. Depending on the approach, some (in-
ternal) notations make more sense than others. Furthermore, the ability of a
process model to express certain behavior is only of use if the process discov-
ery algorithm is able to discover this behavioral construct. A process modeling
notation with less expressive power is therefore not a bad idea if the process
discovery algorithm is not able to find more complicated behavioral constructs.

Therefore the fifth requirement is that the chosen process modeling notation
should be suitable for the process discovery algorithm, and vice versa.

3.2 Common Process Modeling Notations

The importance of modeling business processes is illustrated by the plethora of
process modeling notations, sometimes referred to as the “new Tower of Ba-
bel” [5]. In Section 2.2 we discussed labeled transition systems, Petri nets, and
BPMN. In this section we address some of the other commonly used process
modeling notations. Each of the notations has a different level of expressive-
ness, as is shown by the different example processes provided in this section.

In Section 3.3 we evaluate these common notations based on the require-
ments discussed in Section 3.1.

3.2.1 Hidden Markov Models

Hidden Markov models are an extension of ordinary Markov processes. An ex-
ample of a hidden Markov model is shown in Figure 3.2. A hidden Markov
model has a set of states, represented by circles, and transition probabilities.
Moreover, unlike standard Markov models, in each state an observation is pos-
sible, represented by squares, but the state itself remains hidden. Observations
have probabilities per state as shown in Figure 3.2, e.g. in state s4 there is a
chance of 0.75 of observing activity ❞, and of 0.25 of observing activity ❡.

Three fundamental problems have been investigated for hidden Markov
models [5,26]:
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1. Given an activity sequence, how to compute the probability of the se-
quence given a hidden Markov model?

2. Given an activity sequence and a hidden Markov model, how to compute
the most likely “hidden path”, in the model?

3. Given a set of activity sequences, how to derive a hidden Markov model
that maximizes the probability of producing these sequences?

The last problem is related the most to process discovery, but is also the most
difficult problem. Although hidden Markov models are versatile and relevant to
process mining, there are several complications [5]. First of all, there are many
computational challenges due to the time-consuming iterative procedures. Sec-
ond, current techniques for discovering a hidden Markov model from observed
behavior require the number of hidden states to be predefined. Third, the re-
sulting hidden Markov models are typically not very accessible for the end user.
Accurate models are typically large and even for small examples the interpre-
tation of the states is difficult. Clearly, hidden Markov models are at a lower
abstraction level than modeling notations such as BPMN and Petri nets.

3.2.2 Yet Another Workflow Language (YAWL)

YAWL (which stands for “Yet Another Workflow Language”) is an open-source
process execution engine with a corresponding process modeling and execution
language [101]. The aim of YAWL is to offer comprehensive support for the
workflow patterns [17], covering not only the control flow perspective but also

s1 s2 s3

s4 s5

s6 s7 s8 s9 s10

s11

0.5

0.5

0.75

0.25

a b c d e fg h i j k

0.75 0.25

0.25

0.75 0.75 0.75

Figure 3.2: An example HMM model, with 11 (hidden) states and 11 possible observa-
tions. All arcs shown have weights attached, only weights not equal to 1.0

are shown.
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data patterns, resource patterns, and exception patterns, while at the same time
keeping the language relatively simple. In this chapter, we restrict ourselves to
the control flow perspective.

Figure 3.3 shows an exemplative process in the YAWL notation. The notation
of YAWL has been derived from Petri nets. The initial and final states are marked
clearly by places filled respectively with a play and stop symbol. Furthermore,
for the tasks the split and join semantics can be specified. Task ❜ for instance
has XOR-join semantics, as is indicated by the rectangle facing with the tip
towards the incoming arrows. At the same time ❜ has AND-split semantics, as
is indicated by the rectangle facing with the long edge towards the outgoing
arrows. Although the exclusive split and join semantics can be made explicit
in the tasks, the deferred choice is also still available by using the conventional
Petri net notation, as is shown between tasks ❞ and ❡. After ❜ is executed, it is
also possible to execute ❣, which cancels the execution in the boxed region of
the process model. Task ❢ demonstrates AND-join semantics, and by executing
❢, ❣ is disabled. Task ❢ is followed by task ❤ which has OR-split semantics,
for which the enabled outgoing arcs (at least one) are evaluated using data
conditions.

YAWL is both a rich proces modeling language and an open-source workflow
system. The YAWL language has a sound underlying formalization, and is based
on the workflow patterns [17]. At the same time the YAWL language is kept
simple. Moreover, YAWL models are executable in the YAWL workflow system.
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Figure 3.3: An example YAWL process model where ❣ cancels a region.
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3.2.3 Event-Driven Process Chains (EPCs)

The Event-Driven Process Chain (EPC) [159] is another graphical process mod-
eling notation, originally introduced in the context of SAP R/3. An example of
an EPC model is shown in Figure 3.4. EPCs are based on activities, functions in
EPCs, and events. Both functions and events have exactly one input and one out-
put arc. A notable exception are the start and end events which have only one
outgoing or one incoming arc, respectively. Furthermore, functions and events
should alternate, i.e., no two events or two functions can be connected either
directly or through a path of connectors. Additionally, EPCs have connector
nodes, much like the gateways of BPMN. Connector nodes support the control
flow constructs of parallelism, exclusive choice and non-exclusive choice. The
EPC notation was one of the first notations allowing for non-exclusive (i.e., OR)
splits and joins. However, no clear semantics nor reference implementations
were provided [13].

EPCs are supported by commercial products such as ARIS and SAP R/3.
However, EPCs also have much of the same issues as the other languages we
discussed. Since EPCs contain higher-level constructs, as do the BPMN and
YAWL languages, all kinds of subtle semantic problems may arise. For instance
the execution semantics of the vicious circle, where several OR-connectors wait
on each other, is not handled by the EPC definition [108].

3.2.4 Causal Nets

A Causal net (or C-net) is a process model notation tailored towards process
discovery [9]. All of the process modeling languages described so far connect
activities (i.e., transitions (Petri nets), tasks (YAWL and BPMN), and functions
(EPC)) through model elements indicating state and/or control flow (i.e., places
(Petri nets), conditions, connectors and events (EPC), gateways and events
(BPMN)). These elements however do not explicitly leave their footprints in
an event log, which is the input for process discovery. A causal net is a graph
where nodes represent activities and arcs represent causal dependencies. Each
activity has a set of possible input bindings and a set of possible output bindings.
An example of a causal net is shown in Figure 3.5, which describes the same
process as the examples of the previous proces modeling notations. Activity ❛

has only an empty input binding as this is the start activity. There is only one
possible output binding: {❜}. Activity ❜ however has two possible input bind-
ings: {❛} and {❣}, hence ❜ is preceded by ❛ or ❣. After execution of ❜ two
output bindings can be triggered: {❝,❞} or {❝,❡}, indicating that activity ❝ is al-
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Figure 3.4: An example EPC model.
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ways enabled, together with either activity ❞ or ❡. The non-exclusive split after
activity ❤ is expressed by indicating that each of the two exiting branches can be
activated alone, or both can be activated. The way causal nets denote activity
bindings allows for a concise way of encoding activity relations.

As a downside, causal nets are hard for humans to quickly read and under-
stand. This is mainly caused by the information density, i.e., the control flow
is encoded in the arcs, and not by explicit symbols. The main disadvantage
however is that causal nets are tailored towards process discovery, and not pro-
ces modeling. In essence, this means that a given sequence of activities can be
verified if it fits a given causal net. However, causal nets are not intended to pro-
vide executionable semantics since they do not fix the moment of choice (they
use trace-based semantics). Therefore, causal nets are mainly used as an inter-
mediary process model notation for process discovery algorithms to discover a
process model. The causal net is then later translated to a more human-friendly
visual representation.

3.2.5 Heuristics Net

A Heuristics net is produced by the heuristics miner [180, 181]. A Heuristics
net is in essence another representation of a causal net, where the activity bind-
ings can be visualized as choices in a BPMN notation style. An example of a
heuristics net is shown in Figure 3.6. Multiple arcs exiting from an activity
are activated simultaneously, and are thus executed in parallel. It should be
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Figure 3.5: An example causal net.
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noted however, that some relations are not expressed correctly, such as the OR
construct between ✐ and ❥.

3.2.6 Fuzzy Models

Fuzzy models are the output format used by the fuzzy miner [96, 97]. An ex-
ample of a fuzzy model, based on the behavior as described by the previous
models, is shown in Figure 3.7a. Fuzzy models are called fuzzy because they
have no explicit semantics and are only based on heuristic replay semantics.
The arcs in a Fuzzy model represent a causal relationship. In Figure 3.7 for
instance it is encoded that ❛ is always followed by ❜. It is also shown that af-
ter ❜, activities ❝, ❞ and ❡ appear in any order, and among them also causal
dependencies exist. However, the exact control-flow construct between these
activities remains unclear. The benefit of the Fuzzy models however is that they
allow for aggregation of parts of the model. Figure 3.7b shows an instance of
an aggregated version of the Fuzzy model of Figure 3.7a, where activities ❞, ❡,
❣, ❤, ✐ and ❥ are combined together.

3.2.7 Process Algebras

Process algebras (sometimes also referred to as ‘process calculus’) allow for the
description and analysis of concurrent systems [32, 84, 135]. Many different
process algebra languages exist but in this thesis we mainly consider process
algebras on a high level, while we provide examples using the Calculus of Com-
municating Systems (CCS) process algebra [135]. The main purposes of a pro-
cess algebra are the description and analysis of processes, and most importantly
reasoning about the equivalences between processes. All process algebras have
in common that they are able to represent interactions between processes as
communication between them. Furthermore, they can describe processes and
systems using a small collection of primitives and operators for combining those
primitives. Basic operators of process algebras are the parallel composition of

Figure 3.6: An example of a Heuristics net (with split-join semantics shown).
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(a) Example of a Fuzzy model with-
out aggregation.

(b) Example of an aggregated
Fuzzy model.

Figure 3.7: Example of Fuzzy models describing the same behavior as the previous mod-
els.
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processes, sequentialization of interactions, hiding of interaction points and re-
cursion of process replication.

In the process algebra CCS [135] the processes as modeled in Figure 3.4 and
Figure 3.5 can be defined as follows:

P ::= a.P1.h.P3.k

P1 ::= P2.(;+ g .P1)

P2 ::= b.(c|(d +e)). f

P3 ::= (i + j + (i | j ))

Activities are indicated with lower case letters, and a process definition can
refer to other process definitions. Activities and processes are put in sequence
using ‘.’, in choice using ‘+’ and in parallel using ‘|’. The main process definition,
P , consists of a sequence of activity ❛, process P1, activity ❤, process P3 and
activity ❦. Process P1 defines a loop, where first P2 is executed, followed by
nothing or activity ❣ followed by P1 again (i.e., a recursive call). Process P2

contains a sequence of activities including parallelism between ❝ and the choice
between ❞ and ❡. Process P3 describes an OR construct between activities ✐ and
❥, where one of them, or both in parallel can be executed.

3.3 Process Modeling Notations versus

Requirements

In Table 3.1 the requirements for process modeling notations of Section 3.1
are set out against the process modeling notations most often used in process
discovery.

The first requirement of inherent soundness is satisfied by the transition sys-
tem, hidden Markov model, fuzzy model and process algebra notations. Hidden
Markov models and transitions systems are sound under the assumption that
every deadlock state is also a final state, which in general is the case. Fuzzy
models are inherently sound since they have no semantics and only represent
causal dependencies [96]. Process algebras are inherently sound if they do not
communicate [84]. Furthermore, since process algebras are block-structured,
there cannot be a mismatch between splits and joins. Although the other nota-
tions allow for potentially unsound process models, the process discovery algo-
rithm can still prevent this. In Section 6.9 however we show that many process
discovery algorithms may return unsound process models.

All common process modeling notations have support for concurrency, a
crucial construct in process models. Transition systems and hidden Markov
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Table 3.1: Classification of common process modeling notations on process modeling
notation requirements.
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Transition Systems [33] ✓ ✗ ✓ ✓ ✗ ✗ ✗ ✓

Hidden Markov models [26] ✓ ✗ ✓ ✓ ✗ ✗ ✗ ✓

Petri nets [139] ✗ ✓ ✓ ✓ ✓ 2 2 ✓

YAWL [101] ✗ ✓ ✓ ✓ ✓ ✓ ✓ ✓

BPMN [143] ✗ ✓ ✓ ✓ ✓ ✓ ✓ ✗

EPCs [159] ✗ ✓ ✓ ✓ ✓ ✓ 2 ✗

Causal Nets [9] ✗ ✓ ✓ 2 ✓ 2 ✗ 2

Fuzzy Models [96] 2 ✓ ✗ ✗ ✗ ✗ ✓ ✗

Heuristics Nets [181] ✗ ✓ ✗ ✗ ✓ ✗ ✗ ✓

Process Algebras [84] ✓ ✓ ✓ ✓ ✗ ✗ ✓ ✓

models do not support concurrency, as they are a low level modeling language.
There, one needs to list all interleavings.

Silent actions are supported by all but the heuristics net and fuzzy model. In
the case of the fuzzy model silent actions are not required because of the lack
of semantics, while the heuristics net has no way of expressing silent actions.

Duplication of activities is not possible in heuristic nets and in fuzzy mod-
els. Causal nets support duplication of activities via an extension by Alves de
Medeiros [27].

Non-free-choice behavior cannot be expressed by transitions systems, hid-
den Markov models, causal nets, fuzzy models and process algebras. Since both
transition systems and hidden Markov models describe states and transitions
between states, a choice is always local. Fuzzy models cannot express non-free-
choice behavior because they do not express choices at all, only causal depen-
dencies. And since process algebras do not allow for dependencies between
different parts of the formula, they cannot express non-free-choice behavior be-
tween different parts of the process.
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The OR-construct is not natively supported by transition systems, hidden
Markov models, Petri nets, causal nets, the heuristics and fuzzy models, and
process algebras. Transition systems and hidden Markov models do not support
the OR-construct because they do not support concurrency. Therefore, they ex-
plicitly model all possible execution sequences. For Petri nets and causal nets
the OR-construct can be expressed by encoding all allowed executions. How-
ever, there is no native support for the OR-construct. The heuristics and fuzzy
models, as well as process algebras, do not support the OR-construct at all. It
should also be noted that for YAWL, BPMN and EPC the OR-join is not specified
for all situations [13,108,185,186].

Hierarchy is supported natively by YAWL, BPMN, Fuzzy models, and process
algebras. Extensions exist for Petri nets [81, 103] and EPCs [131] to include
hierarchy but this is not supported in the basic definition.

The BPMN, EPC and Fuzzy modeling notations have no clear semantics.
For the fuzzy model this is a deliberate choice, hence the name ‘fuzzy’. The
BPMN and EPC notations however have some semantics that work in easy and
straightforward cases, but for more complicated situations different semantics
have been proposed [64, 108, 185]. It should be noted that YAWL has clear
formal semantics, especially regarding the OR-join.

3.4 The Process Tree Notation

The comparison of different process modeling notations with the requirements
for process modeling notations makes it clear that currently there is no perfect
process modeling notation. More importantly, very few notations guarantee
soundness of the process models. Notable exceptions are the Fuzzy model no-
tation and process algebras. However, Fuzzy models have no clear semantics.
Process algebras are block-structured and therefore always sound (if they are
not communicating). And although process algebras are suitable for reasoning
about processes, they are not the proper way to communicate a proces descrip-
tion to a user. The process tree notation introduced in this section allows for
easy reasoning over, and manipulation of, the model. This is a crucial property
for the evolutionary process discovery framework we present in this thesis.

Block-structured process models are inherently sound because they require
that each control-flow split has a corresponding join of the same type. Fur-
thermore, they do not allow for any dependencies or arcs to enter or exit in
between the join and split, so they keep dependencies local. Graph-based no-
tations, such as Petri nets, YAWL and BPMN, can be made block-structured but
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the graph-based notation does not make this easy.
Several block-structured process modeling languages exist, such as XRL [114],

XLang [169], BPEL [144] and Little-JIL [123]. However, all of these languages
are targeted at the execution of business processes, and not at the design of
these processes. Although this means that they have proper formal (or at
least executable) semantics, they are not suitable for process discovery. Within
process discovery the aim is mainly to discover the control flow of a process,
while the additional information required to be able to actually execute the
process cannot be discovered in general. Moreover, the representation of these
languages does not always enforce the block-structure, although only block-
structured models are valid.

A more suitable basic representation for block-structured processes seems to
be a tree notation. Since each split has a corresponding join, and nothing en-
tered or escaped in-between, the split and join do not need to be modeled sep-
arately. This means that a tree is inherently sound, since split-join mismatches
cannot occur. Therefore we use process trees to express block-structured pro-
cesses in a tree structure.

An example process tree and its translation to a Petri net is shown in Fig-
ure 3.8. The root node of the process tree of Figure 3.8a is a sequence operator,
as is indicated by the →-symbol. It defines that its children are to be executed
in a sequence from left to right. Hence, the next child can only start when the
previous child is completely finished. The first child of this root node is the ac-
tivity ❛. The second child of the root node is the parallel operator, indicated by
the ∧-symbol. It allows the execution of activities ❜ and ❝ in any order. The next
sibling is a choice, indicated by the ×-symbol, between ❞ and ❡. Finally, activity
❢ is executed. The Petri net shown in Figure 3.8b describes the behavior of the
process tree. Both the process tree and the Petri net allow for the following four
traces: 〈a,b,c,d , f 〉,〈a,b,c,e, f 〉,〈a,c,b,d , f 〉,〈a,c,b,e, f 〉.

More formally, a process tree can be defined as follows:

Definition 3.1 (Process Tree)

Let A ⊆A be a finite set of activities. A process tree (PT) is a tuple PT = (N ,r,m,c),

where:

• N is the non-empty (ordered) set of nodes in the process tree, which is parti-

tioned in two sets, NL for the leaf nodes and NO for the operator nodes such

that NL ∪NO = N and NL ∩NO =;.

• r ∈ N is the root node.
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• O is the set of operator types: O = {→,←,×,∧,∨,	}.

• m : N → A ∪O is a mapping function, mapping each node to an operator or

activity: m(n) =
{

a ∈ A∪ {τ} if n ∈ NL

o ∈O if n ∈ NO

• c : N → N∗ is the child-relation function:

c(n) = 〈〉 if n ∈ NL

c(n) ∈ N+ if n ∈ NO

such that

– each node except the root node has exactly one parent:

∀n ∈ N \{r } : ∃p ∈ NO : n ∈ c(p)∧Øq ∈ NO : p 6= q ∧n ∈ c(q);

– the root node has no parent:

Øn ∈ N : r ∈ c(n);

– each node appears only once in the list of children of its parent:

∀n ∈ N : ∀1≤i< j≤|c(n)| : c(n)i 6= c(n) j ;

– a node with a loop as operator type has exactly three children:

∀n ∈ N : (m(n) =	) ⇒|c(n)| = 3.

→

f×

ed

∧

cb

a

(a) Example Process Tree

a

b

c

d

e

f

(b) Petri net translation

Figure 3.8: Example process tree and its Petri net translation.
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• s : N → N∗ is the subtree function, returning all nodes of n in a pre-order:

s(n) =
{

n if n ∈ NL

n · s(c(n)1) · . . . · s(c(n)|c(n)|) if n ∈ NO

• A tree cannot contain loops:

∀n ∈ N \{r } : ∃p ∈ NO : n ∈ c(p)∧p ∉ s(n)

• A node n ∈ N can be denoted in shorthand as follows: n = t〈n1, . . . ,nk〉 where

t = m(n) and 〈n1, . . . ,nk〉 = c(n).

Definition 3.1 describes an ordered (rooted) labeled tree structure, where
the pre-order relation ≺ sorts the nodes in a tree. Moreover, each node has one
or more child nodes, except for the leaves.

Process trees have six different operators: sequence (→), the reversed se-
quence (←), exclusive-choice (×), parallelism (∧), non-exclusive choice (∨) and
the loop (	). The language of a process tree is defined as follows:

Definition 3.2 (Process Tree Language)

Let A ⊆ A be a set of activities and let PT = (N ,r,m,c) be a process tree. The

language of a Process Tree L : N → A∗ is defined as the language of the root note:

L (r ). The language of a node n in a Process Tree is defined as follows:

• if m(n) = τ, then L (n) = {〈〉}

• if m(n) = a ∈ A, then L (n) = {〈a〉}

• if m(n) ∈O and c(n) = 〈n1, . . . ,nk〉, then

– if m(n) = →, then L (n) = {σ|∃σ1∈L (n1)...σk∈L (nk ) : σ=σ1 · . . . ·σk }

– if m(n) = ←, then L (n) = {σ|∃σ1∈L (n1)...σk∈L (nk ) : σ=σk · . . . ·σ1}

– if m(n) = ×, then L (n) = {σ|∃1≤i≤k : σ ∈L (ni )} =⋃

1≤i≤k L (ni )

– if m(n) = ∨, then L (n) = {σ ∈ A∗|σ = 〈〉 ⇒ (∃n′∈c(n) : 〈〉 ∈ L (n′))∧σ 6=
〈〉⇒ (∃ f :{1...|σ|}→c(n) : ∀n′∈Rng( f ) : σ↓n′ ∈L (n′))}

– if m(n) = ∧, then L (n) = {σ ∈ A∗|σ= 〈〉⇒∀n′∈c(n) : 〈〉 ∈L (n′)∧
σ 6= 〈〉 ⇒ (∃ f :{1...|σ|}→c(n) : ∀n′∈Rng( f ) : σ↓n′ ∈ L (n′)∧∀n′∈c(n)\Rng( f ) : 〈〉 ∈
L (n′))}

– if m(n) =	, then L (n) = {σ1·σ2·σ3 ∈ A∗|σ1 ∈L (c(n)1)∧σ3 ∈L (c(n)3)∧
σ2 ∈ f (c(n)2,c(n)1)} with f : N × N → A∗ : f (n1,n2) = {σ|σ = 〈〉∨ (σ =
σ1 ·σ2 ·σ3 ∈ A∗∧σ1 ∈L (n1)∧σ2 ∈L (n2)∧σ3 ∈ f (n1,n2))}
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Consider for instance the process tree of Figure 3.8a which can be writ-
ten in shorthand as →〈a,∧〈b,c〉,×〈d ,e〉, f 〉. The language of the node ∧ 〈b,c〉 is
{〈b,c,〉,〈c,b〉}, and the language of × 〈d ,e〉 is {〈d〉,〈e〉}. The language of the whole
tree is {〈a,b,c,d , f 〉,〈a,c,b,d , f 〉,〈a,b,c,d ,e〉,〈a,c,b,d ,e〉}. Furthermore, the lan-
guage of the process tree described by ∨〈a,b〉 is {〈a,b〉,〈b, a〉,〈a〉,〈b〉}. The lan-
guage of the process tree with a loop, 	 〈a,b,c〉 is {〈a,c〉,〈a,b, a,c〉,〈a,b, a,b, a,c〉
, . . .}, which is infinite.

Figure 3.9 shows a slightly more complicated process tree which contains all
operators, except the ←-operator. This process tree can be written in shorthand
as 	 〈a,×〈→ 〈b,c,∨〈d ,e,〉〉,∧〈 f , g 〉〉,h〉. The language of this process tree, L (n0),
can be defined as follows:

• L (n7) = {〈d〉}.

• L (n8) = {〈e〉}.

• L (n6) = {〈d〉,〈e〉,〈d ,e〉,〈e,d〉} with for

– 〈d〉, f is defined as f (1) = n7 and 〈d〉↓n7
= 〈d〉 ∈L (n7);

– 〈e〉, f is defined as f (1) = n8 and 〈e〉↓n8
= 〈e〉 ∈L (n8);

– 〈d ,e〉, f is defined as f (1) = n7 and f (2) = n8 and 〈d ,e〉↓n7
= 〈d〉 ∈

L (n7) and 〈d ,e〉↓n8
= 〈e〉 ∈L (n8);
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Figure 3.9: Example process tree with for each node the associated index.
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– 〈e,d〉, f is defined as f (1) = n8 and f (2) = n7 and 〈e,d〉↓n7
= 〈d〉 ∈

L (n7) and 〈e,d〉↓n8
= 〈e〉 ∈L (n8);.

• L (n4) = {〈b〉}.

• L (n5) = {〈c〉}.

• L (n3) = {〈b,c,d〉,〈b,c,e〉,〈b,c,d ,e〉,〈b,c,e,d〉} = 〈σ4,σ5,σ6〉 with σ4 ∈L (n4),
σ5 ∈L (n5) and σ6 ∈L (n6).

• L (n10) = {〈 f 〉}.

• L (n11) = {〈g 〉}.

• L (n9) = {〈 f , g 〉,〈g , f 〉} with for

– 〈 f , g 〉, f is defined as f (1) = n10 and f (2) = n11 and 〈 f , g 〉↓n10
= 〈 f 〉 ∈

L (n10) and 〈 f , g 〉↓n11
= 〈g 〉 ∈L (n11);

– 〈g , f 〉, f is defined as f (1) = n11 and f (2) = n10 and 〈g , f 〉↓n10
= 〈 f 〉 ∈

L (n10) and 〈g , f 〉↓n11
= 〈g 〉 ∈L (n11).

• L (n2) = {〈b,c,d〉,〈b,c,e〉,〈b,c,d ,e〉,〈b,c,e,d〉,〈 f , g 〉,〈g , f 〉} =σ3 ∨σ9 with
σ3 ∈L (n3) and σ9 ∈L (n9).

• L (n1) = {〈a〉}.

• L (n12) = {〈h〉}.

• L (n0) = {〈a,h〉,〈a,b,c,d ,h〉,〈a,b,c,e,h〉,〈a,b,c,d ,e,h〉,〈a,b,c,e,d ,h〉,
〈a, f , g ,h〉,〈a, g , f ,h〉,〈a,b,c,d ,b,c,d ,h〉,〈a,b,c,d ,b,c,e,h〉,
〈a,b,c,d ,b,c,e,d ,h〉,〈a,b,c,d , f , g ,h〉, . . .} = 〈σ1,σ f ,σ12〉 with σ1 ∈L (n1),
σ2 ∈ L (n2), σ f ∈ f (n2,n1) and σ12 ∈ L (n12) and function f is defined as
f (n2,n1) = {σ|〈〉∪〈σ2,σ1, f (n2,n1)〉}.

Although soundness is the main motivation for our choice of process trees,
the other requirements are also important. The requirement of expressiveness
is covered since process trees allow for concurrency (using the ∧ and ∨ oper-
ators), and silent actions since τ is a possible leaf and duplication of activity
labels is allowed. Moreover, the non-exclusive choice control-flow construct is
explicitly supported. The only expressive power process trees do not possess
is non-free-choice behavior. Because of the block structure, creating long-term
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dependencies is not possible. However, since process trees allow for the du-
plication of activities, long term behavior can be explicitly modeled using an
×-operator and duplication of activities.

Besides guaranteed soundness, the block structure also provides a natural
hierarchy within the process model. Since operator nodes are allowed to have
children with the same operator type, hierarchy can be introduced into the pro-
cess model. This allows for better readable process models [132].

Although the process tree notation itself provides a clear description of the
modeled behavior, it might not be the best way to present the process model to
the end user. Therefore we propose to translate the process tree to the process
modeling notation preferred by the user. As we show in Section 3.5.1 a process
tree can easily be translated to other process modeling notations with clear
semantics. Additionally, the hierarchy of the process tree can be maintained,
for instance by creating subprocesses if that is supported by the target process
model notation.

Furthermore, new operator types can easily be added to the process tree
notation, thus allowing for the support of additional control-flow patterns. An
example of a type of operator that could be added is the deferred choice. This
is done in the CoSeNet notation [161], where the deferred choice and deferred
loop variants are added as operator types. However, in this thesis we are only
concerned with the language described by the process tree, and therefore can
abstract from the moment of choice.

Next to meeting all but one of the process modeling notation requirements,
process trees have additional advantages over other process modeling notations:

Reduction of Search Space
Since process trees can only express sound process models, the search
space of process trees does not include unsound process models and is
therefore smaller than that of graph-based process modeling notations.
This makes the notation suitable for search algorithms, such as evolution-
ary algorithms. Moreover, no valuable time has to be spent on soundness
verification and attempts for correction.

Ease of Reasoning
Tree structures are very easy to interpret and modify for algorithms. This
facilitates reasoning over process trees. In a process tree for instance it
is easy to verify whether two activities or parts of the process are mutu-
ally exclusive or in a parallel construct. Moreover, process trees are easy
to modify for algorithms because only a few simple checks need to be
performed to ensure the consistency of the resulting model.
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By choosing process trees as our internal process model notation, we ensure
soundness by design. Moreover, process trees have clear formal semantics and
have rich expressive power. The only price to pay is the inability to express long-
term behavior, caused by the block structure of the process tree. In the next
section we translate process trees to the most used process modeling notations
in process discovery and vice versa.

3.5 Translations

In this section we show translations from the process tree notation to com-
monly used process modeling notations. We also discuss how graph-based pro-
cess modeling notations such as Petri nets can be translated to the process tree
notation, using the blocks presented in the translation to that language.

3.5.1 From Process Trees to Other Notations

Translating process trees to other process modeling notations is easy because
of the clear semantics of process trees. In this section we show translations
from the process tree control flow constructs to well-known process modeling
notations. Although process trees have some control flow constructs that might
not be present in the target process modeling notation, a translation is made
so that the same behavior is described. Strong equivalence notions such as
(branching) bisimilarity [88] are not always preserved. However, these more
strict equivalence notions are not necessary since we are in the domain of pro-
cess discovery where only the resulting behavior recorded in the event log plays
a central role. Therefore, we consider two process models equal when their
described languages are equal.

To Petri Nets

The translations of the different process tree operators to Petri net fragments
describing the same behavior are shown in Table 3.2. For each of the process
tree control-flow constructs a binary process tree part is shown with its corre-
sponding translation to a Petri net. Extending the translation to more than two
children is trivial, and is shown for the translations to other process modeling
notations. The main reason this is harder to do for Petri nets is the fact that Petri
nets do not have a dedicated OR-operator. Correctly expressing the behavior of



58 Process Trees

the OR-operator requires additional places and silent transitions. The provided
translation is only one of several possible trace-equivalent alternatives.

Composing the Petri net blocks for process trees with multiple operators can
also be done in a straightforward way. Transitions in the Petri net translation
can be replaced by the Petri net translation of the sub-tree, where the places are
merged. This is also the reason for the explicit silent transitions in the XOR and
Loop constructs. Consider for instance the composition of an XOR with a direct
loop child. If the silent transitions would not be present in the XOR translation,
it would be possible for the loop to execute its ‘do’ and ‘redo’ parts, after which
another child of the XOR operator could be executed. The silent transitions in
the loop translation are added for the same reason.
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Table 3.2: Process tree operators with two or three children (❛, ❜ and ❝), their Petri net
translation and their allowed traces.

Process Tree Petri net Example traces

→

ba a b 1 trace: {〈a,b〉}
←

ba b a 1 trace: {〈b, a〉}
×

ba

a

b 2 traces: {〈a〉,〈b〉}
∧

ba

a

b
All interleavings of the
children: {〈a,b〉,〈b, a〉}

∨

ba

a

b

All interleavings, with
the option to skip
all but one child:
{〈a〉,〈b〉,〈a,b〉,〈b, a〉}

	

cba

a

b

c
Infinite number of
traces of the pattern
a(ba)∗c :
{〈a,c〉,〈a,b, a,c〉,
〈a,b, a,b, a,c〉, . . .}
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To YAWL

The translations of the control flow constructs of process trees to YAWL are
shown in Table 3.3. Here the translations are shown for an arbitrary number of
children for each operator. Moreover, the children now represent subprocesses
and not only activities. The first thing to emphasize is the easy translation of the
OR control-flow construct, because of the native support in the YAWL language.
Additionally it should be noted that the translation of the XOR construct can
be done in different ways in YAWL. We chose to use the explicit XOR choice
operator, but this could also have been done by use of the deferred choice, as
in Petri nets. In our case there is no difference since we consider only trace
equivalence. Similar reasoning holds for the choice in the loop translation.

The different translations can be combined by replacing a transition in a
translation with its sub-tree translation. Since YAWL does not enforce the strict
alternation between places and transitions, not all operator translations shown
in Table 3.3 start or end with a place. The start and end places of two con-
structed blocks should still be merged, but if a block starts or ends with a tran-
sition, these can just be connected with another block without an intermediate
place.
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Table 3.3: Process tree operators, their translations to YAWL and examples of allowed
traces. The capitals A1, An , B and C represent subprocesses.

Process Tree YAWL Example traces

→

AnA1
. . . A1 An. . .

{〈A1, . . . , An〉}
←

AnA1
. . . An A1. . .

{〈An , . . . , A1〉}

×

AnA1
. . .

A1

An

.

.

.

{〈A1〉, . . . ,〈An〉}

∧

AnA1
. . .

A1

An

.

.

.

{〈A1, An〉,
〈A11

, An1
, . . . A1x , Any 〉,

. . . ,〈An , A1〉}

∨

AnA1
. . .

A1

An

.

.

.

{〈A1〉, . . . ,〈An〉,〈A1, A2〉, . . .

〈A1, An , . . . , A1〉, . . .}

	

CBA

C

B

A

{〈A,C〉,〈A,B , A,C〉,
〈A,B , A,B , A,C〉, . . .}
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To BPMN

Translating the different process tree constructs to the BPMN process model-
ing notation is again straightforward, as is shown in Table 3.4. Since BPMN
has built-in support for the OR control-flow construct the translation is straight-
forward. Again, as for the YAWL translation, the exclusive choice can be trans-
lated in two ways, where we chose the explicit choice gateway.

The different BPMN translations can be combined by simply replacing the
BPMN task nodes with the corresponding block for that sub-tree. No nodes
should be merged, to prevent unintended and incorrect behavior.
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Table 3.4: Process tree operators and their translations to BPMN parts. The capitals A1,
An , B and C represent subprocesses.

Process Tree BPMN

→

AnA1
. . .

A1
. . . An

←

AnA1
. . .

An
. . . A1

×

AnA1
. . .

×

A1

.

.

.

An

×

∧

AnA1
. . .

+

A1

An

... +

∨

AnA1
. . .

#

A1

.

.

.

An

#

	

CBA

× A ×

B

C
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To EPCs

The translation of the different process trees constructs to EPCs is shown in
Table 3.5. Each of the control flow operators used in process trees has a straight-
forward translation to an EPC fragment. The loop is again translated using
exclusive choice operators.

Translating a full process tree instance to an EPC process model can be done
by glueing the EPC fragments together. The functions can be replaced by the
corresponding EPC fragment. Since the requirement for EPCs is that events and
functions alternate, events should be mapped onto each other when building
the final EPC. Functions however should not be mapped. Additionally, since the
EPC should start and end with an event, an end event should be added at the
end of the translated EPC.
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Table 3.5: Process tree operators and their EPC translations (for convenience drawn hor-
izontally). The capitals A1, An , B and C represent subprocesses.

Process Tree EPC

→

AnA1
. . . A1

. . . An

←

AnA1
. . .

An
. . . A1

×

AnA1
. . .

×

A1

.

.

.

An

×

∧

AnA1
. . .

∧

A1

.

.

.

An

∧

∨

AnA1
. . .

∨

A1

.

.

.

An

∨

	

CBA

× A ×

B

C
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To Process Algebra (CCS)

Process trees are closely related to process algebras; translating a process tree to
a process algebra is therefore straightforward and is shown in Table 3.6 for the
CCS process algebra language. Most process tree operators can be translated
by using the corresponding CCS operators. The 	-operator of process trees can
be translated to CCS by defining two processes to represent the possibly infinite
looping behavior. The ∨-operator cannot be translated to CCS directly and all
possible combinations of the children of the ∨-operator need to be encoded in
CCS.

To CoSeNet

Within the CoSeLoG project another process tree notation has been developed.
In this thesis however, we use a subset of the capabilities of the CoSeLoG
project’s more extensive process tree notation. Since we are only considering
process discovery, constructs such as deferred choice are not required. Further-
more, the CoSeLoG process trees allow for sharing of subtrees, which is not
directly supported in our situation since we need to attach information to each
node on how it relates to the event log (see Section 5.4 and Section 6.3). Since
each subtree, even though they are identical, is positioned in a different part of
the process tree, the related behavior is different and therefore these identical
subtrees need to be modeled multiple times.

Since our process trees only cover a subset, no additional translation steps
are necessary.
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Table 3.6: Process tree operators and their CCS translation. The capitals A1, An , B and
C represent subprocesses.

Process Tree CCS

→

AnA1
. . .

P ::= A1. · · · .An

←

AnA1
. . .

P ::= An . · · · .A1

×

AnA1
. . .

P ::= An +·· ·+ A1

∧

AnA1
. . .

P ::= A1| · · · |An

∨

AnA1
. . . P ::= (A1 +·· ·+ An + (A1|A2)+·· ·+ (A1|An)+

(A1|A2|An)+·· ·+ (A1|An−1|An)+·· ·+ (A1| · · · |An))

	

CBA P ::= A.P1.C with P1 ::=;+B.A.P1
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3.5.2 From other Notations to Process Trees

Translating a graph-based process model to the process tree notation is not as
easy as the translations as discussed in the previous section. Research has been
done on transforming graph-based process models to block-structured process
models, which are also known as well-structured models [145, 148, 170]. The
proposed approaches work by finding single entry, single exit (SeSe) parts of
the process model. If parts of the process model are not in a SeSe structure,
several approaches [148, 149] can translate the process model, in certain cir-
cumstances, to a SeSe structure. A description of a SeSe process model can be
created by building an RPST (Refined Process Structure Tree) [170]. However,
parts of the RPST might still be unstructured process model sections, captured
in a rigid section, without the SeSe characteristic. The rigid sections can be clas-
sified to define why the given process model is unstructured, but not all classes
can be made structured [148,149].

If the given graph model itself is block-structured, a process tree translation
can be made by following the translations of the previous section in the reverse
order. It should be noted that our process trees do not distinguish between
deferred and explicit choice. Hence, when translating this construct, it must be
reduced to the simple ×-operator. This also holds when translating loops.

However, in the case where the graph model is not block-structured, it has
to be made block-structured before it can be translated to a process tree [148,
149]. Since we mainly focus on the language of the process model, in the
worst case scenario we can simply write out the possible behavior of the process
model. A common way to do this is as a choice between all possible sequences of
activities in that part of the graph-model. Of course, where possible, this should
be generalized to the more general control-flow constructs known by process
trees. Therefore, each graph-based process model that is not block-structured
can be translated into a trace equivalent process tree.

We distinguish three different types of graph-based process models: non-
block-structured process models that can trivially be made block-structured,
sound process models that are not block-structured, and unsound process mod-
els that are not block-structured. Next we show how each of these process
model classes could be translated to a process tree equivalent. It is important to
note that the latter two types of process models cannot always be made block-
structured, as is discussed in [148, 149]. Since structuring process models is
a research field in itself, we only present examples of translations, without go-
ing into all possible cases and details. For a more detailed discussion we refer
to [148, 149]. Additionally we discuss in this section how a CoSeNet can be
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translated to our process tree notation.

Process models that can be trivially made block-structured

Figure 3.10a shows a process model that is not block-structured but can eas-
ily be made so. The process model is not block-structured because the num-
ber of split and join activities is not equal. The process model can be made
block-structured by adding a silent AND-join transition that joins the places af-
ter activities ❞ and ❡, and outputs to a place that is input to ❣. After applying
this small transformation, which does not change the behavior of the process
model, the resulting process model can be easily translated to the process tree
as shown in Figure 3.10b.

Sound process models that are not block-structured

Figure 3.11a shows a process model that is not block-structured but can be
made so by duplicating activity ❞. This Petri net has a long term dependency
between activities ❜ and ❡ and between ❝ and ❢. Since process trees cannot
capture this, activity ❞ is duplicated in the process tree. This results in the
process tree as shown in Figure 3.11b. The resulting process tree has exactly

d

a b e g

c f

(a) Petri net which is not block-structured
but can easily be made so

→

g∧

→

fc

→

∧

ed

b

a

(b) Process tree transla-
tion of this process
model

Figure 3.10: Process model that can easily be made block-structured, and its translation
to a process tree.
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the same behavior as the original process model.

Unsound process models

Figure 3.12a shows an unsound process model, which cannot be directly trans-
lated to a process tree. The process model is unsound because after executing
〈a,b,c,d , f , g 〉 a token is remaining in the place before activity ❡ while there is
also a token in the last place. Because of this improper completion the process
model is unsound, as discussed in Section 3.1.1. However, a process tree can
still be created, by looking at the traces that can be produced by the Petri net.
This process tree is shown below to this Petri net in Figure 3.12b. Although it is
not a simple process tree, because several possible traces need to be explicitly
encoded, it is a valid translation of the intended behavior of the unsound Petri
net since the process tree describes the same set of possible traces as the original
Petri net.

b e

a d g

c f

(a) Petri net which is not block-structured but sound.

→

g×

→

fdc

→

edb

a

(b) Process tree translation of this process model.

Figure 3.11: Process model that is not block-structured but sound, and its translation to
a process tree.
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(a) Petri net which is not block-structured and unsound.
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(b) Process tree translation of the unsound process model.

Figure 3.12: Process model that is not block-structured and unsound, and its translation
to a process tree.
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From CoSeNet to process tree

As mentioned in Section 3.5.1, within the CoSeLoG project another notation
similar to process trees, called CoSeNet, has been developed. Since the CoSeNet
notation is more extensive than the process trees used in this thesis, during the
translation of a CoSeNet to our notation some additional translation is required.
Since we are only considering process discovery, constructs such as deferred
choice are not required for our process trees. The main difference with process
trees is that in the CoSeNet notation there is a distinction between exclusive and
deferred choice, which we both translate to the ×-operator in our process trees.
In a similar way the two types of loop known in the CoSeNet notation (one
with a deferred choice and one with an exclusive choice to redo the loop) are
both translated to our 	-operator. Furthermore, the CoSeNet notation allows
for sharing of subtrees, which is not directly supported in our situation since
we need to attach information to each node on how it relates to the event log.
Since each subtree, even though they are identical, is positioned in a different
part of the process tree, the related behavior is different and therefore these
identical subtrees need to be modeled multiple times. Therefore we duplicate
shared parts during the translation.

An example of a CoSeNet and the corresponding process tree is shown in
Figure 3.13.

→
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Figure 3.13: Example CoSeNet from [161] and the corresponding Process Tree transla-
tion.
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3.6 Conclusion

In this chapter we provided solutions to two of the challenges introduced in
Section 1.3. Challenge 1, guaranteeing sound process models, is solved by
the introduction of process trees. Additionally, this chapter also presented an
overview of more requirements for process modeling languages, specifically for
the use in process discovery. Existing process modeling notations were evalu-
ated using these requirements. This showed that most notations only fulfill a
few requirements. The most important observation is that most process models
used for process discovery allow for unsound constructs in the model. Pro-
cess trees, as defined in this chapter, adhere to most of the requirements dis-
cussed. Challenge 2 discussed the separation between visualization and repre-
sentational bias. Translations from process trees to the different existing process
modeling notations ensure that a suitable visualization can be created. We also
showed that translating the intended behavior of a process model to a process
tree is always possible. In the next chapters we introduce our process discovery
algorithm which uses the process tree notation to discover process models.





Chapter 4

A Framework for Evolutionary
Process Mining

As discussed in Section 1.3, in process discovery it is important to balance the
quality of the discovered process models. In Section 1.3.9 is is argued why
evolutionary algorithms are suitable, since they are capable of producing results
while aiming for one or more quality dimensions. Therefore, in this chapter we
introduce our evolutionary process mining framework called the ‘Evolutionary
Tree Miner’, or ETM for short. First, we describe the overall structure and basic
elements of our framework in Section 4.1. We then describe use-cases where
this framework can be applied in Section 4.2. Section 4.3 then discusses general
requirements an implementation of this framework should adhere to. We then
discuss common approaches to the implementation of the different elements of
the framework in Section 4.4. Section 4.5 concludes this chapter.

4.1 The ETM Framework

A structured approach for solving a particular class of problems is not always
known. In these situations evolutionary algorithms [77] can be applied. Evo-
lutionary algorithms are a subclass of random search algorithms, that create,
evaluate and change candidate solutions. These algorithms are inspired by the
natural evolution of species. The benefit of evolutionary algorithms is that no
structured approach for solving a problem needs to be provided. The most im-
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portant part of an evolutionary algorithm is how it should evaluate candidate
solutions. Other aspects to be specified are the representation of candidate so-
lutions, and the definition of change operations on them. By applying some
form of selection, only the better candidate solutions survive to evolve further
in later generations. This can result in new and unexpected results, that can be
significantly superior to what would have been discovered using a structured
approach [102,107].

The basic flow of an evolutionary algorithm is shown in Figure 4.1. An
evolutionary algorithm in general evolves a population of solution candidates
over different generations. Using one or more evaluation metrics, the quality
of each candidate is calculated. By smartly selecting and changing candidates
the quality of candidates can be improved. The ETM framework follows these
generic evolutionary steps and uses process trees (see Chapter 3) as the internal
representation. Another distinguishing factor of the ETM framework is that
evaluation is always done using the four quality dimensions used in process
discovery (see Figure 1.2). This ensures that the process information as stored
in the event log is closely considered during discovery. Furthermore, the ETM
framework allows to use other information sources during discovery.

Technically speaking the ETM framework can be considered an implemen-
tation of a genetic programming algorithm. Genetic programming algorithms
distinguish themselves by the fact that they often use tree(-like) structures to
represent candidates in the population. Moreover, they evolve a solution or de-
scription of a problem, instead of the optimal parameters for another algorithm
to solve the problem. Since the ETM framework evolves process trees, it could
be classified as a genetic programming algorithm. However, we refer to the ETM
framework as an evolutionary algorithm for sake of simplicity and generality.

Stop?Select

Change

EvaluateCreate

Figure 4.1: The basic framework for evolutionary process discovery.
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In the first step of the ETM framework an initial population of candidate
solutions is created. Different techniques exist to construct random tree struc-
tures [129] (see Section 6.1.1).

In the next step each of the candidate solutions in the population is evalu-

ated. Each of them is assigned a quality value, resulting in a sorted population
of candidate solutions. In general all four process model quality dimensions are
used. But additional quality dimensions can be considered.

Next, the ETM framework evaluates if it should terminate. Different stop
criteria can be applied here. Common examples are termination after a fixed
number of generations, when the quality of the best candidate reached a certain
minimum value, or when the quality of the best candidate does not significantly
improve any more.

If none of the active stop criteria are satisfied, the ETM framework continues.
First the best candidates in the population are copied to a collection called the
elite. The candidates in the elite are not (to be) changed to ensure that the qual-
ity of the best candidate(s) does not decrease during the run of the evolutionary
algorithm. Next, candidates are selected from the population. Common selec-
tion techniques are tournament selection and roulette-wheel selection [77] (see
also Section 4.4.2). Using these selection techniques, candidates with higher
quality scores are preferred for selection.

The selected candidates are then changed or evolved using different opera-
tions. The main change operators are the crossover and mutation operations.
However, the option to replace a candidate with a new candidate can also be
seen as a(n) (extreme implementation of a) change operation. The crossover
change operation represents the biological breeding process. Crossover takes
two candidates as parents and swaps parts between them to create offspring.
Mutation is also inspired by biology and introduces smaller changes in candi-
dates. Through mutation new genetic material is inserted. Without mutation,
parts of the search space may be unreachable.

In the next step the elite candidates are again added to the population with
the changed candidates, thus forming the population of the next generation.
This population is then again evaluated and the algorithm continues this process
until at least one of the termination conditions is satisfied.

4.2 Applications of the Evolutionary Framework

The ETM framework is applicable in many process mining scenarios. In this
section we describe some scenarios where the ETM framework can be applied.
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In later chapters we discuss and implement some of these scenarios. It should
be noted that of course many other scenarios can be thought of.

4.2.1 Process Discovery

EL ETMd PT

Figure 4.2: Process discovery scenario.

Process discovery is the most well-known process mining task [5]. Although
many process discovery algorithms exist, many challenges remain. The ETMd

algorithm is an implementation of the ETM framework that is able to discover
a process model from an event log, while addressing some of these challenges.

The input is an event log (EL) and the ETMd algorithm produces a process
tree (PT), see Figure 4.2. Evaluation is done by verifying how well the discov-
ered process tree describes the behavior in the event log, using the four common
quality dimensions in process discovery: replay fitness, precision, generalization
and simplicity. By changing the weights of the different quality dimensions the
resulting process model can be influenced. This is only possible because of the
flexibility offered by the ETM framework. The ETMd algorithm provides a solu-
tion for Challenge 3 discussed in Section 1.3.4: balance the quality of discovered
process models.

As a result of the quality evaluation, next to the discovered process tree
diagnostic information is also provided. This diagnostic information describes
how the behavior in the event log relates to the discovered process model. It
can indicate how often certain parts are used or where the event log deviates
from the process model. By providing this information the understandability of
the result is increased since it indicates how good or bad the process model de-
scribes the behavior, in each of the quality dimensions. This is exactly Challenge
4 as discussed in Section 1.3.5.

The process discovery scenario is described in more detail in Chapter 5,
which discusses the quality evaluation, and in Chapter 6, which implements the
ETMd algorithm based on the ETM framework. In Chapter 7 we apply the ETMd

algorithm on artificial and real data.
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4.2.2 Process Model Repair

EL + PT ETMr PT

Figure 4.3: Process model repair scenario.

Process discovery is able to discover a process model from the observed be-
havior as recorded in the event log. However, within organizations there often
already is a process model that describes how the process should be executed.
Such a model is often called a reference process model, which typically de-
scribes an idealistic view of the process. As soon as this process is implemented
and executed, the operational process starts deviating from this process model
description.

The ETMd algorithm can be extended to consider this documented process
model during process discovery. The resulting ETMr algorithm, shown in Fig-
ure 4.3, aims to discover a process model that is more similar to the reference
process model. Another way to view this is that the reference model is repaired,
using the observed behavior. Key here is that the resulting process model is
similar enough to the original reference model.

The ‘similarity’ quality dimension provides control over how much the pro-
cess model is allowed to be changed from the input model(s). Similarity is thus
used as an additional quality dimension during the evaluation phase. The out-
put of this scenario is a process model that is similar to the original input process
model, while some changes are applied to improve the other quality dimensions
used to evaluate the process model. By reducing the importance of similarity,
more changes can be made to the process model, which will then better reflect
the observed behavior.

In this scenario the documented process model, which contains external in-
formation, is used during process discovery. This addresses Challenge 5 (see
Section 1.3.6). This scenario is described in more detail in Chapter 8 which
presents the ETMr algorithm.

4.2.3 Process Discovery of a Configurable Model

Different organizations or units within a larger organization may need to exe-
cute similar business processes. Municipalities for instance all provide similar
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Figure 4.4: Scenario of the discovery of a configurable process model and its configura-
tions.

services while being bound by government regulations. Within the CoSeLoG
project we investigate the similarity of business processes between different mu-
nicipalities (see Section 1.4). However, not only municipalities execute similar
business processes. Large car rental companies like Hertz, Avis and Sixt have
offices in different cities and airports all over the globe, but often there are sub-
tle (and sometimes also striking) differences between the processes followed by
these offices, even though they belong to the same car rental company. To be
able to share development efforts, analyze differences, and learn best practices
across organizations, we need configurable process models that are able to de-
scribe families of process variants rather than one specific process [93,94,154].

The ETMc algorithm is able to discover such a configurable process model
by taking multiple event logs as input, as shown in Figure 4.4. Configurations
are added to the basic process tree notation, describing which behavior is not
allowed for a particular configuration. The ETMc algorithm then evolves a pro-
cess tree, together with its configurations. Evaluation is done using the resulting
process model, after the configurations for the individual input event logs have
been applied. These evaluations per event log are then aggregated to an over-
all quality score. Also, the quality of the configurations itself is considered, for
instance by counting the number of configuration points. This scenario is de-
scribed in more detail in Chapter 9 which presents the ETMc algorithm in more
detail.

The result is one process tree with a configuration for each of the input
event logs. Additionally, diagnostic information is provided that shows how the
behavior of an event log relates to the configured process model. The ETMc

algorithm thus addresses Challenge 6 which is the challenge of describing a
family of processes.
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Figure 4.5: Scenario of the discovery of a configurable process model, its configurations
and the context of the log splitting.

4.2.4 Configuration Discovery using Context

In the previous scenario multiple event logs were the input of the ETM frame-
work. Each of the input event logs described a particular context of the process:
a different organization or unit within an organization. However, the execution
of a process might also differ because of other reasons. Different case charac-
teristics might for instance influence the flow of a case through the process.

In this scenario the ETMcontext algorithm not only discovers configurations,
but also the conditions when to apply these, as shown in Figure 4.5. These
conditions are context dependent, for instance using case properties such as
case type or customer history. This provides insights into the different classes of
cases and how they are handled. Another example of a possible context is the
employee who performs a particular activity during the execution of the case.

The result of this scenario is a process tree with diagnostic information, plus
different distinguishing contextual characteristics and their corresponding pro-
cess model configurations to describe the different behaviors. Therefore, this
scenario can be seen as another way to approach Challenge 6 by observing that
within one process many process variants are executed. This scenario is dis-
cussed and implemented in [141], but is not discussed further in this thesis.

4.2.5 Concept Drift

Concept drift is the phenomenon where the way a process is executed changes
over time [40, 42]. This can be caused by the process model being altered or
by a system update. Where the previous two scenarios identified the organiza-
tion or case characteristics as the distinguishing factor, in this scenario time is
considered as the distinguishing case factor.

The difficulty in this scenario is that there are different types of concept
drift [40, 42]. Sudden drift indicates that one process model is changed to an-
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Figure 4.6: Scenario of the discovery of a configurable process model, its configurations
and the time information of the log splitting.

other process model at a particular point in time. All cases, both new and
currently running, now follow the new process model. Gradual drift is the sit-
uation where a process model is changed but only newly arriving cases follow
this new process model. Cases that are already running keep following the orig-
inal process model. In the case of recurring drift different process model vari-
ants re-occur and alternate with each other, for instance because of seasonal
influences. Incremental drift is the concept drift type where there is a series of
gradual changes from one model to another.

Sudden drift is the easiest type to detect since it involves splitting the event
log on a certain point in time. All events executed after that point in time follow
the new process model, which makes the relation between observed events and
which process model is followed clear. With gradual drift only new cases as of a
certain point in time should follow the new process model. This makes it harder
to detect at which point in time the drift took place, but splitting the event log
once this point in time is known is easy. Recurring and incremental drift are
usually sudden and have multiple change points.

In this scenario the input is a single event log. The ETMdrift algorithm, as
shown in Figure 4.6, tries to detect points in time where the process changed,
and then discovers a process model configuration for each of these time peri-
ods. Therefore, the end result is a process model with configurations, each with
a point in time as of which it should be applied. This can be seen as a solu-
tion to Challenge 6 because different process versions can also be considered a
family of processes. Of course, also in this scenario diagnostic information is
provided that shows how the observed behavior relates to the process model
and its configurations.

The difficulty with correctly implementing the ETMdrift algorithm using the
ETM framework is the detection of the different types of drift. Of course, ex-
isting techniques can be used to estimate the point in time where the process
changed [40, 42]. Additionally, the change point and drift type need to be ap-
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plied to the input event log.

4.2.6 Decision Mining

EL ETMdec PT +Rules

Figure 4.7: Decision mining scenario.

In this scenario the ETMdec algorithm, shown in Figure 4.7, not only consid-
ers the control flow but also the data flow of the process. Using a given event
log, and possibly a process model, the data conditions for the choices in the
process are discovered. This means that using data attributes of both the case
and the current activity, the conditions for the choice to be made are discov-
ered [156].

Existing evolutionary decision mining techniques can be applied [36]. Evo-
lutionary decision-tree mining has several advantages over structured top-down
recursive approaches. The main benefits are the ability to discover more com-
plex conditions and prevent partitioning of the data set into too small data sets
for attribute selection.

The outcome of this scenario is a process model with conditions that indi-
cate, based on data attributes, which choice in the control flow is made for each
of the points of choice in the process model.

4.2.7 Other Perspectives

In this section we mention several other scenarios that are possible, but which
are not discussed in detail.

Stream Mining

Sometimes the amount of event data provided is too much to store and process
off-line. In this case a full event log cannot be maintained because of the vast
amounts of data. Therefore, only an event stream, with current event data, is
available. This is known as stream mining in the data mining field [85], and
has already been applied to process mining in [55].



84 A Framework for Evolutionary Process Mining

Since the evolutionary framework can work using existing process models,
i.e. the ‘repair’ scenario, applying the framework not on a static event log but
on a stream of event data should be possible. Based on the incoming event
stream, changes are made to the process models currently in the population.
The sensitivity of the model, indicated by the amount of changes allowed within
a certain time frame, can be adjusted. This allows the ETM framework to show
a very recent and volatile version of the process model or the more long term
behavior of the process.

In this scenario the output is a process model that changes over time as the
event stream describes more or different behavior. Again, diagnostic informa-
tion about the behavior of the process is recorded, although on a higher level
than for event logs because of the amount of data. Also, the diagnostic infor-
mation might only cover a certain time period.

One of the key characteristics of stream mining is that the stream of data is
so large that it cannot be stored. A challenge in this scenario therefore is the
characteristic of evolutionary algorithms that they tend to be slower than con-
ventional algorithms. At the same time, the ETM framework is able to improve
on a process model using new data, and therefore can use the currently known
process model.

Enrich Process Model with Simulation Properties

In the event log a lot of information is available that can be used to create or
enrich simulation models [158]. Using simulation models the effects of process
changes can be simulated and forecasted. However, there is not always enough
information available to make the simulation model as rich as desired. For
instance, resource availability and other contextual information are typically
not recorded in the event log. Filling in the missing information is not easy and
assuming incorrect resource behavior can have drastic effects on the simulation
results.

By using the information in the event log, the ETM framework is able to
estimate these parameter settings. Then, by running ‘mini simulations’ these
parameter settings can be compared with the actual values in the event log.
This results in a process model with rich simulation properties. Of course, care
should be taken when using these simulation models. Therefore, the quality
of the simulation models should be thoroughly assessed not only by the ETM
framework but also by the end-user.

Since the evaluation of candidates relies on running ‘mini simulations’, the
performance of the ETM framework in this scenario heavily depends on the time
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required to run and analyze these mini simulations.

Social Teams Discovery

Besides control-flow and data-flow aspects, the social aspects of processes [19,
150] can also be considered by the ETM framework. For instance by evaluat-
ing how social teams can be formed between resources. Using the information
stored in the event log, relationships between (groups of) resources can be dis-
covered. By using the discovered process model, more information about the
social aspect of the process can be derived.

Additional quality metrics can be used for evaluating how the teams of re-
sources should be formed. Examples of such metrics are (to minimize) the num-
ber of handovers between teams, and set requirements on the team sizes [150].
This results in a suggestion on how to group the resources used in the process
in teams, based on these different metrics.

4.2.8 Combinations of Scenarios

All the scenarios mentioned in this section can be combined to form new sce-
narios. For instance the ‘Process Model Repair’ and ‘Process Discovery of a Con-
figurable Process Model’ scenarios can be combined. The resulting scenario is
about repairing an existing configurable process model. Another variant of the
same combination of scenarios is the discovery of a configurable process model
where the configured process models are similar to the individual process mod-
els currently known within the organization.

Many other combinations and extensions of the scenarios mentioned in this
section can be made. This illustrates that the proposed framework is very gen-
eral. Later chapters will provide concrete examples for selected scenarios.

4.3 General Requirements for Evolutionary Algo-

rithms

Several general and key requirements should be adhered to for evolutionary
algorithms to perform well. Each step of the evolutionary algorithm should
consider these requirements in order for the whole algorithm to work. In this
section we address some of the most important requirements for, and threats



86 A Framework for Evolutionary Process Mining

to, the ETM framework. There are however many more aspects to consider that
are general to any type of evolutionary algorithm [35,77].

4.3.1 Population Diversity

From a high-level perspective an evolutionary algorithm should balance two
key aspects of search: exploration and exploitation [77]. The exploration aspect
is visiting new untested regions of the search space. Exploitation is when the
search concentrates on the vicinity of known good solutions to further optimize
candidates. There is a clear trade-off between these two aspects. If too much
time is spent in exploration the search is inefficient. On the other hand, if too
much time is spent in the exploitation phase, the search might get stuck in a
suboptimal set of process models. This is called premature convergence [77]
where population diversity is lost too quickly which causes the search to get
trapped in a local optimum.

Evolutionary algorithms also suffer from what is known as anytime behav-

ior [77]. The overall quality of the best candidate often rapidly increases in early
generations. However, after some time the best quality score only marginally
improves. This means that the search can be stopped at any time and the al-
gorithm will have a solution, albeit suboptimal. It also means that running an
evolutionary algorithm for very long is often not worth the amount of time and
effort spent considering the marginal increase in quality. Furthermore, it in-
dicates that spending much effort in optimizing the initial population is often
not worth the effort since the evolutionary algorithm very quickly finds good
candidates.

To combat both premature convergence and anytime behavior, it is impor-
tant that the population is both diverse and not too diverse. In order to cor-
rectly balance the trade-off between exploration and exploitation, the popula-
tion should be very diverse in the initial generations. To prevent premature con-
vergence the population should stay sufficiently diverse after the initial genera-
tions. At the same time, the evolutionary algorithm should be able to perform
exploitation which requires more similar candidates to exist in the population
to allow for small optimizations (i.e., local search).

4.3.2 Ability to Visit the Whole Search Space

As with all search algorithms, an evolutionary algorithm should be able to visit
the whole search space as described by the representation chosen. Having a
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diverse population alone is not enough. The evolutionary algorithm should also
be able to cover the whole search space, given enough time [35, 77]. For ini-
tial candidate creation this means that the whole search space should in theory
be covered by running the initial creation algorithms indefinitely. Crossover
and mutation together should cover the whole search space starting from any
initial population. Crossover usually causes bigger jumps in the search space
than mutation since it makes bigger changes to the model. Mutation should
allow for a more fine-grained change of the candidate. This means that enough
randomness should be introduced when creating and changing candidates. An
evolutionary algorithm without randomness, so with only smart or guided cre-
ation and change operators, is unable to discover novel solutions to the problem.
Therefore randomness is an important factor in evolutionary algorithms.

4.3.3 Prevention of Bloat

A common problem in genetic programming algorithms is that the size of the
trees in the population grows over time (this is also known as “Survival of the
fattest”) [35, 77]. Bloat is mainly caused by the introduction of introns [35],
which are pieces present in the candidate that have no effect on the quality of
an individual. Although introns do not directly contribute to the quality of an
individual, introns do increase the likelihood that descendants of the individual
have a better quality. However, introns do not contribute to the direct quality of
an individual and therefore should not be present any more in the final results
of the evolutionary algorithm. Different methods exist to prevent bloat, one
of the easiest methods is preferring smaller solutions over bigger ones in the
evaluation criteria.

4.3.4 Requirements for the Evaluation of Candidates

Evaluation of candidates is an important aspect of any evolutionary algorithm.
Several metrics can be created to indicate the quality of a candidate. Since there
are multiple quality dimensions in process discovery, multiple metrics are com-
bined in the ETM framework. However, there are some important requirements
that each metric should follow.

Efficient Implementation For analysis purposes the quality of a process model
in relation to an event log is in general only evaluated once and on re-
quest. For some metrics the easiest way of calculation often is also the
most time-consuming one. The answer should be provided in a timely
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manner when an analysis is requested. However, evolutionary algorithms,
such as the ETM framework, evaluate many different candidate solutions.
Therefore, the performance of an evolutionary algorithm mainly depends
on the time required by the metrics to evaluate the candidates [105,110].
Approximation of the quality may greatly improve the performance of al-
gorithms depending on the metric. Of course the quality of the approx-
imation should be good enough and not introduce an undesirable bias
towards particular suboptimal solutions.

Intuitive Results Another important requirement for metrics is that the results
are intuitive [105]. This can be achieved by making the quality metrics
continuous: small improvements should result in small value changes and
big improvements in big value changes [35]. Why the quality according
to the metric is better or worse, and by ‘how much’, should also follow the
philosophy of the quality dimension [35,155].

Additionally, the metric should be repeatable and return the same result
every time the metric is calculated on the same input [155]. If results are
different between different calculations on the same input, the results are
not reliable enough.

Finally, the evaluation criteria should not contain loopholes. Since evolu-
tionary algorithms are excellent at optimizing candidate solutions for the
given evaluation criteria, chances are that the algorithm finds and abuses
special cases that are not considered by the metric. Although the qual-
ity dimension seems improved by abusing these loopholes, intuitively the
quality dimension did not improve. Therefore it is important that qual-
ity metrics contain no loopholes that can be abused by the evolutionary
algorithm.

Clear Specification The specification of the metric, i.e., the way it is calcu-
lated, should also be clear. If the specification cannot be understood,
verifying why a certain process model has a certain value assigned to it
can not be done. Furthermore, the metrics should require as few param-
eters as possible since unknown parameter values make interpreting the
results difficult. Moreover, in certain situations, parameters can change
the resulting value of a metric dramatically. This makes a metric unclear
and less authoritative. The metric should be robust to different situations
without requiring parameters.

Orthogonal Different metrics should be orthogonal to each other, in order to be
used in combination. If two metrics both punish or reward the same aspect
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of a process model then that aspect is likely to be over-emphasized. This
should be expressed by aiming for a good score for a single metric that
considers this aspect. If two metrics overlap, the results become unclear
and one of the metrics is redundant. Furthermore, each metric should
only cover a single quality dimension for the same reason.

An exception to this rule is incorporating additional specific preferences
as stated by the end-user. Examples are preventing the use of loop con-
structs or controlling the repetition of activities. Those preferences are
rarely independent of functional requirements of the process model. They
should however be incorporated if the end-user desires it.

4.4 Common Implementations of the Phases of an

Evolutionary Algorithm

In this section we discuss several common implementations for the different
phases of the ETM framework: candidate evaluation, selection, change and ter-

mination.

4.4.1 Candidate Evaluation

Evaluation of candidates is an important aspect of evolutionary algorithms since
it defines what improvement means. The evaluation function determines what
the result of an evolutionary algorithm is. Since the evaluation heavily depends
on the internal representation used and on the problem that is to be solved by
the evolutionary algorithm, no standard evaluation implementation exist.

A common phenomenon in candidate evaluation however is the combina-
tion of several evaluation functions to consider different aspects of the candi-
dates [60]. This is commonly known as multi-objective optimization. Since a
single evaluation value has to be provided for the evolutionary algorithm, these
different values have to be combined into a single value. The most used ap-
proach to do this is by taking the weighted average of the different values. This
provides the freedom to assign different weights to different evaluation func-
tions. However, this method has several drawbacks:

1. Determining the correct weights for the different quality dimensions up-
front is difficult. Several characteristics of the event log have an effect on
the value for the different quality dimensions. It is however impossible to
estimate beforehand what those effects are.
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2. Values need to be normalized for comparison: for the weighted average
the values are usually normalized. However, dimensions can still respond
differently to changes. Furthermore, a normalized value often provides
less information than an absolute value and interpretation may be diffi-
cult.

3. Only one solution is provided: only the candidate with the best weighted
average is presented. However, no insights into the different trade-offs
among the dimensions are provided.

The so-called Pareto front is often used as an alternative to the weighted
average [43, 60, 171] since it is a model that supports reasoning about multi-
objective optimization trade-offs. The general idea of a Pareto front is that all
members are mutually non-dominating. A member dominates another member
if for all quality dimensions it is at least equal to or better, and for one di-
mension strictly better, than the dominated member. Since all members in the
Pareto front are mutually non-dominating (none of them dominates another
member) they represent different trade-offs in the quality dimensions, sacri-
ficing one quality dimension to improve another. This concept was originally
proposed by Vilfredo Pareto to explain economic trade-offs [146].

An example of a Pareto front in two dimensions is shown in Figure 4.8. Each
dot in the graph represents a process model with a certain replay fitness and
precision value. For each dimension a bigger value indicates a better candidate,
i.e., the goal is to obtain a process model in the top right corner of the chart.
However, often there is no single model that is able to score perfectly on all
quality dimensions. The unfilled dots in the lower middle area of Figure 4.8
are non-optimal process models, i.e., one of the dimensions can be improved
without reducing the quality in (any of) the other dimension(s). The closed
black dots represent the current estimation of the Pareto front. For these process
models there is currently no model known where one dimension has a better
score without a reduction of the quality in the other dimension. The bigger dots
show the nine most diverse process models in the current front, which can be
used to truncate the Pareto front by keeping only one representative for a group
of similar process models. The ideal or real Pareto front, as indicated by the
curved line, shows that some improvements can still be made by continuing the
evolutionary search. Of course in practice the ideal Pareto front is unknown.

The ETM framework as shown in Figure 4.1 can be extended with a Pareto
front cache that maintains the current Pareto front during the different genera-
tions of the ETM framework. At the end of each generation the current evolved
and evaluated population is added to the Pareto front. All candidates in the
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Pareto front that are dominated by other candidates in the front are then re-
moved from the Pareto front. At the beginning of the next iteration a fixed
number of candidates is selected from the Pareto front, since the front can grow
larger than the desired population size. When the ETM framework terminates,
the whole Pareto front of process models is returned, instead of only a single
process model. This way the user can be involved in the final process model
selection.

4.4.2 Selection

During the selection phase candidates are selected from the current population
for further evolution. However, to prevent a reduction in the quality of the best
candidate, a group of elite candidates is created first. Usually a fixed number
of best candidates is cloned from the current population into the elite group of
candidates. After the change phase, these elite candidates are added back to
the population.
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Figure 4.8: Pareto Front of the two quality dimensions replay fitness and precision. The
hollow dots are non-optimal process models, the small black dots are discov-
ered process models representing the current Pareto front and the big black
dots are the 9 most diverse among the currently known process models.
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The remaining part of the new population is created by changing candidates
that are selected from the current population. These selected candidates are
changed in the next phase of the evolutionary algorithm, to improve the quality
of the candidates. Determining which candidates are selected for further evo-
lution should be a balance between the exploration and exploitation aspects of
search (see Section 4.3.1): if population diversity is lost too quickly the algo-
rithm might be trapped in a local optimum. However, if too much diversity is
maintained, the algorithm is not able to perform small optimizations to fine-
tune the candidates.

Several selection strategies exist, most of which consider the quality assigned
to a candidate to maintain population diversity. The most common and well-
known selection strategies are [77,100]:

Fitness Proportional Selection randomly selects a candidate from the popula-
tion with a probability proportional to the quality value of the candidate
as compared to the quality values of the rest of the population.

Sigma Scaling Selection is an extension of the fitness proportional selection
strategy and uses information about the mean and standard deviation of
the quality of the whole population to be more likely to select candidates
with a relatively high fitness.

Ranking Selection first sorts candidates on quality, and then randomly selects
a candidate where a candidate with a high rank is more likely to be se-
lected. In this strategy the absolute difference between the quality values
has no influence on the likelihood of selection.

Roulette Wheel Selection is a method that tries to select candidates in such
a way that the selected sample has the same characteristics as the whole
population. This is achieved by assigning candidates a chance of selection
proportional to the quality of the candidate. A way to visualize this is
by assigning candidates slices of a roulette wheel proportional to their
quality. Roulette wheel selection then spins the roulette wheel as many
times as the number of candidates that need to be selected.

Stochastic Universal Sampling assigns each candidate a chance of selection
proportional to their quality, like roulette wheel selection does. However,
stochastic universal sampling randomly chooses a point on the roulette
wheel to start from, and then advances equally sized steps around the
roulette wheel to select the number of candidates required. This ensures
equal spread of the candidates selected without any bias [34].



4.4 Common Implementations of the Phases of an Evolutionary Algorithm 93

Tournament Selection does not use information about the entire population,
as the previous strategies do. Instead, tournament selection randomly
selects a specified number of candidates and then only returns the one
with the best quality. This process is repeated until the desired number of
candidates is selected.

In case a Pareto front is discovered an overall quality value needs to be as-
signed to a candidate that expresses the quality of that candidate considering
the Pareto front. This is necessary to select the best candidates from the Pareto
front which serve as input of the new generation. Different approaches ex-
ist [61, 188] to assign such an overall quality value to candidates in a Pareto
front. The general idea of all approaches is the same: unique candidates should
have a higher chance of selection. Looking at the example Pareto front as shown
in Figure 4.8, the process models at the extremes of both quality dimensions
have a high chance of being selected. Also the thicker black dots have a higher
chance since they are on the edge of a group of similar process models. This
makes sure that the population that is selected from the Pareto front is diverse,
which increases the chance of discovering a new good candidate. The quality
value calculated for each candidate in the Pareto front is then used as input for
the selection strategies discussed.

4.4.3 Change Operations

Evaluating and selecting candidates alone is not sufficient for evolutionary pro-
cesses. The candidates also need to be created and changed, so that new can-
didates can be found and evaluated. Three types of change operators exist:
candidate replacement by new candidates, candidate crossover and candidate
mutation.

Together, the change operations of an evolutionary algorithm need to ensure
that the whole search space can be covered. This means that by combining
several executions of the different change operations, every candidate should
be possible to create.

Candidate Creation and Replacement

One of the change operations that can be applied is selecting certain (particu-
larly bad) candidates to be replaced by newly created candidates. Candidates
can be created using the same techniques that are used at the start of the evo-
lutionary algorithm to form an initial population of candidates.
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Candidates can be created randomly or by using heuristics to aim at a higher
quality. The key aspect here is that the created candidate does not need to have
a good, or even reasonable, quality, since the quality will be improved during
coming generations. Adding variability to the population is more important
than creating initially good quality candidates.

Crossover

A commonly used operator in evolutionary algorithms is the crossover oper-
ation. This operator is inspired by the mating process of species. Generally
speaking a crossover operator takes two candidate solutions and exchanges in-
formation from the two parents into the two offspring candidates. The choice
of which information to exchange, and the way the information is inserted into
the offspring candidates, varies between implementations.

The main idea behind crossover is that good but different parts of two can-
didates are combined into offspring. This approach works well in the real world
for breeders of plants and livestock to produce species that have higher yields
or other desirable features [77]. Within evolutionary algorithms the offspring
created by random combination might not always result in offspring that has
better quality than their parents. However, if the offspring is better than its par-
ents, it often is significantly better. Unlike nature however, crossover is generally
applied probabilistically.

Mutation

The mutation change operation takes a single candidate solution and creates a
(slightly) modified child of it. The most common types of change applied are the
addition, removal and modification of parts of the candidate solution. Although
this change is usually applied randomly, some mutation operators might incor-
porate heuristics to mutate the candidate in a more targeted fashion. Important
for this operator type however is that there should be enough randomness in-
volved, in order to keep diversity of the population sufficiently high.

4.4.4 Termination

Unlike evolution in nature, an evolutionary algorithm has to terminate at some
point. However, since an optimal solution is unlikely to be found, termination
criteria need to be used. The most commonly used termination conditions are:
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Quality Threshold terminates when the best, or average, quality has reached
a certain threshold.

Number of Generation Threshold terminates when a predetermined number
of generations has been executed.

Elapsed Time terminates when a predetermined amount of time has passed.

Quality Stagnation terminates when the best or average quality does not change
significantly for a number of generations.

User Cancelation terminates the evolutionary algorithm when the user manu-
ally cancels the execution.

An interesting feature of an evolutionary algorithm is that it can always
return the best solution found so far. This means that intermediate results can
be inspected and used.

4.5 Conclusion

In order to balance the different quality dimensions during process discovery, a
flexible process discovery algorithm is required. Therefore this chapter presents
the evolutionary process mining framework called the ‘Evolutionary Tree Miner’,
or ETM for short. The general phases of the ETM framework demonstrate the
flexibility of the framework. The applicability of the ETM framework is shown
by several scenarios discussed in Section 4.2.

Next, we discussed important requirements for an evolutionary algorithm.
Population diversity is an important requirement that should be balanced to
allow for the discovery of the optimal solution. Furthermore, the evolutionary
algorithm should be able to visit the whole search space to be able to find the
optimal solution. We also discussed several requirements for the evaluation of
candidates.

Finally, we discussed common implementations of and approaches to the dif-
ferent phases of the ETM framework. One of these approaches was the construc-
tion of a Pareto front to keep the individual quality metrics separate. Moreover,
it allows for multiple candidate solutions to be returned, each with different
trade-offs.

In the next chapter we discuss several quality dimensions and quality metrics
that can be used for process discovery. This is followed by Chapter 6 where we
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present the ETMd algorithm which is the primary implementation of the ETM
framework.



Chapter 5

Process Model Quality
Dimensions

As discussed in Challenge 3, the four different process model quality dimen-
sions should be considered during process discovery. Furthermore, for discov-
ered process models, how well they describe the event log should be indicated
using the same quality dimensions. In the previous chapter we presented a flex-
ible evolutionary process discovery framework that is able to incorporate these
quality dimensions during discovery. The way process model candidates are
evaluated in the evolutionary algorithm determines which process models sur-
vive and are returned by the algorithm. Therefore, the four quality dimensions
need to be well understood before they can be measured.

In Section 5.1 we first discuss the four well-known quality dimensions for
process discovery. Section 5.2 provides a more theoretical view on the quality
of a process model, taking not only the event log, but also an omnipresent but
unknown system into consideration. This is followed by a discussion of sev-
eral ways to measure each of the four quality metrics in Section 5.3 through
Section 5.6. Section 5.7 discusses why all four quality dimensions are neces-
sary. Section 5.8 discusses some of the considerations taken into account in the
quality metric selection. Section 5.9 discusses the possibility to add quality di-
mensions. Section 5.10 summarizes related work and Section 5.11 concludes
this chapter.
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5.1 The Four Process Discovery Quality Dimensions

Given an event log, several process models can be presented that describe the
behavior as recorded in that event log. Figure 5.1 shows the four quality di-
mensions that are typically considered when evaluating these process discovery
results [5, 8, 10]. The dimension of replay fitness quantifies the fraction of the
event log supported by the process model. Precision quantifies how much of the
behavior described by the process model is not observed in the event log. The
dimension of generalization quantifies the likelihood of previously unseen but
allowed behavior being supported by the process model. Finally, simplicity eval-
uates the complexity of the process model, where simpler models are preferred
over more complex ones, as per Occam’s Razor [5].

The quality dimension of simplicity is evaluated without explicit use of the
event log. The three quality dimensions of replay fitness, precision and gen-
eralization use the behavior recorded in the event log to evaluate the process
model. In this chapter we first reconsider the notion of quality of a process min-
ing result, by explicitly assuming the notion of a “system” outside the process
model. In previous work the system was not explicitly considered when de-
termining the quality of a process mining result [5,10,21,27,58,89,155,157].
Nevertheless, the notion of a system is often implicitly assumed when discussing
quality issues. A system can be a concrete information system implementation
but usually refers to the context of the process, e.g., the organization, rules,
economy, etc. This system may allow people involved in the operational process
to deviate from the intended behavior of the information system, sometimes for

replay fitness

precisiongeneralization

simplicity
“able to replay event log” “Occam’s razor”

“not overfitting the log” “not underfitting the log”

process 

discovery

Figure 5.1: The four quality dimensions for process models in process discovery
(from [5]).
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Figure 5.2: Venn diagram showing that the behavior of the process model (M), event log
(L) and system (S) can be disjoint or overlapping.

good reasons. We show that explicitly considering the presence of such a sys-
tem leads to new insights into the role of existing quality dimensions in process
mining.

5.2 Theoretical View

In Figure 5.2, we explicitly depict the behavior of a process model, the behavior
observed in the event log and the behavior allowed by an observed system.
As shown, the behavior included in these three entities can partially overlap. In
practice there are many forms in which behavior can be described, such as traces
[8] (see Section 2.3 and Section 3.2), behavioral profiles [179], α-relations [20]
or one of the many process modeling notations (see Section 2.2). In the case
of process trees for instance the language of the root of the process tree (i.e.,
L (r )) can be used. However, for the discussion that follows, we abstract from
the way the behavior is exactly described. The only assumption we make is that
the ‘amount of behavior allowed’ can be counted. Especially in cases of loops,
which theoretically allow for infinite behavior, an estimation on the size of the
behavior is assumed to be available.
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5.2.1 Relating the Behavior of the Event Log, the Process
Model and the System

The Venn diagram shown in Figure 5.2 shows seven areas. We can intuitively
describe the behavior contained in each area as follows:

1. Modeled and observed system behavior (L ∩M ∩S). The central black
area in the Venn diagram contains all behavior of the system that is also
observed in the event log and is possible according to the process model.

2. Not modeled but observed exceptions ((L \ M) \ S). All the observed
behavior that is actually non-system behavior is considered an exception.
The exceptions that are not supported by the process model are contained
in this area.

3. Modeled and observed exceptions ((L ∩M) \ S). Modeled and observed
exceptions are those exceptions observed in the event log that are de-
scribed by the process model.

4. Modeled but unobserved and non-system behavior ((M \ S) \ L). This
contains all the behavior described by the process model which is non-
system behavior and is also not found in the event log.

5. Modeled but unobserved system behavior ((M ∩S) \ L). The behavior
described by the process model that is the system’s behavior but is not
seen in the event log.

6. Not modeled and unobserved system behavior ((S \ L) \ M). All the
system behavior that is neither observed in the event log nor modeled by
the process model.

7. Not modeled but observed system behavior ((S ∩L) \ M). The system
behavior that is observed in the event log but not described by the process
model.

It is important to realize that there is generally no way to explicitly describe
the behavior of the system, first of all since this behavior is typically infinite (e.g.
due to loops), but more so because there is always the possibility of unforeseen
behavior in any real-world system. In fact, systems tend to change over time.
Nonetheless, the traditional goal of process mining is to find a process model

that describes the system as accurately as possible, using nothing more than the

observed behavior in the log. In the remainder of this section, we assume that
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the behavior of the system is known. In Section 5.2.2 we discuss how to deal
with the fact that the behavior of the system is generally not known.

By relating the behavior allowed by the process model to that recorded in
the event log, we can distinguish two metrics commonly used in information
retrieval. The precision between the process model and the event log expresses
the amount of behavior that can be produced by the process model but is not
seen in the event log. This can be expressed as1:

Model-log precision= |L∩M |
|M | (5.1)

The recall between the model and the event log quantifies the behavior of
the event log that can be produced by the process model compared to all the
observed behavior in the event log:

Model-log recall= |L∩M |
|L| (5.2)

Precision and recall between the process model and the event log follow the
common notions of precision and recall in information retrieval. However, in
process mining the problem setting is a bit different. In information retrieval,
instances should be classified correctly in a large set of instances. In process
mining however, we have instances of observed behavior, as recorded in the
event log, that the process model should describe. This event log is created
by, or obtained from, a system. So the behavior observed in the event log can
also be related to the (actual) behavior of the system. This can be expressed by
precision between the event log and the system:

Log-system precision= |L∩S|
|L| (5.3)

This expresses the fraction of the observed behavior in the event log that is
included in the system.

The amount of overlap between the observed behavior recorded in the event
log and the behavior of the system can be expressed as follows:

Log-system recall= |L∩S|
|S| (5.4)

1Note that we assumed that the ‘amount of behavior’ can be counted.
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This expresses the fraction of the behavior of the system that is seen in the
event log, with respect to all the behavior of the system.

The behavior allowed by the process model can also be compared to the
behavior of the system. Again, precision can be calculated, but now for the
process model with respect to the system. This is expressed as:

Model-system precision= |S ∩M |
|M | (5.5)

This fraction thus expresses the fraction of behavior that is allowed by the
process model but is not part of the behavior of the system.

Finally, recall between the model and the system expresses the fraction of
the behavior expressed by the process model that is also the behavior of the
system:

Model-system recall= |S ∩M |
|S| (5.6)

If all these six fractions are equal to one then the three circles of the Venn
diagram of Figure 5.2 coincide. This means that the event log exactly captured
the behavior allowed by the system, and the process model exactly describes
the event log and thus the system. If all fractions are zero then the three circles
are disjoint. This means that the event log contains only behavior that is not
allowed by the system and the process model describes behavior that is neither
present in the event log nor allowed by the system.

In process mining, we start from a given event log L which comes from a
given system S, i.e., L and S are constant. If we assume that S is known then
we could simply use a genetic algorithm to discover a process model M which
maximizes all of the fractions. However, the behavior of the system is unknown,
but can, to some extent, be estimated from L.

5.2.2 Dealing with an Unknown System

When considering the notion of a system, we rephrase the goal of process min-
ing to: discover a process model M from a given log L taken from an unknown but

constant system S, such that M maximizes all fractions listed in Section 5.2.
Table 5.1 shows a summary of the different precision and recall metrics that

can be calculated on the Venn diagram of Figure 5.2. The table also relates the
four quality dimensions shown in Figure 5.1 to these metrics.
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Table 5.1: Overview of the different fractions and quality dimensions.

Equation Description

- Simplicity (see Section 5.3)

5.1 Model-log precision = |L∩M |
|M | Precision (see Section 5.5).

5.2 Model-log recall = |L∩M |
|L| Replay Fitness (see Sec-

tion 5.4).

5.3 Log-system precision = |L∩S|
|L| Observed non-exceptional be-

havior. This fraction is not con-
sidered here because it does not
depend on the process model.

5.4 Log-system recall = |L∩S|
|S| Log completeness. This fraction

is not considered here because
it does not depend on the pro-
cess model.

5.5 Model-system precision = |S∩M |
|M | Modeled system behavior. Un-

der the assumption that replay
fitness, precision and general-
ization are considered, this frac-
tion is irrelevant.

5.6 Model-system recall = |S∩M |
|S| Generalization (see Sec-

tion 5.6).

The notion of model-log precision directly relates to the quality dimension of
precision and model-log recall relates to the quality dimension of replay fitness.
Furthermore, if L and S are fixed, then the log-system precision and recall are
constant, i.e., these fractions become irrelevant for process discovery. In fact,
most work on process mining [5,27,96,180] uses the notion of noise to describe
exceptional behavior, i.e., behavior observed in the log, but that is not part of the
system (the noise level corresponds to 1−log-system precision). Furthermore, a
certain level of completeness is often assumed which refers to the completeness
of the log with respect to the system, i.e., log-system recall.

Things become more complex when we consider model-system precision
and model-system recall under the assumption that the system is unknown.
Basically, these metrics cannot be computed or estimated without further as-
sumptions. Typically, process discovery algorithms use a hidden assumption
that the process model they discovered from the event log does not include be-
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havior outside of the system, i.e., they assume that M ⊆ S, hence model-system
precision is one. This leaves the model-system recall to be estimated.

Finally, model-system recall represents the fraction of the system which is
covered by the model, i.e., if this recall is high, any behavior of the system can be
explained with the model, regardless of whether this is observed or unobserved
behavior. Under the assumption that M ⊆ S, this is what is traditionally referred
to as generalization [5,10].

Based on the discussion in this section, in the remainder of this chapter
we discuss the four well-known process discovery quality dimensions of replay
fitness, precision, generalization and simplicity in more detail. However, we
can now relate the three quality dimensions of replay fitness, precision and
generalization to the more theoretical view discussed in this section.

Throughout the remainder of this chapter we use the running example of
Figure 5.3 to further explain the meaning of these quality dimensions. We use
the event log as shown in Figure 5.3b to illustrate the quality dimensions. For
completeness, the process model that generated this event log is shown in Fig-
ure 5.3a. Please note that the process model in this case represents the (usually
unknown) system.

In the remainder of this chapter L is represented by an event log, and M by
a process model as the description of the behavior.
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(a) (Unknown) system that generated the
event log, represented by a process tree.

Event Log #

a b c d e g 80
a b d c e f e g 5
a d b c e g 15

(b) Generated event log.

Figure 5.3: Running example used to explain the quality dimensions in process discovery.
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5.3 Simplicity

The quality dimension of simplicity quantifies the simplicity of the process model
and therefore is the only quality dimension that is not necessarily related to the
behavior of the process model or event log. Simplicity of the process model is
defined by two aspects. The first aspect is related to Occam‘s Razor which states
that “one should not increase, beyond what is necessary, the number of entities
required to explain anything”. Since the other three quality dimension already
evaluate “what is necessary” in the process model, simplicity mainly focusses
on reducing the size of the process model. This aspect therefore also helps to
prevent bloat (see Section 4.3.3).

The second aspect that can be considered in the simplicity dimension is the
simplicity of the process model as perceived by a user. However, this aspect is
hard to capture and measure, since this is related to the understandability of
the process model. Many factors influence the understandability of a process
model [152], one of which is the visualization of the process model [119]. The
main reason process models are perceived to be complex however is the size
of the process model [133]. Other factors are the layout of the process model
and the use of certain control flow constructs. As discussed in Section 3.5, the
process tree notation used in this thesis can be visualized using many process
model notations. Furthermore, since process trees are block-structured, the
graph-based process model translations are also structured and hence have an
increased understandability. However, during discovery of a process model the
representation chosen to present it to the user is unknown. Therefore this can
not be incorporated in the simplicity metric. One could however restrict the
use of certain constructs, such as ∨ or 	-operators, to improve the simplicity, or
understandability, of the discovered process model.

Unlike the other quality dimensions, multiple simplicity metrics can be com-
bined to express the simplicity of a process model.

5.3.1 Simplicity by Ratio of Useless Nodes

Although often ignored, one of the easiest ways to reduce the size of a process
model is to remove elements that do not add or limit behavior. These useless
nodes can be removed without changing the behavior of the process model,
while reducing its size. A simple example is a τ node in a sequence, which can
be removed without changing the behavior of the process model. Additionally,
in the case of evolutionary algorithms, this also helps with the prevention of
bloat (ref. Section 4.3.3). The reasoning behind this metric is that an activity
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is added to the process model only if this is beneficial for the other quality
dimensions.

We therefore define simplicity as follows:

Qs = 1− #useless nodes

#nodes
, (5.7)

where a node in a process tree is useless if at least one of the following
conditions hold:

1. The node is a τ node in a sequence or parallel construct;

2. The node is an operator node with only one child;

3. The node is an operator node that has only useless nodes as children;

4. The node is a τ node and is not the first τ node in an exclusive or non-
exclusive choice;

5. The node is a loop consisting of only one other loop function and two τ

children;

6. The node is a τ node of a parent for which condition 5 holds;

7. The node is of the same type as its parent (unless the node is an 	-
operator or if the process tree is configurable (see Chapter 9)).

Figure 5.4 shows a process tree with examples of useless nodes, as indicated by
the gray circles. This process tree contains 6 useless nodes, out of 19 nodes in
total, hence the simplicity is:

Qs = 1− 6

19
= 1−0.3158 = 0.6842. (5.8)

Useless nodes can help candidate solutions to improve in later generations.
However, the goal is to prevent or reduce the number of useless nodes in the
end result.

The useless nodes metric obeys all metric requirements as stated in Sec-
tion 4.3.4. Deciding whether a node is useless or not is a simple evaluation,
which can be performed quickly.
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5.3.2 Other Simplicity Metrics

Different simplicity metrics exist that take the size of the process model into con-
sideration. Even more simplicity metrics can be derived from the observations
in [133].

Simplicity by size

One of the simplest ways of quantifying the size of a process model is by just
counting the number of nodes in the process tree. This can be normalized to
return a value between zero and one, by dividing 1 by the size of the process
model. However, one could argue that the size of a process model should be
relative to the number of activities in the process. The benefit of this simple
simplicity metric is that it adheres to all quality metric requirements.

Simplicity by activity occurrence

Another way to evaluate the size of the process tree is to consider the activities
present in the event log. If each activity is represented exactly once in the pro-
cess tree, that process tree is considered to be as simple as possible. Therefore,
simplicity is calculated as follows:

Qs = 1− #duplicate activities+#missing activities

#nodes in process tree+#event classes in event log
(5.9)

Duplication of activities is measured by counting the number of times the ac-
tivity is repeated in the process model. An activity is missing from the process
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Figure 5.4: Process tree with several useless nodes (marked with gray) and the reason
why they are useless (indicated by the callouts).
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model if it is not included in the process model while it is present in the event
log. These numbers are summed up and normalized by the total number of
nodes in the process tree and event classes (or activities) in the event log.

This simplicity metric adheres to all requirements except the orthogonality
requirement. By forcing each activity to be in the process model exactly once,
the other three quality dimensions are influenced. On some occasions it could be
beneficial for the other quality metrics to either exclude or duplicate an activity
to increase their quality dimension.

5.4 Replay Fitness

Replay fitness quantifies the extent to which the behavior of the event log can be
replayed in the process model. Replay fitness therefore evaluates the following
fraction:

Model-log recall= |L∩M |
|L| (5.2 repeated)

The meaning of this quality dimension can be best explained with a simple
example, as shown in Figure 5.5. The process model only allows for the sequen-
tial execution of activities ❛, ❜, ❝, ❞, ❡ and ❣. Although this is exactly the first
trace of the event log of Figure 5.3b, the other two traces do not fit this model.
Several techniques exist to detect and evaluate these mismatches between the
event log and the process model.

5.4.1 Alignment-based Replay Fitness

The main challenge for replay fitness metrics is how to relate the observed
events in traces to nodes in the process model. Especially in situations where the
process model and the trace are in disagreement, it is crucial how this is evalu-
ated by the replay fitness metric. The most robust, flexible, and state-of-the-art

→

gedcba

Figure 5.5: Process model without perfect replay fitness.
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metric for replay fitness is based on searching for these optimal alignments be-
tween traces of an event log and a process model [10,21,22,24]. Basically, this
technique aligns as many events as possible from the trace with activities in an
execution of the model (this results in a so-called alignment).

The goal is to find the optimal alignment that minimizes the total cost. Each
time the trace and the process model are ‘out of sync’, i.e., only a move on either
the log or model is made, the cost of the alignment increases. This approach
allows us to define different costs per activity and move type. By default devi-
ations from the trace have higher cost than deviations from the process model
since in general the traces are trusted more than the process model. The default
cost when only a move on the model is made is 2 and when only a move on the
trace is performed the cost is 5.

The alignments for the traces of Figure 5.3 on the example process model of
Figure 5.5 are shown in Table 5.2. An alignment aligns the events of the trace
(the top row in each alignment in Table 5.2) with the (enabled) activities in the
process model (the bottom row in the alignment). The alignment between the
trace 〈a,b,c,d ,e, g 〉 and the process model is shown in Table 5.2a. The alignment
is perfect in the sense that each event in the trace can be matched with an
enabled activity in the process model. Moreover, when the trace is finished,
so is the process model. When an event in the trace can be matched with the
execution of an enabled activity in the process model this is called a synchronous

move.
The trace 〈a,d ,b,c,e, g 〉 however cannot be perfectly replayed in the process

model. The alignment of Table 5.2b shows that event ❞ cannot be replayed
correctly since it occurs too early in the trace. This is indicated in the alignments
by moving forward on the trace with ❞, while the process model does not move,
as is indicated by the ≫-symbol. When this happens this is called a move on

log only. However, later when the process model can and must execute ❞, the
trace cannot. In this case in the alignment the trace does not make a move as is
indicated by the ≫-symbol for the trace. Since only the process model makes a
move, this is called a move on model only. The alignment contains one move on
log only and one move on model only, and therefore the cost of the alignment
is 5+2 = 7.

The alignment for the trace 〈a,b,d ,c,e, f ,e, g 〉 on the process model is shown
in Table 5.2c. In total four deviations are recorded, where the first two are
deviations of activity ❞ in a similar way as in the previous alignment. The trace
however also contains activity ❢ which is not included in the process model,
causing a move on log only. Additionally, the trace contains activity ❡ twice
which also causes one move on log only. The alignment contains three move on
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Table 5.2: Optimal alignments of the three traces of Figure 5.3b on the process model of
Figure 5.5.

Trace a b c d e g
Model a b c d e g

(a) Alignment between the trace
〈a,b,c,d ,e, g 〉 (which occurs 80

times) and the process model,
where the alignment cost is 0.

Trace a d b c ≫ e g
Model a ≫ b c d e g

(b) Alignment between the trace 〈a,d ,b,c,e, g 〉
(which occurs 5 times) and the process
model, where the alignment cost is 5+2 = 7.

Trace a b d c ≫ e f e g
Model a b ≫ c d e ≫ ≫ g

(c) Alignment between the trace 〈a,b,d ,c,e, f ,e, g 〉 (which occurs
15 times) and the process model, where the alignment cost is
3×5+2 = 17.

log only and one move on model only, resulting in an overall cost of 3×5+2 = 17.
Given optimal alignments between the traces in an event log and the process

model, the final replay fitness score is calculated as follows:

Qrf = 1−
∑

traces cost for aligning model and trace× trace frequency

Cost to align log on model with no synchronous moves
(5.10)

where the denominator is the upper bound of the alignment cost for the optimal
alignment. This is used to normalize the replay fitness to a value between 0 and
1.

It is important to note that the frequency of identical traces matter, hence
frequently occurring traces have a bigger impact on the replay fitness than in-
frequent traces. Furthermore, calculating the cost to align a trace on a model
without synchronous moves is trivial. These costs can be obtained by taking the
length of the trace and the shortest run through the model. Obtaining the opti-
mal alignment between a trace and the model however is the computationally
expensive part.

Using the alignments shown in Table 5.2 we can calculate the replay fitness
of the event log of Table 5.2 on the process model shown in Figure 5.5. The
costs for each alignment are known and shown in Table 5.2. The ‘cost to align
log on model with no synchronous moves’ consists of two parts. First the move
on log only cost for all traces in the event log is calculated. The first trace occurs
80 times and contains 6 events, hence the move on log only costs are 80×6×5 =
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2,400. In a similar way the cost for the other two traces can be calculated.
The cost for an execution of the process model without any synchronous moves
can be calculated by finding the cost for the shortest path through the process
model, and multiplying that with the number of traces in the event log. Since
the event log contains 100 traces and the process model only allows for one
execution sequence, which consists of executing six activities, these costs are
100×6×2 = 1,200. Filling in Equation 5.10 with these values gives:

Qrf = 1− 80×0+5× (5+2)+15× (3∗5+2)

(80×6×5+5×8×5+15×6×5)+100×6×2

= 1− 0+35+255

(2,400+150+600)+1,200
= 1− 290

4,350
= 1−0.0667 = 0.9333

(5.11)

For the alignments as shown in Table 5.2, the resulting replay fitness therefore
is 0.93.

Unfortunately, computing alignments is a complex task that violates the first
requirement of efficient implementation. However, currently it is the most ro-
bust way of relating a process model with an event log. Moreover, the next two
quality metrics use the information provided by the alignments without requir-
ing additional complex computations. Using alignments, process models can
also be more effectively repaired since an alignment indicates where a process
model needs to be fixed (see Section 6.3).

Alignment based replay fitness provides intuitive results, since it directly
uses the mismatches between event and activity execution, the notion of an
alignment is easy to understand, and the way the final score is calculated can
be clearly specified.

Selecting the best alignment between the traces and the process model is
done by only considering the quality dimension of replay fitness. However, the
choice of alignment directly influences the quality dimensions of precision and
generalization, since they base their calculations on the alignments.

5.4.2 Other Replay Fitness Metrics

Replay fitness is the quality dimension that has attracted the most attention
from researchers in the process mining field. In this section we discuss other
replay fitness metrics that could be used. For a more complete overview of
replay fitness metrics we refer to [21,155].
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Token-Based Replay

Token-based replay [155,157] takes the traces of an event log and replays them
on a process model. The result of this approach applied on a Petri net version
of the process model of Figure 5.5 results in the process model as shown in Fig-
ure 5.6. Since activity ❞ was executed twenty times in the event log, before it
actually could, twenty tokens are missing in the place before activity ❞. How-
ever, twenty tokens are also remaining since activity ❞ is not executed after ❝

occurs.
Although this approach indicates where problems exist in the process model,

there are some disadvantages. The addition of missing tokens may allow for
extra behavior that could not have been performed in the original Petri net. Es-
pecially in cases where deviations occur frequently, some places in the Petri net
may be flooded, making the results less reliable. There are also issues with silent
transitions and duplication of tasks. More important however is the assumption
that the event log is always right. Unlike the alignment approach, events cannot
be skipped in the token-based replay and only errors in the process model are
considered. This results in the assumption that L ⊆ S, which is often not correct.

Replay with Artificial Negative Events

This approach applies the same idea as token-based replay, but now includes
negative events [89, 177]. In this approach negative events represent activities
that could not have happend in the event log at specific locations in the trace.
The approach also replays traces individually, and uses local heuristics to decide
whether activities are enabled. This results in a computational complexity that
is linear in the length of the traces. However, negative events are not provided
in the event log and thus need to be derived. Since the real system is not
known, only the event log can be used for this. The current approach introduces
negative events to traces based on the other traces in the log. It is not known
however whether the introduced negative events are really negative events, i.e.,
really capture behavior that is indeed not possible according to the system. This
results in the assumption that L = S, i.e., that the event log demonstrates all

a b c
+20

-20
d -5 e g

Figure 5.6: Example of a token-based replay result using the event log of Figure 5.3b
and a Petri net version of the process model of Figure 5.5.
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possible behavior and does not contain outliers.

Comparing Event Streams with Model Streams

An approach that compares event streams, i.e., traces, with process models to
measure their similarity is proposed in [58] . Much like alignments, the similar-
ity between the streams is measured by the fraction of insertions and deletions
required to match the trace to a model stream. Several techniques are applied
to avoid the well-known state-space explosion problem and reduce the overall
complexity of the approach. However, none of these techniques guarantee that
the result is the same as the one obtained without these techniques enabled.
Moreover, the computational complexity is worse than that of alignments, while
the results are the same at best. For a more detailed discussion of the differences
between this approach and the alignment based replay fitness we refer to [21].

5.5 Precision

Precision indicates how much additional behavior the process model allows that
is not seen in the event log. Precision therefore evaluates the following fraction:

Model-log precision= |L∩M |
|M | (5.1 repeated)

The problem with precision is that the behavior of the process model is po-
tentially infinite in case of loops. Therefore estimates of the size of the allowed
behavior of the process model need to be made.

The process model shown in Figure 5.7 is not very precise given the three
observed traces. The process model allows for the execution of activities ❜, ❝
and ❞ in parallel. This allows for for six different traces to be produced (〈b,c,d〉,
〈b,d ,c〉, 〈c,b,d〉, 〈c,d ,b〉, 〈d ,b,c〉 and 〈d ,c,b〉). Furthermore, ❡, ❢ and ❣ are
children of a 	-construct, resulting in an infinite number of possible traces to
be produced. The event log however only contains three different traces. Hence,
the process model is not very precise.

However, enumerating all possible traces of the process model is not feasi-
ble for larger process models, especially when they have many parallel activ-
ities. Moreover, in case of loops, the allowed behavior is infinite. Therefore
estimations of the allowed behavior of a process model need to be made.
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5.5.1 Escaping Edges

By using the alignments calculated for the replay fitness dimension, and the
state space constructed during these calculations, precision can be measured.
An example is shown in Figure 5.8.

The state space shown in Figure 5.8 is constructed during the calculation of
the alignments, where we only consider the process model behavior and thus
ignore events skipped in the event log. The state space is not complete with
respect to all allowed behavior of the process model. However, it does give
insights into which parts of the state space have been used. [138] discusses
how precision can be estimated by considering the escaping edges in a state
space constructed during the calculations of alignments. Each escaping edge
represents a decision in the process model that was possible but never made
in the event log. If there are no escaping edges, precision is considered to be
perfect.

Using the state space constructed by the alignment calculation, we calculate
the precision as follows:

Qp = 1−
∑

visited markings #visits× (#outgoing edges−#used edges by replay)
∑

visited markings #visits×#outgoing edges

(5.12)
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Figure 5.8: Partial state space as constructed during
alignment calculation. Arrows with a dash in-
dicate escaping edges.
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For the example of Figure 5.8 this results in the following calculation:

Qp =1−

100× (1−1)+100× (3−2)+85× (2−2)+5× (1−1)+5× (1−1)+5× (2−1)
+5× (1−1)+5× (2−1)+80× (1−1)+80× (1−1)+80× (2−1)
+15× (2−1)+15× (1−1)+15× (1−1)+15× (1−1)+15× (2−1)

100×1+100×3+85×2+5×1+5×1+5×2+5×1+5×2
+80×1+80×1+80×2+15×2+15×1+15×1+15×2

= 1− 0+100+0+0+0+5+0+5+0+0+80+15+0+0+0+15

100+300+170+5+5+10+5+10+80+80+160+30+15+15+30

= 1− 220

1,015
= 1−0.2167 = 0.7832

(5.13)

For the example of Figure 5.8 the precision is 0.78.
The requirements for evaluation metrics are all satisfied. This metric is effi-

cient, since it reuses information from the alignment metric without significant
overhead. Results of this metric are also intuitive and the specification is clear
since the metric uses the notion of escaping edges, which relates to unused be-
havior. Finally, this metric is also orthogonal to the other quality dimensions.
Although we reuse information obtained by the alignment metric, we measure
only the precision dimension.

5.5.2 Other Precision Metrics

Other precision metrics exist, although not as many as for the replay fitness
quality dimension. In this section we discuss two other metrics: advanced be-
havioral appropriateness and the behavioral specificity metric.

Advanced Behavioral Appropriateness

The advanced behavioral appropriateness metric is an improvement of the ‘ba-
sic’ behavioral appropriateness metric, both of which are presented in [157].
The advanced behavioral appropriateness metric compares pairwise relations
between activities in the event log to the pairwise relations of activities in the
process model. However, the computation of all these pairwise relations is ex-
pensive and therefore not feasible in practice. In [27] a different precision
metric is proposed that utilizes the total number of enabled activities in all vis-
ited states of the process model during replay, using token-based replay. Since
missing tokens might be added when necessary for replay, this metric shows
misleading results for non-perfectly fitting traces: the Petri net is flooded, so
tokens enable an unreasonable number of transitions.
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Behavioral Specificity

The behavioral specificity metric uses artificial negative events to measure pre-
cision. It therefore uses the approach as discussed in Section 5.4.2 and [89].
This metric reduces the precision score of a process model whenever negative
events were enabled while replaying the positive events in the event log on the
process model. The main limitation of this approach is the assumption that the
event log is a complete observation of all allowed behavior of the system, i.e.,
L = S.

5.6 Generalization

Generalization estimates how well the process model describes the behavior of
the (unknown) system, and not only the event log with the observed system
behavior. Recall that generalization corresponds to the following fraction:

Model-system recall= |S ∩M |
|S| (5.6 revisited)
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Figure 5.9: Example process model which is not general.
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Figure 5.9 shows another process model that can be used to explain the
observed behavior of the event log in Figure 5.3b. Although this process model
describes the observed behavior correctly and precisely, it is not as generic as
it should be. It is therefore likely that the process model does not give insights
into the behavior of the system, but instead only describes the observed example
behavior of the event log.

However, since the behavior of the system is not known, the generalization
of a process model needs to be evaluated using derived metrics.

5.6.1 Frequency of Use

If all parts of the process model are frequently used, the process model is likely
to be generic. However, if some parts of the process model are rarely used,
chances are high that the system actually allows for more behavior, and that the
process model is describing certain behavior in an overly precise and specific
way. Therefore we base the generalization metric on how often nodes of the
process tree have been visited while replaying the event log. For this we use the
alignment provided by the replay fitness algorithm. The more a node is visited,
the more certain we are about the statistics obtained via replay, i.e., if the node
explains the observed behavior well of not. If some parts of the tree are visited
very infrequently, generalization is poor. Therefore, generalization is calculated
as follows:

Qg = 1−
∑

nodes(
p

#executions)−1

#nodes in model
(5.14)

The square root of the number of executions is taken because the effect of hav-
ing 10 executions instead of 1 is considered a more significant improvement
than going from 10 to 100 executions. From each of these values the power of
−1 is taken to normalize it to a value between 0 and 1. Then these values are
summed and divided by the total number of nodes in the tree to get the average
for the whole tree. Please note that, unlike the proposed metrics for simplicity,
replay fitness and precision, this metric can only reach the value of 1 in the limit
(because the fraction can never be 0).

However, this equation has one major disadvantage: it contains a loophole
that is used by the ETM framework to (artificially) increase this metric. The
ETM framework introduces a lot of silent steps and useless loops to increase the
number of nodes that are executed. Therefore, we incorporate the notion of
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useless nodes from Section 5.3.1 into this metric as follows:

Qg = 1−
∑

non-useless nodes(
p

#executions)−1

#nodes in model
(5.15)

That way, even if simplicity is evaluated using a different metric, only nodes that
actually contribute to the process model are evaluated by the ETM framework
to determine generalization.

In the example process model of Figure 5.9 the number of times each tran-
sition has been executed in the process model is indicated. When using these
frequencies to fill in Equation 5.15 this results in a generalization of:

Qg = 1−

p
100

−1 +
p

100
−1 +

p
100

−1 +
p
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−1 +

p
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−1

18

= 1− 3×0.1+3×0.1085+3×0.4472+3×0.1118+4×0.2582+2×0.1

18

= 1− 3.5352

18
= 1−0.1964 = 0.80

(5.16)

Most of the requirements for evaluation metrics are satisfied for the gener-
alization metric of frequency of use. This metric is very efficient, since it reuses
information from the alignment metric without significant overhead. Results of
this metric are also intuitive and the specification is clear. Finally, this metric is
not fully orthogonal to other quality dimensions, since it incorporates the no-
tion of useless nodes from the corresponding simplicity metric. This is however
necessary to prevent this metric from only functioning in combination with this
particular simplicity metric.

5.6.2 Other Generalization Metrics

Not many metrics for generalization currently exist, although it can be eas-
ily shown that this dimension is crucial for evaluating the quality of a process
model, since replay fitness and precision alone are not enough.

Change of a New Observation

One of a few generalization metrics is presented in [10] which uses an estima-
tor from statistics [39] that estimates the chance of a new observation, using
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the total number of observations and the number of unique observations. The
reasoning is that if each observation was a unique one, the chance that the next
observation will be unique is high. However, if there were many observations
of only a few unique ones, chances are small that a next observation will be
unique. By applying this to state visits, so by calculating the probability that a
next visit to a state will reveal a path not seen before, generalization can be es-
timated. However, this approach does not work for parallelism, since each trace
might be a unique sequence of activities, while the process model is actually
general. The same idea could be applied to the process tree itself, by evaluating
in how many different ways an operator behaved. In this case the problem lies
in the fact that parallel behavior should be abstracted from, to prevent the same
problem as for the state space. At the same time, if only few actual sequences
are observed, an ∧ or ∨-operator is generalizing too much.

Advanced Behavioral Appropriateness

The advanced behavioral appropriateness metric of [157] also includes gener-
alization, since it compares the behavior of the process model and the event
log in both directions. However, here generalization is seen as the inverse of
precision, i.e., if a model is less precise it automatically becomes more general.
The concept of an unknown system is not incorporated in this metric.

Behavioral Recall and Causal Footprint

Other approaches such as behavioral recall [27] and the causal footprint met-
ric [68, 69] are able to quantify how general a given model is by using a ref-
erence model that serves as the system. However, the original model is not
known in the setting of process discovery, and these techniques are therefore
not applicable to our setting.

K-fold Cross Validation

A common way in data mining to evaluate how good a classification algorithm
is, is to use a so-called holdout method, e.g. k-fold cross validation [137]. The
data set is split in k parts and k-1 parts are used for training the algorithm, while
the kth part is used for evaluating the performance of the algorithm. General-
ization however is not about evaluating the performance (or generalization) of
the algorithm, but of the discovered process model with respect to the system.
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5.7 The Importance of Considering all Four Qual-

ity Dimensions

Although most process discovery algorithms only consider one or two quality
dimensions, all four should always be considered. The process models used to
explain each of the quality dimensions are repeated in Figure 5.10.

The process model used to explain simplicity is shown in Figure 5.10a. This
process tree can replay all traces, is very precise and general but is not as sim-
ple as it could be. The process tree of Figure 5.10b is very precise, general
and simple, but scores bad on replay fitness. Since replay fitness provides the
relation between the process model and the event log, a low score on replay fit-
ness means that the process model is not really related to the observed behavior.
Therefore, the quality dimensions of precision, generalization and simplicity are
hard to interpret when replay fitness is low.

The other two process models also score well in three out of the four quality
dimensions, but score badly in the remaining quality dimension. The overall
best process model is the process model of Figure 5.3: it is the simplest process
model that is able to replay all behavior, does not allow for additional behavior
and describes the process in a general way.

Figure 5.10 illustrates that all four quality dimensions need to be considered,
and that they are orthogonal to each other. However, the quality dimension
of replay fitness is the most important, since a low replay fitness means that
the process model has little relation to the observed behavior. Unfortunately
none of the current process discovery algorithms incorporates all four quality
dimensions.

5.8 Quality Metric Considerations

In this chapter we proposed a metric for each of the four quality dimensions
such that the ETM framework can incorporate each dimension in the evaluation
of candidates. The four quality dimensions are proposed in previous literature,
mainly [5], and their correctness and completeness have been shown by the
discussion based on the Venn diagram of Figure 5.2.

Defining or choosing the metrics used to evaluate a quality dimension is not
straightforward and multiple options exist for each quality dimension. In this
chapter we have proposed metrics for the quality dimensions for use within
the ETM framework. However, different metrics might be more suitable for
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different situations.
For evaluating replay fitness for instance one could also count the fraction

of traces can be fully replayed in the process model. In certain scenarios this
might be a better metric than the more detailed alignment calculations. This is
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also true for metrics for the other quality dimensions. However, it is important
to also consider the chosen metrics together, since they should work well to-
gether. Therefore, the choice of the four quality metrics used in the remainder
of this thesis is a delicate one. And, as is shown in Section 5.7, together these
four quality metrics cover the four quality dimensions and all four metrics are
required.

We do not claim however that these four quality metrics are always the
best or only choice. Therefore the ETM framework is flexible in which specific
metrics are used during the evaluation. We show in the remainder of this thesis,
especially in Section 6.8 and Chapter 7, that the chosen combination of the four
quality metrics works well in practice.

5.9 Additional Quality Dimensions

Although we showed that the four quality dimensions presented here are the
minimal quality dimensions to consider, additional quality dimensions can be
considered. As discussed in the scenarios in Section 4.2, other aspects can be
considered during process discovery. Consider for instance the similarity to a
given process model, or the quality of the configurations present in the discov-
ered configurable process model. Additional quality dimensions can be used to
evaluate other aspects of the process model such as the data or resource per-
spectives. There is no upper limit to the number of quality dimensions that
can be used, but the four quality dimensions discussed in this chapter form a
minimal set of quality dimensions to consider. It is important however that the
requirements as discussed in Section 4.3.4 are taken into consideration when
implementing additional quality dimensions.

5.10 Related Work

Process model quality is expressed by using the four quality dimensions of replay

fitness, precision, generalization and simplicity [5,8,10]. For each of these quality
dimensions several implementations exist.

The most robust metric for replay fitness to date is presented in [10,21,22]
where alignments are calculated between traces of the event log and executions
of the process model This approach finds an alignment with the lowest cost,
where deviations are assigned costs. Many other metrics for replay fitness ex-
ist such as token-based replay [155, 157], artificial negative events [89, 177]
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and comparing event streams with model streams [58]. For a more complete
overview of different replay fitness metrics we refer to [21,155].

Precision quantifies the fraction of unseen behavior modeled by the pro-
cess model. However, loops in the process model can generate possibly infinite
behavior, complicating the computation of this quality dimension. A solution is
proposed in [138] where the state space as constructed during the calculation of
the alignments for replay fitness is used. The notion of unused or escaping edges
quantifies the number of unobserved branches in the state space. Other preci-
sion metrics based on token based replay [27, 157] and negative events [89]
are suggested, which suffer from the same issues as the metrics they are based
upon.

The quality dimension of generalization is the most difficult quality dimen-
sion to asses. A metric from statistics is applied in [10] to evaluate the diversity
of a population. However, issues arise in the case of parallelism. In [157] a gen-
eralization metric is proposed but assumed to be the inverse of precision, which
we argue it is not. Additional generalization metrics are proposed in [27,68,69]
that require a given process model to represent the system. However, we argue
that the system is usually unknown and generalization should be calculated
without concrete knowledge of the system.

The fourth quality dimension of simplicity is a quality dimension that is not
directly related to the observed behavior. In [133] different simplicity (or com-
plexity) metrics, and their relation to errors in process models, are extensively
discussed. The main observation is that size is the most important measure for
simplicity.

5.11 Conclusion

In this chapter we positioned the four well-known quality dimensions of sim-
plicity, replay fitness, precision and generalization. By explicitly considering the
(unknown) system we provided insights into the interplay between the behavior
of the system, the observed behavior in the event log and the possible behavior
of the process model. Additionally we explained each quality dimension using
a simple example. This helps in understanding the quality of a process model
given an event log, as is described as Challenge 4 in Section 1.3. In this chapter
we also discussed several possible ways to measure each of these four qual-
ity dimensions. Finally, we showed that all four quality dimensions are really
necessary to evaluate the quality of a process model.

In the next chapter we implement a process discovery algorithm based on
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the ETM framework: the ETMd algorithm. The quality dimensions discussed
in this chapter are used by the ETMd algorithm to discover process trees from
several artificial and real life data sets in Chapter 7. In Chapter 8 and Chapter 9
we discuss the ETMr and ETMc algorithms respectively which use additional
quality dimensions.



Chapter 6

Discovery of Process Trees

In this chapter we discuss the implementation of the ETMd algorithm based on
the ETM framework as discussed in Section 4.1 and shown in Figure 6.1. We
start with a discussion on the three different types of change operations de-
fined for evolutionary algorithms: creation of the initial population, mutation
and crossover. The creation of the initial population is discussed in Section 6.1,
followed by a selection of mutation operations, which is divided into random
mutations, discussed in Section 6.2, and guided mutations which is discussed
in Section 6.3. The third and last change operation, which we discuss in Sec-
tion 6.4, is crossover. The next element to be detailed is that of candidate
selection, which is discussed in Section 6.5. The final element in the ETMd

algorithm, termination condition(s), is discussed in Section 6.6.

The ETMd algorithm is applied on a running example in Section 6.8, where
besides the best single process tree, a Pareto front is also discovered. Section 6.9
discusses the results of current state-of-the-art process discovery algorithms on
the same running example. Section 6.10 concludes this chapter.

6.1 Initial Population Creation

As discussed in Chapter 4 the first step of the ETMd algorithm is the creation
of new process trees to form the initial population. Additionally, in each gen-
eration, some process trees might be selected to be replaced by newly created
trees.
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As mentioned in Section 4.4.3, it is important to note that the creation of
new trees does not imply that the initially created process trees should be of
good quality. The evolutionary character of the ETM framework provides the
freedom to construct less-than-optimal process models. The main purpose of
initial population creation is initializing the ETMd algorithm with a diverse set
of candidates. The change operations of mutation and crossover are used to
(possibly) further improve the quality of the candidates according to the used
quality dimensions. Therefore population creation should mainly focus on the
exploration aspect of the evolutionary algorithm, and leave the exploitation to
the other change operations.

In this section we discuss different approaches for the creation of process
trees: (1) random process tree creation, (2) advanced trace-model creation and
(3) creation using existing process discovery algorithms. The random approach
is discussed in Section 6.1.1. This approach almost entirely ignores the informa-
tion recorded in the event log. In Section 6.1.2 we discuss a smarter approach
that creates process trees using traces from the event log. The resulting process
trees are not perfect but are very suitable for the (guided) mutation operators
we define later in this chapter. Finally, in Section 6.1.3 we discuss the possibility
of using other process discovery techniques to build initial process trees.

It is important to note that all these different ‘tactics’ are required because
beforehand it is not known which quality dimensions are included, and what
their relative importance is. Therefore we cannot fully rely on constructive
methods to create the initial population.

Stop?Select

Change

EvaluateCreate

Figure 6.1: The basic framework for evolutionary process discovery.
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6.1.1 Random Tree Creation

One of the simplest methods to create new process trees is by randomly con-
structing them. An example of the process of created a random process tree is
shown in Figure 6.2. Using the activities of the event log, the process tree is
randomly built from the root. Each node is assigned at random to represent
either an activity or an operator node. The first step of this process is shown
in Figure 6.2a. If the node is selected to be an operator, the type of operator
is selected by chance, where some operators might have a higher probability of
being selected. In this case the root is chosen to be an ∧-operator. The left-most
child of this operator is again an operator, of type →, as is shown in Figure 6.2b.
If a node represents an activity, this activity is randomly selected from the list of
activities present in the event log. This is shown in Figure 6.2c, Figure 6.2d and
Figure 6.2e.

6.1.2 Using Advanced Trace-Model Creation

Another way of creating new process trees is by first creating process trees that
describe individual traces, and subsequently merging these process models.

Creating trace models

In this step a process tree is created that describes a single trace. If a trace
contains each activity exactly once, building a process tree can simply be done
by placing the activities underneath a →-operator, in the same order as the
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Figure 6.2: Example of random construction of a process tree. A newly added node is
encircled, the currently selected node to be set has a gray background and
remaining empty places in the process tree have a dashed circle.
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activities are encountered in the trace. This type of tree is called a trace-

model [74,75].
In case the trace contains activities multiple times, a 	-operator can be in-

serted in the process tree. An example of a trace-model with duplicate activities,
for the trace 〈a,b,c,d ,e,b,d ,e, f , g 〉, is shown in Figure 6.3. Determining which
activities need to be assigned to the 	-operator is done in two phases. In the
first phase the activities that are duplicated are detected by counting how often
each activity occurs. In the example of Figure 6.3 activities ❜, ❞ and ❡ are du-
plicated, as is indicated by the gray rectangles in the process tree. In the next
phase the trace-model is again parsed, and at the point where the first activity
that occurs multiple times is encountered, an 	-node is inserted. For the exam-
ple of Figure 6.3 the 	-node is inserted after activity ❛, as is shown by the cloud
symbol in the top right tree. Each activity that occurs multiple times is assigned
randomly to either the ‘do’ or ‘redo’ part of the 	-operator. The order of the
activities within each of these parts is maintained. Hence, the 	 of Figure 6.3
contains activities ❜, ❞ and ❡. As is shown at the bottom of the figure, in total
eight distributions of these three activities are possible over the different ‘do’
and ‘redo’ parts of the 	-operator. All other occurrences of the activities placed
under the 	-operator are removed from the trace-model. This ensures that the
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Figure 6.3: Example of advanced trace-model creation for the trace
〈a,b,c,d ,e,b,d ,e, f , g 〉. The top left model shows the (basic) trace model
with the regions of duplicate activities marked. The advanced trace model
(shown at the top right), contains each activity once. The cloud in the top
right model is replaced with one of the possible 	-sub trees.
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duplicate activities appear only once in the resulting process tree.

Merging of the initial models

The next step of this approach is merging the created process trees into process
trees that describe multiple traces. Traces are selected randomly from the event
log, and their corresponding trace-models are merged. This process stops when
all selected traces have been processed. Moreover, since duplication of activities
in a process tree allows for multiple mappings between two process trees, the
process also stops when activity duplications are introduced in a process tree.

The first step when merging two process trees is to create a mapping be-
tween the nodes of the process trees [74, 75]. This can be done in a relatively
straight-forward way since the process trees contain no duplicate activities. The
order of activities is ignored, and unmapped leaves of either one of the input
trees are copied into the merged process tree. An example is shown in Fig-
ure 6.4, where three trace models are merged in two steps. For the first two
models on the left all leaves can be mapped, except ❡ (marked gray) in the
upper model of Figure 6.4. The location in the merged tree is determined by
finding the location of the predecessor and successor of this node. In this case
the location is determined to be between ❞ and ❢ in both trees. At this location
an ×-node with ❡ and τ as children is inserted, since in one model ❡ is present
while in the other model no activity is present at that location.

The resulting process model is then merged with a third process model for
the trace 〈a,c,b,h, i , g 〉. In the middle model the part between activities ❝ and
❣ is different (marked with dashed boxes), while in the right model activities ❤
and ✐ are different (marked with dashed circles). These two parts are placed
underneath an ×-operator in the merged process tree.

The approaches for trace-model creation and merging these models follow
a simple and straight-forward approach. Since the goal is to quickly create rea-
sonable process trees, no advanced and time consuming calculations are made.
Different process trees are created that describe the observed behavior. In a
later phase these models are improved by the ETMd algorithm. The models cre-
ated by using these methods are tailored for easy improvement by the guided
mutation operators as discussed in Section 6.3.

6.1.3 Using Other Process Discovery Algorithms

Another way to create process trees is by using the result of other process dis-
covery algorithms. However, most other algorithms produce process models in
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process modeling formalisms that cannot always be translated to process trees
(for a more detailed discussion we refer to Section 3.5.2). One notable excep-
tion is the Inductive Miner (IM) [120,121] that also produces process trees. By
changing some of the parameters of the IM algorithm, different process trees
can be obtained using the same event log.

However, the IM algorithm has some disadvantages the ETMd algorithm
does not have. First of all the IM is relatively sensitive to both exceptional
behavior and incompleteness of the event log, although extensions to combat
this are proposed [121]. Furthermore, in case the IM cannot find a strong
relation in part of the event log, it falls back to the flower model for that part of
the subtree. Within a flower model all activities are able to be executed zero or
more times. This therefore results in one or more 	-operators with the activities
of that part of the event log in a ×-construct in the ‘do’ part.
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Figure 6.4: Merging of trace models with nodes in the original and merged model
marked for clarity.
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Although the results of the IM are of relatively good quality if the event log
has no exceptional behavior and is complete, the ETMd algorithm is still needed
to make further improvements. For instance, the IM algorithm cannot handle
duplicate activities, i.e., activities with the same label that appear in more than
one location in the process model. The ETMd algorithm does not have this issue
in general, since most of the change operations can introduce activities into the
process tree, regardless of whether they are already included.

Moreover, the IM algorithm uses a fixed approach to discover a process tree.
This causes the resulting process trees to have a specific balance of the different
quality dimensions, where mainly the dimensions of replay fitness and precision
are considered. Additional quality dimensions, such as similarity (which we
discuss in more detail in Chapter 8), cannot be considered by the IM algorithm.
Therefore, the ETMd algorithm is still required to further improve the process
tree according to the quality dimensions currently set. Nonetheless, the process
trees produced by the IM algorithm might have a better quality than process
trees created by the other initial population creation approaches.

In the remainder of this thesis the IM algorithm is not enabled in the ETMd

(and derived) algorithms since this would complicate the discussion regarding
the capabilities of the ETM framework and implemented algorithms. In practice
however, enabling the IM algorithm will result in quicker, but not necessarily
better, results.

6.2 Random Mutation

As discussed in Section 4.4.3 one of the change operations in an evolutionary
algorithm is mutation. Mutations take a single process tree and modify (parts
of) it. In general, three different mutation types can be identified for nodes in
trees:

1. Removal of nodes;

2. Addition of nodes;

3. Updating of nodes.

In theory only the first two mutation types are necessary, since by removing
and adding in sequence, all possible changes can be applied. However, since
the overall quality of the process tree can decrease during this sequence of op-
erations, we also introduce mutation operations that update the nodes in the
process tree, for instance by changing the operator type of a particular node.
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Some of these mutations do not change the behavior described by the pro-
cess tree but only change the structure of the process tree. These operations are
required to restructure the process tree so that future mutation operations can
be performed with a better result. Consider for instance reordering the children
of an ∧-operator such that this operator can be changed to an →-operator in a
next generation.

Several random mutation operators can be defined that add, remove or up-
date nodes:

Random node removal randomly selects a node from the process tree and re-
moves it from the process tree, except when its parent is an 	-node. In
general applying this mutation results in removing behavior.

Random node addition randomly selects a node in the process tree and ran-
domly selects an activity from the event log. Three different situations can
be encountered, as is shown in Figure 6.5:

1. If the selected node in the tree is a leaf, as is shown in Figure 6.5a,
an operator node is randomly chosen. The selected node and the
randomly chosen activity are then placed in the tree at the location
of the selected node under the randomly chosen operator.

2. If the selected node is an operator node the activity can be added as
an additional child, in an arbitrary location, to this operator node.
This situation is shown in Figure 6.5b.

3. It is also possible to add the activity next to the selected operator
node, under a randomly chosen operator, as is shown in Figure 6.5c.
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Figure 6.5: Three types of node addition mutation where leaf ② is added.
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In case the selected operator is of the type 	, another node in the process
tree is selected instead.

Random node mutation randomly selects a node from the process tree and
changes its type. If the node is a leaf it is assigned a new activity. In case
the node is an operator, it is assigned another operator type, except the 	-
operator (because of the strict 3 children requirement of the 	-operator).

Normalization mutation applies a normalization operation on the whole pro-
cess tree. Normalization consists of two phases: flattening and sorting.
Flattening of a process tree means that operators that have children that
are of the same operator type are ‘flattened’ by absorbing the children of
the child-operator, except when the node is an 	-operator, since flattening
can change the behavior. The sorting phase sorts the children of a node
alphabetically (in case of leaves), by operator type and then by size of the
subtree. Sorting is not applied to → and 	 operators since this changes
the behavior.

Remove useless node mutation randomly selects a useless node from the tree
(if there are any) and removes it without changing the behavior of the
process tree. Useless nodes, as defined in Section 5.3, are nodes that do
not add to or restrict the behavior in a process tree, and therefore can be
removed without changing the behavior of the process tree. For exam-
ple a τ in a →-construct or ∧-construct can simply be removed, without
changing the behavior of the process tree.

Replace tree is a rather aggressive mutation operator which replaces the whole
tree by a randomly created process tree. Here the approaches discussed
in Section 6.1 for the creation of the initial population are used. The
main purpose of this mutation operation is to increase the variation of the
population.

Shuffling nodes rearranges the order of the children in a ×-operator, ∧-operator
and ∨-operator, selected at random from the process tree. The main pur-
pose of this mutation is to change the structure of the process tree to
possibly make it better suited for one of the other mutations to improve
the quality of the process tree.

Although the random mutation operations discussed in this section together
in theory allow for all possible process trees to be created, more directed change
operations help in finding good quality process trees quicker.



134 Discovery of Process Trees

6.3 Guided Mutation

In the previous section examples of random mutations were discussed. Al-
though these mutations together allow for any process tree to be discovered
eventually, more targeted, or guided mutation operators can speed up the search
process. However, most guided mutations require additional information to be
able to apply directed changes to the process tree. Information that relates the
process tree to the behavior of the event log is stored in the alignments, used
to calculate the replay fitness quality, as is explained in Section 5.4.1. Simi-
lar to random mutation, three different mutation types can be distinguished:
removing behavior, adding behavior and changing behavior.

The type of mutation to be applied is determined by first randomly select-
ing a node from the process tree. Using the information from the alignments
the observed behavior is aligned with the behavior as described in the process
tree [74, 75]. If the selected node is a leaf, and this leaf is mainly skipped dur-
ing replay (i.e., mainly move on model only), then behavior regarding that leaf
is removed, which is discussed in Section 6.3.1. If no move on model only is
observed, then the observed behavior in the event log (i.e., move on log only)
is used to add behavior to the process tree, which is discussed in Section 6.3.2.
In the other case, when the selected node is an operator node, the behavior of
that subtree is changed, which is discussed in Section 6.3.3.

6.3.1 Removing Behavior

Removing behavior from process trees can be done by removing leaves or by
making parts of the process tree skippable [74, 75]. Which of these two is best
depends on the behavior shown in the entire event log. Consider for instance
the process tree of Figure 6.6 and an event log consisting of the two traces

Trace a b c
Model a b c

Trace a ≫ c
Model a b c

→

cba

→

c×

τb

a

Figure 6.6: Removing behavior: leaf ❜ is selected, and based on the traces 〈a,b,c〉 and
〈a,c〉, allowed to be skipped.
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〈a,b,c〉 and 〈a,c〉. The trace 〈a,b,c〉 can be aligned to the process tree perfectly.
For the trace 〈a,c〉 the model has to make a move on model only on leaf ❜. Using
these two alignments the process tree can be repaired by allowing leaf ❜ to be
skipped. This is achieved by adding an ×-operator as a new parent of ❜, and
adding a τ-node as the other child of the ×-operator.

Another example would be when activity ❜ was never observed in this loca-
tion of the process tree, i.e., leaf ❜ would always be a move on model only, and
never be moved synchronously with an event from a trace. In this case leaf ❜
can be removed to improve the process tree. Since 	-operators require exactly
three children, the leaf is replaced with a τ leaf if the parent is an 	-operator.

6.3.2 Adding Behavior

Instead of observing mainly moves on model only, moves on log only can also
be frequently observed. In this case behavior, i.e., a leaf with the corresponding
activity, has to be added to better explain the observed behavior [74,75]. Con-
sider for example the process tree of Figure 6.7, with the observed traces 〈a,b,c〉
and 〈b, a,c〉. Since activity ❜ is not present in the process tree, the move on log
only observations are related to nodes in the process tree just before and after
the observed move on log only in the alignment. Currently node ❛ is selected
for mutation, and to this node the log moves for activity ❜ are also related. This
indicates that at this location in the process tree activity ❜ needs to be added.
Therefore, an operator is added as a new parent of ❛, and ❜ is also added to this
operator. Next, the type of operator needs to be determined. This is done by
investigating the behavior of activities ❛ and ❜ in the alignments.

Determining the operator that best describes a pair of activities is rather
straight-forward by inspecting how they occur together in the traces [74, 75].
In case the activities are always observed in a certain order, an →-operator
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Figure 6.7: Adding behavior: leaf ❛ is selected, and based on the traces 〈a,b,c〉 and
〈b, a,c〉, activity ❜ is added under an ∧-operator.
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is added, with the two activities in the correct order. If no particular order
is observed an ∧-operator is used. If only one of each activities is observed
in a trace at the time, an ×-operator is selected. In case sometimes one and
sometimes both activities are observed, an ∨-operator is used. Finally, in case
activities are observed multiple times the 	-operator is added.

6.3.3 Changing Behavior

In case an operator type has been randomly selected in the beginning (see the
introduction of this section), the whole subtree under that operator node is
rebuilt [74, 75]. This is done by randomly selecting two activities from the
subtree, which are then joined using the operator type as detected using the
patterns described in Section 6.3.2. As long as there are unprocessed activities
from the original subtree, the next activity is selected. The operator type that
best explains the relation between the selected activity and the activities in the
current tree is again determined and added to the process tree. This is repeated
until all activities of the selected operator are processed.

This processes is demonstrated in Figure 6.8 where in the leftmost tree the
root is selected for guided mutation. The tree is rebuilt based on the traces
〈a,b,c〉 and 〈b, a,c〉. In the first step, activities ❛ and ❜ are selected, for which
the ∧-operator is detected as is shown by the third process tree. Finally, activity
❝ is added to this subtree using an →-operator.
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Figure 6.8: Changing behavior: the root operator → selected, and based on the traces
〈a,b,c〉 and 〈b, a,c〉, the whole sub-tree is changed.
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6.4 Crossover

Crossover is a common operator in evolutionary algorithms and is inspired by
the mating process of species [77]. However, crossover is not beneficial in all
algorithm scenarios [163]. We have found through experimentation [74] that
crossover does not contribute to the efficiency of the ETMd algorithm. The
main cause is that it is very unlikely that parts of two process trees together
explain the observed behavior better than either one of the original process
trees. Therefore, although a basic crossover operation is available in the ETMd

algorithm, we apply it with low frequency and rely more on mutation.
In essence, a crossover operator takes two candidate solutions and creates

offspring by swapping parts between the selected candidates. An example is
shown in Figure 6.9, where in each parent one node is selected and swapped
to create the offspring. The created offspring has the same overall structure
as one of the parents, but the selected node is replaced by that of the other
parent. The main challenge for crossover is to select the correct locations in both
trees such that applying crossover improves the overall quality of at least one
of the offspring with respect to the parents. A basic crossover implementation
randomly selects parts in each parent that are to be swapped. A more advanced
approach to select parts has been discussed and evaluated in [74] but did not
result in a more effective search by the ETMd algorithm.

The general idea of crossover is that both parents have good sections describ-
ing different parts of the process [77], i.e., one parent may have captured the
first half of the process well, whereas the other parent is better at capturing the
second half. The offspring created by crossover is hoped to combine the good
parts of both parents and hence becomes even better. The reason that crossover
does not work in our scenario is that a lot of information that can be used is
stored in the event log, but this information can best be used with mutation op-
erators to correct existing process trees. The information in the event log can be
used to a lesser extent when trying to combine parts of mediocre process trees.
Moreover the chance is small that two selected process trees each contain parts
that together describe non-overlapping parts of behavior well. However, this is
a requirement for crossover to combine two process trees into a better process
tree. This leads us to believe that in our situation crossover is not beneficial for
either the exploitation or the exploration aspect of the search. Although it is
possible to enable crossover in our algorithm, we believe it does not improve
search efficiency.

Our finding supports the observations in evolutionary algorithm research,
known as the “crossover-mutation debate”. Some research [35, 83] suggests
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that crossover can be seen as a ‘macromutation’ operation, i.e., a combination
of multiple mutation operations at once. Other research shows that some prob-
lems are better solved without crossover operations [167]. So, although genetic
programming (which works on parse trees) heavily relies on crossover opera-
tions (and sometimes even disables mutation completely [35]), we have found
that for the ETMd algorithm mutation is far more effective. For a more de-
tailed discussion of the crossover-mutation debate we refer to the literature
study of [163].

6.5 Candidate Selection

In the previous sections we discussed several ways to change candidates in the
population. As is shown in Figure 6.1 and discussed in Section 4.4.2 candidates
from the population should be selected to apply the changes on. This is an-
other important phase for evolutionary algorithms. In the selection phase it is
determined which candidates from the current generation are selected to sur-
vive into the next generation. Again, the balance between the exploration and
exploitation aspects of the search is delicate and not straightforward. In current
literature there is an ongoing discussion on which selection mechanism works
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Figure 6.9: Example of crossover applied on two parents, creating two offspring.
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best in particular situations [35,100]. We have chosen sigma scaling because it
maintains a relatively constant selection pressure during the run of the evolu-
tionary algorithm. Sigma scaling scales the quality of a candidate according to
the mean and standard deviation of the quality of the whole population. Equa-
tion 6.1 shows the exact formula that is applied. The value after scaling (qσ) is
defined as the original quality (q) minus the mean quality of the population (µ),
divided by 2 times the standard deviation (σ) of the quality of the population.

qσ =max(1+ q −µ

2σ
,0) (6.1)

So, when qσ = 0 this means that the candidate is worse than twice the stan-
dard deviation below average, and is not going to be selected. If qσ = 1 this
means that the candidate is exactly average. Candidates with higher values
for qσ therefore have a bigger chance of being selected. Effectively this means
that extremely good candidates become less good, to reduce the probability that
such candidates are selected. At the same time it reduces the probability that
bad candidates are selected.

Sigma scaling scales the original quality values, to take the mean quality and
standard deviation of the population into account. However, a selection or sam-
pling method still has to be applied. We apply stochastic universal sampling [77,
100] (also see Section 4.4.2), because it is a fitness-proportionate selection
strategy. Stochastic universal sampling assigns each candidate a chance of selec-
tion proportional to their quality, like roulette wheel selection does. However,
stochastic universal sampling randomly chooses a point on the roulette wheel
to start from, and then advances equally sized steps around the roulette wheel
to select the number of candidates required. This ensures equal spread of the
candidates selected with zero bias [34]. The main benefit is that this results in
a diverse collection of selected candidates.

6.6 Termination Conditions

The only remaining element of the evolutionary algorithm to be defined is that
of termination. The purpose of this element was discussed in more detail in
Section 4.4.4. One of the most straightforward termination conditions is to stop
when the perfect candidate has been found. However, in general it is not known
whether such a candidate exists. And even if it exists, it is not guaranteed that
the evolutionary algorithm will discover it in a reasonable time. Moreover, in
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our case the generalization metric as discussed in Section 5.6.1 cannot reach a
perfect score of 1, so the candidate with a perfect quality actually does not exist.

Since it is not known whether the best possible candidate has been found,
other aspects such as elapsed time or the number of attempts need to be consid-
ered. However, there is no guarantee that the best possible candidate is actually
found by the evolutionary algorithm. Therefore termination conditions should
balance the quality of the candidate and the elapsed time, using the probability
of a better candidate being discovered in the near future.

In Section 7.1 we perform several experiments comparing two of the most
commonly used termination conditions: by number of generations and the qual-
ity stagnation termination. As a result of these experiments we observe that for
a practical setting the quality stagnation termination is a good termination con-
dition. However, in this thesis we use the number of generations termination
condition. By setting this to a relatively high number of generations, we can bet-
ter compare different runs of the ETMd algorithm. Furthermore, in this thesis
we mainly focus on the quality of the process models discovered.

In real-life scenarios we propose to combine the stagnation termination with
a ‘live’ version of the ETMd algorithm. In the live version the current best result
is shown directly to the user, allowing them to manually stop the execution if
desired. Furthermore, while the ETMd algorithm is still running, the current
best result can already be used to perform preliminary analysis, while the ETMd

algorithm continues its search for better candidates.

6.7 Balancing Search Space Exploration and

Exploitation

As discussed in Section 4.3, the exploration and exploitation aspects of the search
by an evolutionary algorithm should be balanced. The population should be di-
verse to allow for exploration, but also contain several good candidates for ex-
ploitation. Moreover, it is important that the whole search space can be covered
by a combination of the population creation, mutation and crossover operators
used.

Table 6.1 shows an overview classifying all discussed operators. In general,
exploration is mainly addressed by the random operators defined. The random
operators combined allow for every possible process tree to be eventually cre-
ated, when these operators are run infinitely many times. Thus, they clearly
support exploration. Exploitation is addressed by the smarter guided operators
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Table 6.1: Overview of the different operators defined and their contribution to the
search aspects of exploration and exploitation.

Operation Section Exploration Exploitation

Random Tree Creation 6.1.1 ✓

Trace-Model Creation 6.1.2 ✓

Creation by other Algorithms 6.1.3 ✓

Random Node Removal 6.2 ✓ ✓

Random Node Addition 6.2 ✓ ✓

Random Node Mutation 6.2 ✓ ✓

Normalization Mutation 6.2 ✓

Remove Useless Nodes Mutation 6.2 ✓

Replace Tree 6.2 ✓

Shuffle Nodes 6.2 ✓

Guided Behavior Removal 6.3.1 ✓

Guided Behavior Addition 6.3.2 ✓

Guided Behavior Change 6.3.3 ✓

Crossover 6.4 ✓

Candidate Selection 6.5 ✓ ✓

since they use knowledge to almost certainly improve the quality of a process
tree and thus exploit the neighborhood of the process model.

The random mutation operators that add, remove and change nodes in the
process tree can contribute to both the exploration and exploitation aspects of
the search. If these operations are applied high in the tree the possible effect
is large, which is more explorative, and when applied close to or on the leaves,
the effect is smaller and thus more exploitative. The other random mutation
operators of normalization, removal of useless nodes, and shuffling of nodes
apply behavioral-equivalent mutation operations. This is an exploitative change
which is mainly used to increase the diversity of the population, and to slightly
change the tree so that other mutation operators can improve the model. The
mutation operation of replacing a whole process tree using one of the tree cre-
ation techniques is of an explorative nature since it introduces new candidates
to the population. Crossover is also an explorative operator since it combines
parts of two trees to create two significantly different trees.

Candidate selection supports both the exploration and exploitation aspects
of search. It has a high chance of selecting good candidates, supporting the
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exploitative aspect. However, by also allowing lower quality candidates to be
selected, exploration is supported.

6.8 Application Using a Running Example

Now that all the ingredients of the ETMd algorithm have been discussed for
the scenario of process discovery, we can apply ETMd on the running example
used throughout this thesis (see Section 1.2). The example is illustrated in Fig-
ure 6.10. Figure 6.10a shows the process tree that can be considered the system
that generated the behavior. From the process model two event logs are sim-
ulated. In Figure 6.10b the event log without exceptional behavior, generated
from this process model, is shown. The event log contains 11 unique traces and
100 traces in total. Additionally an event log is generated that contains excep-
tional behavior, as shown in Figure 6.10c. This event log consists of 1,020 traces
of which the first 1,000 traces are taken from the event log without exceptional
behavior, which is replicated 10 times. The last 20 traces of the event log with
exceptional behavior do not perfectly fit the process model of Figure 6.10a.

6.8.1 Searching for the Best Process Tree

The ETMd algorithm can search for the best process tree by weighing the quality
dimensions. As shown in [49] the overall quality can best be calculated by as-
signing a weight to replay fitness of 10, precision 5, and both generalization and
simplicity once. In the first experiment we run the ETMd algorithm on the event
log without exceptional behavior. We search for the best tree by weighing replay
fitness times 10, since it relates the modeled with the observed behavior. Preci-
sion is weighed 5 times since the model should not describe too much additional
behavior. Simplicity is weighed once to prevent useless nodes. Generalization
is given a weight of 0.1 since it is of less importance. The ETMd algorithm has
been executed 30 times for 10,000 generations, and the result that is closest to
the average of these runs is shown in Figure 6.11a. This is not exactly the same
process tree as the (unknown) system that generated the behavior. The major
difference is the fact that there is no option to skip activity ❞, which is only
observed in 10 out of 100 traces. The resulting process tree scores a bit worse
on replay fitness (0.995 instead of 1.000 for the ‘system model’). It is however
a more precise description of the observed behavior since precision of the dis-
covered tree is 0.996 instead of 0.897 of the system model. Generalization also
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improved to 0.886 from 0.870. Simplicity is perfect for both trees since there are
no useless nodes.

When the ETMd algorithm is run on the event log with exceptional behavior
we obtain the process model shown in Figure 6.11b. The behavior of the dis-
covered process tree allows for activity ❞ to be skipped. Furthermore, it allows
to execute only activity ❞ and skip both activities ❜ and ❝, which is observed in
4 traces. It is however not allowed to skip both activities ❡ and ❢ (observed in
7 traces) or execute both (observed in 2 traces). The discovered process model
has the same score on replay fitness as the ‘system model’, but scores much bet-
ter on precision (0.996 instead of 0.867). The increase in precision comes at the
expense of generalization, which reduced from 0.960 to 0.930 due to the dupli-
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sented by a process
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Trace #

a b c d f g 38
a b d c f g 26
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a b c f g 8
a b c d e g 6
a d c b f g 4
a c d b f g 2
a c b e g 1
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1,020 traces, with ex-
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Trace #

a b c d f g 380
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Figure 6.10: Running example used to discover a process tree (see Section 1.2).
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cation of activity ❞. Simplicity is perfect for both trees since there are no useless
nodes.

These experiments both show that a single result is not always sufficient.
Questions like “what does the process tree with perfect replay fitness look like”
and “at what cost can perfect replay fitness be achieved” are left unanswered.
Therefore we apply the ETMd algorithm again on the event log with exceptional
behavior, while constructing a Pareto front of solutions.
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Figure 6.11: Results of the ETMd algorithm on the running example event logs.
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6.8.2 Discovery of a Pareto Front

As discussed in Section 4.4.1, instead of aggregating the different quality values,
a Pareto front can be constructed that keeps the different quality dimensions
separated. Here we discuss some of the process trees contained in this Pareto
front. A more detailed discussion of the characteristics of the Pareto front is
provided in Section 7.1.3.

The Pareto front discovered by the ETMd contains 74 process trees, each
with different trade-offs between the quality dimensions considered (see Fig-
ure 7.13). Two process trees from the Pareto front are shown in Figure 6.12.
The process tree of Figure 6.12a is exactly the process tree as discovered by
the ETMd algorithm with weighted quality dimensions on the running example
without exceptional behavior. The process tree in the Pareto front with the best
precision for a perfect replay fitness is shown in Figure 6.12b. This process tree
explains all of the observed behavior, but not in a generalizing way.

The process tree as discovered by the ETMd algorithm using weighted qual-
ity dimensions is not present in the Pareto front. This is caused by the fact that
the ETMd algorithm did not consider this process tree (yet), because it would
be included in the Pareto front, had it been discovered. The discovered Pareto
front is discussed in more detail in Section 7.1.3.

6.9 Results of Existing Process Discovery Algorithms

In this section we apply several process discovery algorithms on the two run-
ning examples also used to evaluate the ETMd algorithm in Section 6.8. Some
algorithms resulted in unsound process models, i.e., process models that are not
semantically correct (see Section 3.1.1). We translated the behavior of each
proces model to a process tree, in order to measure the quality of the result.
Where applicable, we stayed as close as possible to the intended behavior of

In Section 6.9 we revisit results presented in [49,52]:

• J.C.A.M. Buijs, B.F. van Dongen, and W.M.P. van der Aalst. On the role of fitness, precision,
generalization and simplicity in process discovery. In R. Meersman, H. Panetto, T.S. Dillon,
S. Rinderle-Ma, P. Dadam, X. Zhou, S. Pearson, A. Ferscha, S. Bergamaschi, and I.F. Cruz,
editors, OTM Conferences (1), volume 7565 of Lecture Notes in Computer Science, pages 305–
322. Springer Berlin Heidelberg, 2012. ISBN 978-3-642-33605-8

• J.C.A.M. Buijs, B.F. van Dongen, and W.M.P. van der Aalst. Quality dimensions in process
discovery: The importance of fitness, precision, generalization and simplicity. International
Journal of Cooperative Information Systems, 2014

.
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the original model. Each process tree is then evaluated on the four quality di-
mensions of process discovery, i.e., replay fitness, precision, generalization and
simplicity.

For all algorithms the publicly available version, as included in the ProM
process mining framework version 6.3, has been used, unless mentioned other-
wise.

In the remainder of this section we discuss the results and most common
issues of these algorithms.
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6.9.1 The α-Algorithm

One of the first process discovery algorithms is the α-algorithm [20]. The α-
algorithm is one of the most basic process discovery algorithms, and does not
take any parameters. The result of running the α-algorithm on our running
example is the Petri net shown at the left hand side of Figure 6.13a. This Petri
net can be easily translated to the process tree notation without changing the
intended behavior. The process tree that is the result of this translation is shown
at the right hand side of Figure 6.13a. The activities ❡ and ❢ in the Petri net also
function as a silent parallel join. In the process tree this has been split in a
control flow node (as parents of ❜, ❝ and ❞) and a choice between activities ❡

and ❢.
Applying the α-algorithm on the running example event log with excep-

tions, results in the process model and process tree translation as shown in
Figure 6.13b. The only difference with the previous result is the fact that there
no longer is a choice between activities ❡ and ❢, but that both need to be ex-
ecuted. This also shows the main disadvantage of the α-algorithm: it is not
resilient to exceptional behavior. Only two exceptional traces introduced the
activity dependencies which removed the choice between activities ❡ and ❢, re-
ducing replay fitness. For real life event logs the α-algorithm often does not
result in usable process models because of its sensitivity to exceptional behav-
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Figure 6.13: Results of the α-algorithm [20] on the running examples.
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ior. Furthermore, exceptions quickly result in unsound models being produced
by the α-algorithm.

6.9.2 Genetic Miner

The Genetic Miner [29] is run with a population of 20, a target fitness of 1.0 and
for a maximum of 10,000 generations. The result is a relaxed sound Petri net
since tokens are left before task ❡ when executing activities 〈a,b,c,d , f , g 〉.
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Figure 6.14: Result of the genetic miner [29] (Relaxed sound, tokens left behind).
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When translating the behavior described by this model, for example the fact
that the activities ❜ and ❞ are parallel to ❢, we obtained the process tree as
shown at the right hand side in Figure 6.14a. Although the translated process
tree can replay all observed behavior, the process tree is not very precise.

The result on the event log with exceptional behavior shows a similar process
tree as a result, as shown in Figure 6.14b. However, the resulting Petri net is
hard to read, which is caused by the many silent transitions moving tokens. The
process tree can replay most of the observed behavior but not in a very precise
way.

The Genetic Miner focusses mainly on replay fitness, which results in pro-
cess models that are less precise. Generalization is not considered, since its in-
terpretation in the Genetic Miner is the inverse of precision (see Section 5.6.2).
The result on the running example with exceptional behavior also shows that
the resulting process model is not easy to understand. Although the process
tree looks complicated, Figure 6.14c shows the BPMN translation of the process
tree, which is easier to understand.

6.9.3 Heuristic Miner

The heuristics miner [180] has been developed to be more resistant to excep-
tional behavior than most other process discovery algorithms. When applied on
the running example the Petri net as shown on the left hand side of Figure 6.15a
is obtained, after converting the Heuristics net to a Petri net. All thresholds and
other default settings (i.e., ‘all tasks connected’ enabled and ‘long distance de-
pendency’ disabled) were maintained. Other settings were experimented with
but did not result in a process model with a better quality score. Unfortunately,
the resulting Petri net is not sound but relaxed sound. Tokens are left in the
Petri net for instance when the following firing sequence is executed: 〈a,c,e, g 〉.
Tokens remain before or after activity ❜. Furthermore, if the bottom left silent
transition is taken, tokens also remain before or after activity ❞.

Since the Petri net is not sound, it is not possible to directly translate it to
a process tree. Therefore the process tree as shown in Figure 6.15a represents
a sound interpretation of the intended behavior of the Petri net. Most notable
is the choice between two different parallel branches, one with ❞ and the other
without. This is how the process model was meant as discovered by the heuristic
miner, which is indicated by the two silent transitions in the beginning of the
Petri net. The process tree can correctly replay all behavior of the event log.

The resulting Petri net for the event log with exceptions is shown in Fig-
ure 6.15b. There are a lot of silent transitions that allow for different combina-
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tions of activities being executed. This Petri net is again relaxed sound, since
after the execution of the trace 〈a,b,c〉, tokens are always left in the place after
❞. The Petri net is also not able to replay the behavior, as can be seen from the
process tree translation.

The results of the heuristics miner are in general relaxed sound, which for
most analysis techniques is not sufficient. And although the heuristics miner
is able to handle exceptional behavior, it results in low replay fitness scores in
case the behavior is slightly more complicated. The heuristics miner however
does consider precision since the behavior of the process model is restricted.
However, this comes at the cost of generalization. Finally, the resulting pro-
cess models are not easy to interpret since the different relationships between
activities are encoded with separate transitions.
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6.9.4 The ILP Miner

A process discovery algorithm that ensures perfect replay fitness is the ILP
miner [182]. The result of running this algorithm on the running example’s
event log is shown at the left hand side in Figure 6.16a. This result is obtained
by using the following, mostly default, parameters: ‘Java-ILP and LpSolve’ as
solvers, ‘Petri net (empty after completion)’ as ILP variant, ‘number of places’
set to ‘per causal dependency’, and the option ‘Search for separate initial places’
is enabled. None of the ILP extensions were enabled. The ILP miner produced
the Petri net as shown in Figure 6.16a.

This Petri net can be directly translated to a process tree, without changing
its behavior. The guarantee of the ILP miner, that it always produces a perfectly
fitting process model, still holds for the process model produced. However, this
comes as the cost of precision since the model allows for loops of activity ❞ while
the event log never contains more than one instance of ❞ per trace.
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Figure 6.16: Result of the ILP miner [182] (Ensuring empty net after completion).
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Applying the ILP miner on the event log with exceptional behavior demon-
strates this even stronger. The resulting process model is able to express all
observed behavior. However, except for activity ❛, all activities are in a so called
‘flower’ construct. This construct consists of a place, from which one or more ac-
tivities take a token and put it back. The result, in this case, is that all activities,
except activity ❛, can be executed in any order, and zero or more times, without
restriction. Hence, this construct does not add knowledge about the observed
behavior, since in essence it allows for all possible behavior. Furthermore, this
process model is relaxed sound, because when the final marking is reached (the
place in the flower construct), some transitions are still enabled.

The ILP miner often results in relaxed sound models, but with a perfect
replay fitness. This however comes at a significant cost to precision, as is shown
by the result on the running example with exceptional behavior. For larger real-
life event logs the resulting process models are not simple since they contain
many relationships, or many unconnected transitions (which is not a sound
process model). Using other settings than used here may result in a more precise
model with many more places.

6.9.5 Inductive Miner

The Inductive Miner [121] directly discovers process trees from an event log.
We have used the version in ProM 6.4, where we chose the IMin variant, which
is able to deal with infrequent behavior. The result on the running example
event log is shown in Figure 6.17a. It captures most of the behavior correctly,
but places activity ❞ in a flower construct, similar to the ILP miner. So although
this process tree can replay all observed behavior, it is not very precise.

Application of the Inductive Miner on the running example with exceptional
behavior results in the process tree as shown in Figure 6.17b. Here we see that
all activities except ❛ and ❣ are placed in flower constructs. Just like the ILP
miner this results in a process model that is able to replay all observed behavior,
but does not describe the event log in a precise way.

The Inductive Miner is one of few process discovery algorithms that also
work on process trees. This results in simpler process models, especially when
translated to the preferred modeling notation of the user. However, the Induc-
tive Miner takes a constructive approach, where more emphasis is put on replay
fitness than on precision. This is shown by the imprecise process model for
the running example event log with exceptional behavior. Although it should
be noted that there are parameter settings where a better process model is pro-
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duced, requiring a user to experiment with parameter settings to obtain the best
process model is not desirable.

6.9.6 Language-based Region Theory

The result of language-based region theory [37] can be obtained by running the
ILP miner plug-in and setting the number of places to ‘Basic Representation’,
disabling the ‘search for separate initial places’ checkbox and checking the op-
tion to discover an ‘Elementary Net’. This produces the Petri net that is shown
in Figure 6.18a. It is clear to see that the resulting model is overly complex and
incomprehensible.

The translation to a process tree results in the process tree shown in Fig-
ure 6.18a. Since there is no option to skip ❞ the replay fitness score is not
perfect. The process model also includes activities ❡, ❢ and ❣ in the parallel
part, which results in a lower precision, since these activities are always strictly
executed at the end of the process. Simplicity of the process tree is perfect since
each activity occurs exactly once. Note however that the translation from the
Petri net to the process tree simplified the model drastically, while maintaining
its behavior. This also indicates the main disadvantage of this technique: it re-
sults in incomprehensible process models that can be simplified. The question
is however if this simplification can be performed automatically.

This is also demonstrated when this technique is applied on the event log
with exceptions. The resulting Petri net is almost impossible to understand. The
process tree shown next to the Petri net in Figure 6.18b describes the intended
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behavior of the Petri net. The model has several issues when replaying the
observed behavior. For instance, both ❡ and ❢ have to be executed and activities
❝ and ❞ have to be executed twice according to the model. Hence the replay
fitness is bad, and precision is not high either. But most importantly, the Petri net
that is the result of the language-based region theory is very hard to interpret.

Language based region theory has as main disadvantage that the resulting
class of Petri net, an elementary net, is hard to interpret. Moreover, translating
an elementary net to simpler notations is in general not easy. The resulting
process models also score low on replay fitness, precision and generalization.
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6.9.7 Multi-phase Miner

The result after running the Multi-phase miner [66] as included in ProM 5.2,
with the default settings, results in an EPC model. Converting this EPC to a
Petri net results in the Petri net as shown at the left hand side of Figure 6.19a.
The process model is relaxed sound but is not easy to understand due to all
the silent transitions before and after activities ❜, ❝ and ❞. The process tree
relations show that all these three activities are included in an ∨ construct, and
can therefore be skipped. Although this process model can replay all observed
behavior, it is not very precise since activities ❜ and ❝ are never skipped in the
event log.
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The result of the multi-phase miner on the event log with exceptions results
in a sound but incomprehensible Petri net as shown in Figure 6.19b. The orig-
inal EPC model is easier to understand but due to the combination of ×-splits
and ∨-joins still hard to read. The intended behavior, as is described by the
process tree shown in Figure 6.19b, however, shows that the actual behavior is
not very complicated. The resulting process model is able to replay all observed
behavior, including the exceptional traces. However, precision is not very high
since the model allows for a lot of different behavior.

The multi-phase miner guarantees relaxed sound results, but not sound re-
sults. It furthermore guarantees to provide a result with perfect replay fitness
and the highest possible precision it can obtain. However, more precise process
models exist than the ones discovered by the multi-phase miner. Moreover, the
resulting process models are not easy to interpret, mainly because of the many
silent transitions in the Petri net.

6.9.8 State-based Region Theory

Applying state-based region theory [31, 56, 76, 164], by executing the plug-in
‘Mine Transition System’ followed by a conversion to Petri nets using region
theory, results in the Petri net as shown in Figure 6.20a. For the transition
system mining, the default settings are used with unlimited maximum set size
and inclusion of all activities.

The resulting Petri net is sound and includes the option to execute activities
❡ and ❢ without executing ❞ explicitly, by duplicating activities ❡ and ❢. We
have translated this Petri net to a process tree without duplicating activities ❡

and ❢, which would have reduced simplicity and generalization. The models
can replay all observed behavior. However, the original Petri net is not very
easy to understand, mainly due to the duplication of activities ❡ and ❢.

The result on the event log with exceptional behavior is again a rather large
Petri net, as shown in Figure 6.20b. The process tree translation is also rather
complex due to activity duplication. Although the process model can replay all
observed behavior, it is not very precise.

In general state-based region theory results in sound process models with
a guaranteed perfect replay fitness. However, generalization is not considered,
since irregular behavior is specifically captured to increase precision. A clear
example of this is shown in the result for the running example with exceptional
behavior. This however also results in a Petri net that is difficult to understand.
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Figure 6.20: Result of the state-based region theory.
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Table 6.2: Quality of results of process discovery algorithms on the running example
event log. Italic algorithm names indicate unsound process models. Best
models are indicated in bold.

Algorithm Fig. Overall f p s g

ETMd 6.11a 0.9951 0.9952 0.99600.99600.9960 1.00001.00001.0000 0.8859

α-algorithm 6.13a 0.9951 0.9952 0.99600.99600.9960 1.00001.00001.0000 0.8859

Genetic Miner 6.14a 0.9675 1.00001.00001.0000 0.8996 1.00001.00001.0000 0.7799

Heuristic Miner 6.15a 0.99540.99540.9954 1.00001.00001.0000 0.9884 1.00001.00001.0000 0.8424

ILP Miner 6.16a 0.9556 1.00001.00001.0000 0.8593 1.00001.00001.0000 0.89130.89130.8913

Inductive Miner 6.17a 0.9556 1.00001.00001.0000 0.8593 1.00001.00001.0000 0.89130.89130.8913

Language-based re-
gion theory

6.18a 0.9456 1.00001.00001.0000 0.8111 1.00001.00001.0000 0.8745

Multi-phase Miner 6.19a 0.9488 1.00001.00001.0000 0.8373 1.00001.00001.0000 0.8859

State-based Region
Theory

6.20a 0.9471 1.00001.00001.0000 0.8966 1.00001.00001.0000 0.8702

6.9.9 Why Existing Algorithms Fail

The results of existing process discovery algorithms as discussed in this section
are summarized in Table 6.2 and Table 6.3. The process models and the quality
metrics clearly indicate that, even on our small artificial dataset, existing algo-
rithms have difficulties balancing the quality dimensions. Existing algorithms
had issues especially on the running example with exceptional behavior. The
algorithms that guarantee perfect replay fitness (i.e., the ILP miner, Inductive
Miner, Multi-phase Miner and State-based Region Theory), were only able to
do so with a great reduction in precision. The other algorithms tried to bal-
ance the quality dimensions more but did not find a proper balance. Moreover,
several algorithms produced an unsound result. The α-algorithm, which per-
formed the best of all algorithms on the running example without exceptional
behavior, was not able to discover an appropriate model for the event log with
exceptional behavior.

Moreover, all process discovery algorithms make several notable assump-
tions. Most algorithms assume there is no exceptional behavior and thus try
to describe all observed behavior. Hence, they focus only on the replay fitness
quality dimension, and try to achieve perfect replay fitness. However, a more
precise description, which often is also simpler, that still describes enough ob-
served behavior can be often be found by relaxing the perfect replay fitness



160 Discovery of Process Trees

Table 6.3: Quality of results of process discovery algorithms on the running example
event log. Italic algorithm names indicate unsound process models. Best
models are indicated in bold.

Algorithm Fig. Overall f p s g

ETMd 6.11b 0.99760.99760.9976 0.9990 0.9958 1.00001.00001.0000 0.9297

α-algorithm 6.13b 0.9676 0.9482 1.00001.00001.0000 1.00001.00001.0000 0.9638

Genetic Miner 6.14b 0.9547 0.9895 0.8775 1.00001.00001.0000 0.8810

Heuristic Miner 6.15b 0.8953 0.8322 1.00001.00001.0000 1.00001.00001.0000 0.9265

ILP Miner 6.16b 0.8151 1.00001.00001.0000 0.4054 1.00001.00001.0000 0.9677

Inductive Miner 6.17b 0.8921 1.00001.00001.0000 0.6532 1.00001.00001.0000 0.96840.96840.9684

Language-based re-
gion theory

6.18b 0.7774 0.8682 0.5374 0.9231 0.8811

Multi-phase Miner 6.19b 0.9279 1.00001.00001.0000 0.7699 1.00001.00001.0000 0.8984

State-based Region
Theory

6.20b 0.9267 1.00001.00001.0000 0.7710 1.00001.00001.0000 0.6459

requirement.
Most process discovery algorithms have several options that can be changed,

however the effects of these options are not always clear to the user. The optimal
parameter settings are hard to obtain, especially in cases where the characteris-
tics of the observed behavior are unknown, e.g. the number of exceptions.

6.10 Conclusion

In this chapter we have discussed all elements of the ETMd algorithm which
is an implementation of the ETM framework tailored towards classical process
discovery. We have discussed several ways to create the initial population in
Section 6.1, from completely random to somewhat smart, including usage of
existing process discovery algorithms. We also presented several mutation op-
erators, some of which are random (Section 6.2) while others (Section 6.3) use
information from the event log and the calculated alignments to apply more tar-
geted changes to the process models. Additionally we discussed the crossover
change operator in Section 6.4, though this operator does not improve the qual-
ity of the process models. Another aspect in evolutionary algorithms is selecting
the candidates that survive to the next generation, which we discussed in Sec-
tion 6.5. Deciding when to terminate the execution of the ETMd algorithm was
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discussed in Section 6.6. In all these phases of an evolutionary algorithm the
exploration and exploitation aspects of the search should be considered. We
discussed in Section 6.7 how all phases of the ETMd algorithm contribute to
these aspects. The ETMd algorithm has been applied to two running examples
in Section 6.8.1, and in Section 6.8.2 a Pareto front was constructed for these
data sets. The results of the ETMd algorithm have been compared with that of
existing process discovery algorithms in Section 6.9.

In the next chapter we apply the ETMd algorithm on more data sets, both
artificial and from real life, and investigate the characteristics of the results in
more detail.





Chapter 7

Application of Process Tree
Discovery

In Section 6.8 we applied the ETMd on the running example event logs, and
in Section 6.9 we compared the results with those of existing process discovery
algorithms. In this chapter we evaluate three aspects of the ETMd algorithm
and apply the ETMd algorithm on six real life event logs. Table 7.1 shows an
overview of the different characteristics of the event logs used in this chapter.

The first aspect of the ETMd algorithm we evaluate is how it behaves when
run for a longer period of time by investigating the quality of the results dis-
covered per generation in Section 7.1. Next in Section 7.2 experiments are
performed with different settings for guided versus random mutation. In Sec-
tion 7.3 and Section 7.4 we apply the ETMd algorithm on real life data sets
obtained in the CoSeLoG project and analyze the resulting Pareto front of pro-
cess trees. Finally, in Section 7.5 we discuss the performance aspect of the
ETMd algorithm for the experiments run in this chapter. Section 7.6 concludes
this chapter.

7.1 Performance in the Limit

The ETMd algorithm was run 30 times on each of the two running examples
depicted in Figure 7.1 for 10,000 generations, in order to investigate the long-
term behavior.
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Table 7.1: Statistics of the event logs used in this chapter.

Log Name #Traces #Events #Activities

Running example 100 590 7

Running example with excep-
tional behavior

1,020 5,994 7

Building Permits - Receipt
Phase [46]

1,434 8,577 27

WABO1_BB [45] 54 131 15

WABO2_BB [45] 302 586 13

WABO3_BB [45] 37 73 9

WABO4_BB [45] 340 507 9

WABO5_BB [45] 481 845 23

7.1.1 Running Example without Exceptional Behavior

Figure 7.2 shows the overall quality of the best candidate discovered on the
running example without exceptional behavior. The dashed line indicates the
overall quality of the best candidates discovered, averaged over the 30 runs,
which increased rapidly in the first generations. The average overall quality in
the first generation was already 0.9557, and increased to an average of 0.9954

in the final generation. The continuous line, above the average line, shows the
maximal overall quality over all runs. The dotted line shows the worst overall
quality. Between runs there is some difference, but the average is close to the
best overall quality. This indicates that, although there are differences between
runs of the ETMd algorithm, the ETMd algorithm is able to discover good quality
process models in all runs.

Figure 7.3 shows the average, maximum, and minimum overall quality over
the first 100 generations. The average overall quality at generation 100 is 0.9946.
This is only 0.0008 below the average overall quality after 10,000 generations.
This shows that the ETMd algorithm quickly discovers reasonably good process
models in early generations. Improving on these process models however re-
quires more generations, with little impact on the overall quality.

Figure 7.4 shows the process trees closest to the average overall quality for
that generation. For example, the average overall quality for generation 0 is
0.9557. The process tree found by one of the 30 runs in generation 0 with an
overall quality closest to this value is shown in Figure 7.4a and has an overall
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quality of 0.9559. The process tree generated in generation 0 is clearly gener-
ated by the advanced tree creation discussed in Section 6.1.2. It allows for a
particular sequence of activities ❜, ❝ and ❞, which is the most frequent sequence
in the event log. Moreover activity ❞ can be skipped and activities ❡ and ❢ are
in an exclusive choice. This results in perfect precision, but the replay fitness
score can be improved. The ETMd algorithm achieves this already in genera-
tion 1 (see Figure 7.4b), where replay fitness improves slightly, at the cost of
generalization, which is caused by the duplication of activity ❞. In generation
2 (see Figure 7.4c) the best model found on average has a further improved
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(a) Process model that
generated the event
log

(b) Running example
event log.

Trace #
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(c) Running example
event log with excep-
tional behavior.
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a b d e g 2
a c d f g 2

Figure 7.1: Running example used to discover a process tree (see Section 1.2). In this
chapter various experiments are conducted to see under which circumstances
the ETMd algorithm is able to return a desired model.
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replay fitness at the cost of simplicity (because of the →-operator under another
→-operator). Generalization is also reduced because the tree size increased. In-
specting the result at generation 10 (see Figure 7.4d) we see that replay fitness
is further improved, as well as simplicity and generalization. Replay fitness and
generalization are further improved for the best candidate in generation 50 (see
Figure 7.4e), but now at the cost of precision. The result at generation 100 (see
Figure 7.4f) has a perfect score for replay fitness (i.e., 1.000), mainly at the cost
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Figure 7.2: Minimum, average and maximum overall quality of the best candidates over
30 runs of ETMd on the running example, all 10,000 generations. This graph
shows that the discovered process models quickly reach a high quality. Fur-
thermore, the quality between different runs of the ETMd algorithm is simi-
lar.
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of precision. This is caused by the difference in weights for the quality dimen-
sions. Since replay fitness is weighted twice as much as precision (a weight of
10 versus 5), improving replay fitness at the cost of precision can still improve
the overall quality of the candidate. The final result of the ETMd algorithm on
this event log is shown in Figure 7.5a. This process tree has a higher precision,
at the cost of replay fitness, than the process tree found in generation 100.
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Figure 7.3: Minimum, average and maximum overall quality of the best candidates over
30 runs of the ETMd algorithm on the running example, first 100 generations.
After 100 generations stable results outperform the α-algorithm, heuristics
miner and state-based region theory results.
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Figure 7.4: Process trees discovered by the ETMd algorithm on the running example in
different generations. The process trees shown are closest to the average
overall quality of all runs.
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Figure 7.5: Results of the ETMd on the running examples. Both process trees balance
the four quality dimensions.
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7.1.2 Running Example with Exceptional Behavior

The graph in Figure 7.6 shows the minimum, average and maximum overall
quality over 30 runs for the ETMd applied on the running example with ex-
ceptional behavior. The average overall quality in the first generation is again
0.9557, better than any of the other process discovery algorithms (see Table 6.3).
The overall quality increased to an average of 0.9977 in the final generation.
This is higher than for the running example without exceptional behavior be-
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Figure 7.6: Minimum, average and maximum overall quality of the best candidates over
30 runs of ETMd on the running example with exceptional behavior, all
10,000 generations. The discovered candidates outperform the α-algorithm
(and all other process discovery algorithms, which have an overall quality
below 0.95) in early generations and converge quickly.
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cause this event log contains more behavior resulting in a higher generalization
score.

Figure 7.7 shows the overall quality development in the first 100 generations.
The difference between the different runs is bigger than for the running example
without exceptional behavior. The introduced exceptional behavior makes the
observed behavior harder to capture in a process model, therefore the search has
become more difficult. However, after generation 10 a better process model was
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Figure 7.7: Minimum, average and maximum overall quality of the best candidates over
30 runs of ETMd on the running example with exceptional behavior, the first
100 generations. Behavior of the ETMd algorithm is more volatile in early
generations.
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already discovered than the best result of the other proces discovery algorithms
(see Table 6.3).

The average process trees for a selection of generations are shown in Fig-
ure 7.8. The process tree in generation 0 is the same as for the running example
without exceptional behavior. However, because of the exceptional behavior the
replay fitness score is reduced to 0.929 (from 0.930). On the other hand, since
there is more observed behavior, generalization increased from 0.880 to 0.962.
Until generation 10 the discovered process trees are similar to the ones discov-
ered for the running example without exceptional behavior. As of generation 50

it can be observed that the ETMd algorithm tries to incorporate the additional
behavior, hence different process trees are discovered. The candidate of gener-
ation 50 for instance allows activity ❞ to be skipped, resulting in high precision
and replay fitness. The best process model in generation 100 however has a
more generic process model, with higher replay fitness at the cost of precision.
This process tree is the same as the final process model found for the running
example without exceptional behavior, as can be seen in Figure 7.5a. However,
for this event log, the process model can be further fine-tuned, increasing both
replay fitness and precision, until the process model is found as is shown in
Figure 7.5b.
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Figure 7.8: Process trees discovered by the ETMd algorithm on the running example with
exceptional behavior in different generations. The process trees shown are
closest to the average overall quality of all runs.
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7.1.3 Pareto Front Evolution on Running Example with Ex-
ceptional Behavior

As discussed in Section 6.8.2, instead of weighting the different quality dimen-
sions, the ETMd algorithm is also able to discover a Pareto front of candidates.
We applied the ETMd algorithm, using the same settings as before, on the run-
ning example event log with exceptional behavior. This time, instead of consid-
ering a weighted overall quality, we construct a Pareto front of process trees.

Figure 7.9 shows the development of the size of the Pareto front for the 30

runs up to 10,000 generations. This graph shows that the number of candi-
dates in the Pareto front very rapidly increases in early generations. In later
generations the Pareto front size steadily keeps increasing to on average over
2,000 candidates after 10,000 generations. This indicates that the Pareto front
becomes more detailed, i.e., more intermediate candidates are discovered. The
graph also shows that, especially in early generations, the Pareto front size is
sometimes reduced. This means that candidates are found that dominate can-
didates currently in the Pareto front. Although this results in a reduction of the
size of the Pareto front, the quality of the discovered candidates is improved.

We selected the Pareto front with the size closest to the average size for
further investigation. This Pareto front contains 1,996 candidates. Although the
Pareto front contains a lot of candidates, only a few of these have enough quality
in all quality dimensions to be considered. This is shown in Figure 7.10 which
visualizes the distribution of the almost 2,000 process trees over the values for
the different quality dimensions. The main observation is that although most
candidates have a good replay fitness and precision score, the scores for gener-
alization and simplicity are bad. Most of the candidates with low generalization
or simplicity are ‘bloated’ process trees (see Section 4.3.3), i.e., process trees
that contain a lot of operators that do not contribute to the perceived quality of
the process tree.

Therefore, we post-process the Pareto front to construct a new Pareto front
with the normalized versions (see Section 6.2) of the process trees from the
original Pareto front. Figure 7.12 shows a process tree contained in the original
Pareto front, and the normalized version that is contained in the post-processed
Pareto front. Adding useless nodes, mainly operator nodes with only one child,
improves precision, and the process tree is therefore contained in the Pareto
front. However, the process tree itself is not simple nor generalizing. The re-
sulting process tree after normalization, and re-evaluation of the four quality
dimensions, has the same score for replay fitness. Precision is reduced slightly,
but simplicity and generalization have improved greatly.
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The post-processed Pareto front is built by first creating a new empty Pareto
front. To this Pareto front we add the normalized and re-evaluated versions of
all process trees of the original Pareto front. This ensures that all process trees
in the new Pareto front do not contain useless nodes. Applying this process to
the Pareto front originally containing 1,996 candidates results in a Pareto front
containing 74 candidates. The histograms for this Pareto front are shown in Fig-
ure 7.11. The resulting Pareto front has better generalization scores, although
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Figure 7.9: Minimum, average and maximum size of the Pareto front over 30 runs of
the ETMd algorithm on the running example with exceptional behavior, all
10,000 generations. Overall the number of candidates in the Pareto front
grows, although between generations the number of candidates might be
reduced.
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precision is somewhat reduced.

A visualization of this Pareto front on the quality dimensions of replay fit-
ness, precision and generalization is shown in Figure 7.13. The goal is to dis-
cover a process tree that is positioned in the top-right corner with a bright yellow
color, since this process tree would score perfectly (i.e., 1) on all three quality
dimensions. Although this perfect candidate is not found, several candidates
exist close to this point. A more detailed view of these candidates is shown in
Figure 7.14 which focusses on the top-right grid cell of Figure 7.13. 35 candi-
dates have a score for replay fitness and precision of at least 0.9. This shows that
roughly half of the candidates are located in this section of the Pareto front.

Each candidate provides (slightly) different trade-offs between the three
quality dimensions. Consider for instance the two pink candidates at the top,
far right, which both have (close to) perfect precision. These candidates are
visualized in Figure 7.15a and Figure 7.15d. This shows that, even though the
difference in generalization is marginal, both process trees are contained in the
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Figure 7.10: Distribution of the candidates over the quality dimensions in the Pareto
front of 1,996 candidates. Most candidates have high replay fitness and
precision scores but low scores for generalization and simplicity.
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Pareto front. When we inspect the two models more closely we can see that the
process tree shown in Figure 7.15a is the process tree that was discovered on
the running example without exceptional behavior (see Figure 7.5a). However,
this process tree does not describe all observed behavior, as is indicated by the
replay fitness score of 0.994. The process with the best precision and perfect
replay fitness is shown in Figure 7.15c. This process tree is however not very
generalizing in the description of the behavior. A process tree with high replay
fitness and precision, and better generalization, is shown in Figure 7.15d.

This experiment shows that constructing a Pareto front returns a (large)
collection of process models to describe the observed behavior. However, not all
candidates in the resulting Pareto front are useful descriptions of the observed
behavior, for instance because many process trees contain unnecessary nodes.
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Figure 7.11: Distribution of the candidates over the quality dimensions in the normal-
ized Pareto front containing 74 candidates. Simplicity and generalization
improved while most candidates still have high replay fitness and moderate
to high precision scores. Note that the y-scale changed between this fig-
ure and Figure 7.10, which also contained some candidates with medium
precision scores.
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Therefore the resulting Pareto front needs to be post-processed to remove these
unnecessarily large process trees. This results in a smaller but more useful
Pareto front of candidates. The candidates in the Pareto front can be further
inspected and the different trade-offs in the quality dimensions can be evaluated
by the end user.
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Figure 7.12: Example of process tree before (a) and after (b) post-processing which nor-
malizes a process tree by removing useless nodes. Replay fitness remains
the same but precision, generalization and simplicity change.
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Figure 7.13: Visualization of the candidates in the normalized Pareto front. The Pareto
front clearly shows the trade-off between replay fitness and precision. The
×-symbols indicate the four process trees shown in Figure 7.15.
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Figure 7.14: Visualization of the 35 candidates in the normalized Pareto front with both
replay fitness and precision above 0.9. The fact that many models are still
close together demonstrates that very small trade-offs are made. The ×-
symbols indicate the four process trees shown in Figure 7.15.
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7.2 Random versus Guided Change

As discussed in Section 4.3 it is important to maintain enough variation in the
population. Furthermore, the search needs to contain both explorative and
exploitative aspects. Although guided operators contribute to the exploitative
aspect of the search, they do not enable exploration of the search space. There-
fore, they might not always be able to find the best possible candidate. This
leads us to believe that random change operators are still required to introduce
the diversity required to be able to discover good quality process trees. In this
experiment we vary the ratio between the random and guided change opera-
tors applied. Figure 7.16 shows the average overall quality of the discovered
candidates for different ratios of random change based on five runs per ratio.

From the graph it can clearly be observed that applying only random change
operations or applying only guided change operations results in lower qual-
ity process trees being discovered. Applying only random change operators
however shows gradual improvement over the generations. When only guided
change operations are applied the growth stabilizes earlier, since guided change
operators include little randomness. Not much (significant) difference can be
observed between applying 25%, 50% or 75% random change operators. Al-
though applying 75% random mutations seems to result in worse candidates in
early generations, this effect is not significant.

The same experiment is run on the ‘building permits - receipt phase’ real
life data set (which is investigated in more detail in Section 7.3). The result-
ing graph is shown in Figure 7.17. This graph shows that the overall quality
of applying only random operators results in significantly worse process trees.
The application of only guided change operators seems to result in good quality
process trees, especially in earlier generations. However, it also quickly reaches
its maximal overall quality, after which it does not show any further improve-
ments. Applying 25%, 50% or 75% random change operators also shows a good
performance and quickly results in good quality process trees. Moreover, these
ratios also show gradual improvement of the overall quality in later generations.

Based on both these experiments we apply a random change operation ratio
of 50% throughout this thesis. Especially for other applications of the ETM
framework, where additional (and initially unknown) quality dimensions are
considered, random change operations are required to construct high-quality
process trees.
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7.3 Building Permits Process - Receipt Phase

The ‘building permits - receipt phase’ event log describes the receipt phase of
a building permits process. It contains 1,434 cases with in total 8,577 events
and 27 different activities. Since the activity names are quite long, they are re-
placed by single letters (and ‘aa’). A translation is shown in Table 7.2. Tasks
have numbers, which indicate a pre-determined order and grouping of activ-
ities. Furthermore, activities ❛ through ❞ are all related to just handling the
confirmation of receipt. It seems that this process is rather detailed with many
checks and loop-backs to fix issues.

The ETMd algorithm was run for 1,000 generations in Pareto front mode,
considering the four quality dimensions of replay fitness, precision, generaliza-
tion and simplicity. The Pareto front was limited to only candidates with at
least a score of 0.6 for replay fitness and precision, a score of at least 0.8 for
simplicity, and to a maximum of 200 candidates. The resulting Pareto front
was post-processed (as described in Section 7.1.3) to contain only process trees
without useless nodes. The final Pareto front contains 104 candidates and is
visualized in Figure 7.18.

The process tree with the best replay fitness is shown in Figure 7.19a. In
order to obtain a high replay fitness, 	- and ∨-operators are introduced. There-
fore precision is low. The process model is not generalizing since many activities
are present multiple times. An observation that can be made is that activity ❧

(Confirmation of receipt) is always executed first. This is however followed by
either no further action or by a very complicated proces.

The process tree with the highest score for generalization is shown in Fig-
ure 7.19b. Despite its high generalization, precision is higher than for the best
replay fitness process tree. The process tree is also small and contains only six
activities. However, replay fitness is low, since many frequent activities are not
included. Again, activity ❧ can be executed first, always followed by activity ❛

(T02 Check confirmation of receipt). Furthermore, activities ❝ (T04 Determine
confirmation of receipt), ❞ (T05 Print and send confirmation of receipt) and ❡

(T06 Determine necessity of stop advice) are often executed together.

A process tree with a good trade-off between replay fitness and precision is
shown in Figure 7.19c. Besides its high scores for replay fitness and precision,
generalization is also high. However, only eight of the 27 activities are included.
Given the high replay fitness score, this indicates that these eight activities occur
very frequent, while the other activities occur less frequently. Again, activity ❧

can be executed first, followed by activities ❛, ❝ and ❞. There exists a loop of
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Table 7.2: Activity codes and corresponding names for the building permits - receipt
phase event log.

Event code Event Name

a T02 Check confirmation of receipt
b T03 Adjust confirmation of receipt
c T04 Determine confirmation of receipt
d T05 Print and send confirmation of receipt
e T06 Determine necessity of stop advice
f T07-1 Draft intern advice aspect 1
g T07-2 Draft intern advice aspect 2
h T07-3 Draft intern advice hold for aspect 3
i T07-4 Draft internal advice to hold for type 4
j T07-5 Draft intern advice aspect 5
k T08 Draft and send request for advice
l Confirmation of receipt
aa T09-1 Process or receive external advice from party 1
m T09-2 Process or receive external advice from party 2
n T09-3 Process or receive external advice from party 3
o T09-4 Process or receive external advice from party 4
p T10 Determine necessity to stop indication
q T11 Create document X request unlicensed
r T12 Check document X request unlicensed
s T13 Adjust document X request unlicensed
t T14 Determine document X request unlicensed
u T15 Print document X request unlicensed
v T16 Report reasons to hold request
w T17 Check report Y to stop indication
x T18 Adjust report Y to stop indication
y T19 Determine report Y to stop indication
z T20 Print report Y to stop indication

activity ❡ (T06 Determine necessity of stop advice), which can be followed by
the sequence of activities ❢ (T07-1 Draft intern advice aspect 1) and ❥ (T07-5
Draft intern advice aspect 5), which seem two related aspects. This is always
followed by activity ♣ (T10 Determine necessity to stop indication) which de-
termines whether the process should be stopped.
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We also applied other selected process discovery techniques to the event
log. The results are shown in Figure 7.20. The Petri net discovered by the α-
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Figure 7.18: Visualization of the candidates in the Pareto front discovered for the build-
ing permits event log, where the color indicates the generalization value.
The ×-symbols mark the three process trees that are visualized in Fig-
ure 7.19. Clearly trade-offs have to be made between replay fitness and
precision. Especially high precision with reasonable replay fitness is hard to
obtain.
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algorithm (see Figure 7.20a) is large and complex. Moreover, the process model
is unsound since the final marking cannot be reached. Therefore, replay fitness
can only be calculated by special replay fitness metrics that can deal with not
reaching a final marking [25]. The resulting replay fitness of 0.372 indicates
that the Petri net discovered by the α-algorithm is not capturing the observed
behavior at all. Moreover, precision is also low because there is a transition (in
the top left) that is unbounded, i.e., this transition can always fire and produce
two tokens each time.

The Petri net translation of the causal net discovered by the Heuristics miner
is shown in Figure 7.20b. This process model allows for a lot of behavior and has
a replay fitness of 0.6626 (calculated on the Petri net using the work of [21,24]).

A process tree with perfect replay fitness is discovered by the Inductive
Miner, as is shown in Figure 7.20c. This however comes at a severe cost of
precision which is reduced to 0.278. The cause of this are the many 	-operators
introduced to describe the different activities. It does however include every
activity that occurs in the event log.

Note that the quality scores of all discovered process models shown in Fig-
ure 7.20 are outside the range of the Pareto front visualized in Figure 7.18. This
indicates that the ETMd algorithm discovered superior process models.

Several observations can be made comparing the process models as discov-
ered by the other process discovery algorithms with those in the Pareto front
as constructed by the ETMd algorithm. First of all the ETMd algorithm is able
to discover proces models with better quality, in all four dimensions. Moreover,
the process models discovered by the ETMd algorithm are semantically correct,
while this is not true for the α-algorithm and Heuristic miner algorithms. Fi-
nally, the translation of the discovered process tree to a BPMN process model
results in a simple and structured process model.

This event log is used again in Chapter 8 where the ETMr algorithm is pre-
sented which is able to incorporate a normative process model.
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(a) Petri net discovered by the α-algorithm (unsound, replay fitness of 0.372).

(b) Petri net discovered by the Heuristics Miner (unsound, replay fitness of 0.6626)
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‘building permits - receipt phase’ event log. The results of the α-algorithm
and Heuristics miner have low replay fitness scores, while the result of the
Inductive Miner has a very low precision.
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7.4 Building Permits Process - Objections and Com-

plaints

In this section we apply the ETMd algorithm on a collection of event logs ob-
tained in the CoSeLoG project. The event logs contain activities related to han-
dling objections and complaints regarding building permits from five municipal-
ities. Basic characteristics of the five ‘WABO’ event logs are shown in Table 7.1
on page 164.

In order to save space and improve readability of the discovered process
models, we use the codes used internally by the municipalities. A translation
from these codes used in the process models to the names of the events is shown
in Table 7.3. The codes in the 500 ranges are related to objections, in the 600

range to preliminary verdicts and in the 700 range to actual court decision. Note
that a complaint or objection might be resolved during the process, so some
cases never actually go to court.

The ETMd algorithm was run using exactly the same settings as before on
each of the five event logs in isolation. The resulting Pareto fronts, after normal-
ization of the candidates, are shown in Figure 7.21. The sizes of the discovered
Pareto fronts vary between 95 candidates for event log WABO1_BB, to 116 can-
didates for event log WABO5_BB.

When we compare the Pareto fronts based on their visualizations, several
observations can be made. The Pareto front for WABO4_BB for instance con-
tains good quality process trees, as is indicated by the many dots close to the
top-right corner. The Pareto fronts of WABO1_BB and WABO2_BB also are close
to the top-right corner, while the Pareto fronts for WABO3_BB and WABO5_BB
are further removed. The Pareto fronts for WABO1_BB and WABO3_BB contain
more process trees with lower generalization than the other three Pareto fronts.
This can be explained by the number of traces in the event logs, where fewer
traces results in a lower generalization score.

From each Pareto front a process model is selected with a good balance of
replay fitness and precision, and a relatively high generalization score. These
selected models are shown in Figure 7.22. A first observation is that the process
models all look significantly different. For event logs WABO1_BB, WABO2_BB
and WABO3_BB activity 770 (Establish decision phase original decree) is added
in parallel to the rest of the process. For event logs WABO4_BB and WABO5_-
BB this activity is modeled in a more specific part of the process. Furthermore,
activities 630 (Appeal set) and 730 (Contested disposal affected) are often exe-
cuted closely together, although the activities seem to have little in common.
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Table 7.3: Activity codes and corresponding names for the ‘WABO’ event logs.

Event code Event Name

540 Objection to disposal submitted
550 Treat objection
550_1 Treat objection subcase
550_2 Treat objection subcase finished
560 Objection wrapped up
590 Received request for preliminary verdict
600 Treat preliminary verdict
610 Preliminary verdict wrapped up
630 Appeal set
640 Received request for preliminary verdict
670 Treat appeal
680 Appeal wrapped up
700 Higher objection started
730 Contested disposal affected
740 Verdict given by court
760 New decision or new evaluation
765 Phase start 2
766 New decision or new evaluation
770 Establish decision phase original decree
775 Decision phase definite
780_1 Create decree for the purpose of the disposal of the court
780_2 Connect disposal court
780_3 Register date of disposal of court
790 Establish decision phase of the verdict of court

Variations in the quality scores can also be observed, mainly in the scores
for generalization. Although the process models appear to be very different, the
processes should have similarities. Therefore, in Chapter 9 we present the ETMc

algorithm to discover one process model to describe all five event logs.
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Figure 7.21: Visualization of the candidates in the Pareto front discovered for the WABO
event logs, where the color indicates the generalization value. The ×-
symbols mark the process trees that are visualized in Figure 7.22. Compar-
ing the different Pareto fronts shows that trade-offs between replay fitness
and precision have to made.
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7.5 Performance of the ETMd algorithm

The main advantage of evolutionary algorithms is the great flexibility offered
to obtain high quality solutions under uncertain circumstances. However, this
comes at the cost of performance, since evolutionary algorithms in general are
slower than algorithms tailored towards specific problems [77, 90, 134]. Al-
though evolutionary algorithms are applicable to a wide range of problems,
problem-tailored methods are likely to perform better on specific types of prob-
lem.

As discussed in Section 4.4.1, the evaluation of candidates is usually the
most time-consuming phase of an evolutionary algorithm. This is especially true
for the ETMd and derived algorithms. It is estimated that 99% of all computation
time is spent on calculating the replay fitness score, and in particular obtaining
the optimal alignments between a process tree and the event log. Calculation of
alignments is already heavily optimized in [21], and has been further improved
by exploiting the properties of process trees. The fact that runs of the ETMd

are relatively slow makes it more relevant to understand factors influencing
performance. Therefore we discuss the time required for the ETMd algorithm
to perform the experiments discussed in this chapter.

The experimental results presented in this chapter were obtained by running
the ETMd algorithm on a collection of dedicated machines. Experiments were
run on servers with 8 processor cores each (we did not use the hyperthreading
virtual cores), each clocked at 2 Ghz. Each server contained 12 GB memory and
ran Fedora 14 (64-bit). During the execution detailed statistics of the ETMd al-
gorithm were logged in files. Besides statistics regarding the current population
and Pareto front, performance statistics were also recorded.

Figure 7.23 shows the minimum, maximum and average time in seconds
required per generation for the ETMd algorithm with weighted averages, as
discussed in Section 7.1. Each generation took on average 0.2 seconds for the
running example without exceptional behavior, and 0.4 seconds for the running
example with exceptional behavior. Although execution times are relatively sta-
ble, some generations take longer. The graph of Figure 7.24 shows the time
required to construct a Pareto front for both the running example with excep-
tional behavior, and the building permits process of Section 7.3. The time per
generation steadily increases for the running example. This can be explained
by the fact that the Pareto front was not limited in size or minimum quality of
the process models. Especially big and imprecise process trees increase the time
required to calculate the alignments of the process trees with the event log.
The graph for the building permits process shows that limiting both the size
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and minimum quality of the process trees in the Pareto front does not stabilize
the average time required for a generation. The average time per generation
steadily increases. This real life event log also shows that the time required for
a single generation can vary significantly between generations. While the aver-
age time per generation is 10 seconds, the maximum time observed is almost 28

seconds.
A performance evaluation of the ETMd algorithm while constructing a Pareto

front for the five building permits event logs, as shown in Figure 7.25, shows
that in general the performance is stable over time. The behavior as observed
for the other building permits process (as shown in Figure 7.24) is only seen
for the WABO 4 event log, which peaks to 10 seconds maximum per generation
(not drawn in the chart), while the average is around 0.5 seconds. These graphs
also show that the performance of the ETMd algorithm depends on many fac-
tors. The number of (unique) traces and the number of distinct activities have
the largest influence on performance. This can be seen by comparing the per-
formance of the largest event log, WABO 5, to the other WABO event logs.
The performance of the ETMd algorithm on WABO 5 is more irregular than on
the other WABO event logs. The characteristics of this event log are similar to
the WABO 2 event log regarding size and number of events. Therefore, other
characteristics, such as the underlying process of the event log, have influence
on the performance, where more structured processes result in simpler process
models.

As mentioned before, the performance of the ETMd algorithm mainly de-
pends on the calculation of the alignments. Alignment calculation has already
been heavily optimized and discussed extensively by Adriansyah [21]. Since
alignment calculation is not the topic of this thesis, we do not address this any
further. Therefore, we evaluate the performance of the ETMd algorithm, and
derived algorithms, mainly on the number of generations required.
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Figure 7.25: Performance statistics per generation for the WABO event logs. The time
per generation is stable for event logs WABO1_BB through WABO4_BB. For
WABO5_BB the time per generation is higher and less steady.
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7.6 Conclusion

Applying the ETMd algorithm on both artificial and real life event logs demon-
strated the importance of considering all four quality dimensions, and commu-
nicating these scores to the user.

In this chapter we applied the ETMd algorithm on both artificial and real life
event logs. We have demonstrated that the ETMd algorithm is able to quickly
discover process models of superior quality in comparison to other process dis-
covery algorithms. This is especially true for real life event logs, as demon-
strated by the results of current process discovery algorithms in Section 7.3.
The analysis also showed that although quality increases quickly in early gener-
ations, improving the discovered process models becomes harder in later gen-
erations.

This chapter also demonstrated the actual process trees contained in a Pareto
front. After post-processing, process trees of high quality remain in the Pareto
front. This also demonstrates that, even for simple artificial event logs, different
process models can describe the observed behavior. We have also shown that
the Pareto front provides additional insights into real life event logs.

The experiments with applying different ratios of random change operators
demonstrated that neither only random, nor only guided, change is a good
idea. Although guided change operators use existing knowledge to improve the
process model, randomness is still required to explore different parts of the state
space.

We also analyzed the performance of the ETMd algorithm in this chapter. We
showed that performance of the ETMd is stable during the run of the algorithm.
An exception is when the ETMd algorithm is constructing a Pareto front without
lower boundaries for the quality of the process models included. In this case
the time per generation steadily increases because the Pareto front contains
more and more low-quality process models which require long computation
times. Therefore limiting the candidates allowed in the Pareto front increases
the performance of the ETMd algorithm.





Chapter 8

Balancing Observed and
Modeled Behavior

In this chapter we address Challenge 5, “Use Existing Knowledge in Process
Discovery”, and present the ETMr algorithm. The system that supports a busi-
ness process is usually configured using a (paper) process model. This means
that for most event logs, a process model exists that also describes the observed
behavior. However, differences between the modeled and observed behavior
might exist. The description might not be accurate since the system might allow
for deviations, or the implementation deviated from the documented process
model. This given process model is currently mainly used for analysis purposes,
e.g. comparing modeled behavior with observed behavior. Current analysis
techniques can compare the given process model to observed behavior by eval-
uating the four quality dimensions of replay fitness, precision, generalization
and simplicity. Furthermore, deviations of the observed behavior from the pro-
cess model can be visualized on both the process model and the observed traces.
However, given a process model and observed behavior, only few techniques ex-
ist that are able to repair this process model using the observed behavior. Much
more insight into the observed deviations of the process model can be provided

Parts of this chapter are based on the work presented in [53]:
J.C.A.M. Buijs, M. La Rosa, H.A. Reijers, B.F. van Dongen, and W.M.P. van der Aalst. Improving
business process models using observed behavior. In P. Cudre-Mauroux, P. Ceravolo, and D. Gaše-
vić, editors, SIMPDA, volume 162 of Lecture Notes in Business Information Processing, pages 44–59.
Springer Berlin Heidelberg, 2012. ISBN 978-3-642-40918-9.
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by, instead of showing where deviations occur, showing how the process model
can be changed to support these deviations. In this chapter we explicitly use
the given process model during process discovery. This idea is also presented as
one of the possible applications of the ETM framework in Section 4.2.2.

In this chapter we present the ETMr algorithm which, given an event log
and one or more process models, is able to repair the given process model(s)
while maintaining a certain similarity to the original process model. Section 8.1
discusses several application scenarios of the ETMr algorithm. This is followed
by a discussion on measuring similarity in Section 8.2. We then apply the ETMr

algorithm on the running example of Section 1.2.1 in Section 8.3. This is fol-
lowed by an application on a case study data set from the CoSeLoG project in
Section 8.4. In Section 8.5 related work in the area of process model repair is
discussed. Section 8.6 concludes this chapter.

8.1 Application Scenarios

Given a process model and an event log, deviations can be visualized on both
the process model and the traces in the event log. However, the process model
can also be updated using the observed behavior, in essence performing pro-

cess model repair using observed behavior. By comparing the modeled and ob-
served behavior, changes can be made to the process model to better describe
the observed behavior. Activities can be added or removed, and relationships
between activities can be changed. By allowing less similarity to the input pro-
cess model(s) a more rigorous repair can be performed, thus increasing the
scores on the four quality dimensions.

When the similarity to the input process model(s) is relaxed, more freedom
is allowed when repairing the process model. However, the resulting process
model is likely to still have a similar overall structure to the original process
model. Moreover, since behavior can be modeled and discovered using many
different process modeling constructs, by considering the input process model
the discovered process model is more similar to the process model as it is known
within the organization. This can also help in adopting and understanding the

discovered process model, since it is similar to the process model known within
the organization.

An additional scenario could be the comparison of a previously discovered
process model with a more current event log. By using the previously discovered
process model as input, this model is repaired using a more recent event log.
This indicates what has changed in the behavior between the two event logs.
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This can be concept drift, change in laws or customer behavior, etc. Although
this approach does not explain why something changed, or exactly when, it does
show what has changed which aids further investigation.

8.2 Similarity as the 5th Quality Dimension

In order to extend the ETMd algorithm to support process model improvement
we only need to add a metric that measures the similarity of the candidate
process model to the reference process model. Similarity of business process
models is an active area of research [18, 63, 68, 104, 115, 118, 124–126, 187].
We distinguish two types of similarity: behavioral similarity and structural simi-

larity. Approaches focusing on behavioral similarity, e.g. [18, 63, 68, 115, 187],
encode the behaviors described in the two process models to compare using dif-
ferent relations. Examples are causal footprints [68], transition adjacency rela-
tions [187], and behavioral profiles [115]. By comparing two process models
using such relations, it is possible to quantify behavioral similarity in different
ways.

Approaches focusing on structural similarity only consider the graph struc-
ture of models and abstract from the actual behavior. Heuristic approaches
like [124–126] reduce the process model to an order matrix and calculate the
difference from that representation. Most approaches [63, 104, 118] provide a
similarity metric based on the minimum number of edit operations required to
transform one model into another model. An edit is an atomic operation that
inserts or removes either a node or an arc.

Optimal 

Process Model

Reference

Process Model

Similarity

  Boundary

Replay

Fitness
Simplicity

GeneralizationPrecision

Candidate

Process Model

Figure 8.1: Similarity as the 5th quality dimension, influencing the other 4 quality di-
mensions.
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Both behavioral and structural similarity approaches first require a suitable
mapping of nodes between the two models. This mapping can be achieved by
combining techniques for syntactic similarity (e.g. using string-edit distance)
with techniques for linguistic similarity (e.g. using synonyms) [63].

The ETMr algorithm however only needs to consider the structural similarity

between candidate process trees and the reference process model. The event log
already captures the behavior that the process model should describe, and the
goal is to improve the process model to better describe the observed behavior.
Recall that the behavior of the reference model with respect to the logs is already
measured by means of three of the four process discovery quality dimensions
(replay fitness, precision and generalization). Hence, we only use structural
similarity to quantify the fifth dimension.

Since we use process trees as our internal representation, similarity be-
tween two process trees can be expressed by the tree edit distance for ordered
trees [147]. The tree edit distance indicates the minimum number of simple
edit operations (add, remove and change) that need to be made to nodes in
one tree in order to obtain the other tree. For process trees, each edit adds, re-
moves or changes one node in the tree. Adding a node can for instance mean to
add a node as a child of an existing node, or in between two existing nodes (in
between a parent and its child). Removing a single node from the tree counts
as one edit, hence removing a subtree counts as removing all individual nodes
in that subtree. Furthermore, the type of a node can be changed, which also
counts as one edit.

In the case of a weighted overall quality, the other four quality metrics are
normalized to values between 0 and 1. Therefore we need to do the same for

→
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cb
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(a) Reference tree.
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(d) Change root
to ∧.

Figure 8.2: Examples of possible edits on a tree (a) and respective similarities.
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the edit distance. Thus, the similarity, using the edit distance Qsim, is calculated
as follows:

Qsim = 1− #edits

#nodes in reference model+#nodes in candidate
(8.1)

Hence, a similarity score of 1.000 means that the process model is the same
as the reference model. In case the similarity score is 0.000, this means that
there was no overlap whatsoever between the two process trees. Please note
that this is an extreme case, and in general change operations prevent this score
(since one change is equivalent to adding and removing one node). In case the
ETMr algorithm constructs a Pareto front, the number of edits is used instead of
the normalized edit distance.

Figure 8.2 shows examples for each of the three edit operations. The ref-
erence tree is shown in Figure 8.2a. Figure 8.2b shows the result of deleting
activity ❜ from the tree. This leaves the ×-operator with only one child. The
removal of activity ❜ from the tree results in an edit distance of 1, and hence the
resulting similarity is 1− 1

5+4
= 0.889.

The process tree shown in Figure 8.2c has activity ❞ added in parallel to
activity ❛. This results in two edits since a new ∧-operator node needs to be
added, including a leaf for activity ❞. The similarity of 0.833 is lower than when
part of the tree is deleted, since two nodes have been added. Finally, changing
a node as shown in Figure 8.2d, where the root →-operator is changed into an
∧-operator, only requires 1 edit operation and in this case results in a similarity
of 0.900.

We use the Robust Tree Edit Distance (RTED) algorithm [147] to calculate
the edit distance between two ordered trees. The RTED approach first computes
the optimal strategy to use for calculating the edit distance. It then calculates
the edit distance using that strategy. Since the overhead of determining the
optimal strategy is minimal, this ensures the best performance and memory
consumption, especially for larger trees. However, it is important to realize that
our approach is not limited to the RTED algorithm, any similarity notion can be
used. The only requirement is that this new metric used to express the similarity
notion adheres to the metric requirements as discussed in Section 4.3.4.
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8.3 Application to Running Example

Throughout this section we re-use the running example of Section 1.2.1 to ex-
plain our approach. We assume that next to the event log, shown in Table 8.1,
there is also a process model known within the organization, as is shown in
Figure 8.3. The organization wants to know how this proces model should be
changed to better reflect the recorded behavior.

The process model of Figure 8.3 describes the following process flow. When
a potential customer fills in a form and submits the request from the website,
the process starts by executing activity ❛ which notifies the customer of the
receipt of the request. Next, according to the process model, there are two
ways to proceed. The first option is to start with checking the credit (activity ❜)
followed by calculating the capacity (activity ❝), checking the system (activity
❞) and rejecting the application by executing activity ❢. The other option is
to start with calculating the capacity (activity ❝) after which another choice
is possible. If the credit is checked (activity ❜) then finally the application is
rejected (activity ❢). Another option is the only one resulting in executing ❡,
concerned with accepting the application. Here activity ❞ follows activity ❝, after
which activity ❜ is executed, and finally activity ❡ follows. In all three cases the

Table 8.1: The event log

Trace #

a b c d f g 38
a b d c f g 26
a b d c e g 12
a b c f g 8
a b c d e g 6
a d c b f g 4
a c d b f g 2
a c b e g 1
a d b c f g 1
a d b c e g 1
a c b f g 1

→

g×

→

×

→

fb

→

ebd

c

→

fdcb

a

f: 0.885 p: 1.000
s: 1.000 g: 0.671

Figure 8.3: Process tree as known within
the company.
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process ends with activity ❣, which notifies the customer of the decision made.
However, the observed behavior, as is recorded in the event log shown in

Table 8.1, deviates from this process model. The event log contains 11 different
traces whereas the original process model only allows for 3 traces. The modeled
and observed behavior thus differ significantly. To demonstrate the effects of
considering the similarity between process trees, we run the ETMr algorithm on
the example data shown in Table 8.1 and Figure 8.3. We construct a Pareto front
of process models where the number of edits applied on the reference process
model is used as the fifth quality dimension.

The ETMr algorithm constructed a Pareto front containing 573 candidates
in 10,000 generations. Figure 8.4 shows the distribution of the process trees
over the quality dimensions. The maximum number of edits applied to one of
the candidates is 21. In general between 3 and 14 edits are applied. A two-
dimensional view on the Pareto front is shown in Figure 8.5 where the trade-off
between replay fitness and precision is shown. The colors indicate the number
of edits applied. This demonstrates that most candidates have very high scores
for precision and replay fitness. Views filtering different ranges of edits applied
are shown in Figure 8.6. This demonstrates that applying only one edit already
can improve the process tree significantly, considering that the normative pro-
cess tree has a perfect precision and a score of 0.885 for replay fitness. Allowing
more edits increases the quality of the process tree with regard to the original
four quality dimensions. As can also be observed in Figure 8.4, most process
trees have between 3 and 14 edits applied.

Figure 8.7 shows a selection of three process models from the Pareto front.
The process tree shown in Figure 8.7a shows the process tree with the best
replay fitness score, while maintaining perfect precision. This process tree can
be obtained by applying 11 edits to the normative process tree. By applying 11

different edits to the normative process tree the model shown in Figure 8.7b
can be obtained with perfect replay fitness, while still scoring high on precision.
The process tree with the most edits is shown in Figure 8.7c. This process tree
does not score best in any of the individual quality dimensions but provides a
good trade-off between replay fitness and precision.

A side-effect of the required similarity is that the process tree of Figure 8.7c
contains many useless nodes, which cannot be removed without increasing the
edit distance. However, not all useless nodes in this process tree are present
in the original process model. By adding useless nodes precision is improved
since the fraction of escaping edges is reduced. Normalizing the process tree
is not possible since removing certain useless nodes reduces the similarity with
the reference model. Therefore we use the non-normalized Pareto front in this
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chapter.
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8.4 Case Study

One of the municipalities participating in the CoSeLoG project (see Section 1.4)
implemented the process for receiving permits using a business process manage-
ment (BPM) system. The BPM system was configured using a process model.
The municipality is interested in comparing the described behavior with the ob-
served behavior. The process tree representation of the process model used to
configure the BPM system is shown in Figure 8.8. Activities have been relabeled
to letters for readability, a translation is provided in Table 7.2 on page 187. The
process model foresees that activity ❧ (Confirmation of receipt) is executed first,
followed by a complicated process, which includes loops, handling different as-
pects. The normative process model allows for improvements in both the replay
fitness and precision quality dimensions.

The obtained event log contains 1,434 cases and 8,577 events representing 27

activities. The event log describes the process for the receipt phase of building
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Figure 8.8: Process tree used as the normative model for the case study application of
the ETMr algorithm. The meaning of the letters is defined in Table 7.2 on
page 187.
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permits. It consists of activities for notifying the applicant of the receipt of their
request, but also activities for creating, testing and finalizing documents. Due to
space restrictions, the activities are relabeled to single letters (and ‘aa’). A more
detailed discussion of the process, and an application of the ETMd algorithm on
the same event log, can be found in Section 7.3.

The ETMr algorithm is run for 10,000 generations to construct a Pareto front
that was limited to 200 process trees and scores of at least 0.6 for replay fitness,
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Figure 8.9: Distribution over the quality dimensions of 200 candidates in the Pareto front
for the case study.
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precision and simplicity. The distribution of the process trees over the values for
the different quality dimensions is shown in Figure 8.9. This demonstrates that
most process trees have high replay fitness. At most 141 edits have been applied
to a process tree, which results in a process tree with little resemblance to the
reference process model. Relatively more process trees have between 30 and 40

edits applied than other edit ranges.
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Figure 8.10: Visualization of the Pareto front of process trees discovered by the ETMr

algorithm on the case study event log.
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The Pareto front projected on the two dimensions of replay fitness and pre-
cision is shown in Figure 8.10, where the color indicates the number of edits
applied. This visualization shows that balancing replay fitness and precision
appears to be difficult for this event log.

Figure 8.11 shows the different Pareto fronts for different edit ranges. This
demonstrates that, especially for up to 50 edits, the Pareto front moves towards
both better replay fitness and better precision. Process trees with 50 or more
edits applied seem to mainly improve on replay fitness, instead of precision.

A selection of process trees from the Pareto front is shown in Figure 8.12.
When allowing at most 10 edits, as is shown in the filtered Pareto front at the
top-left of Figure 8.11, less improvements can be made. A process tree with at
most 10 edits, that provides a good tradeoff between replay fitness and preci-
sion, is shown in Figure 8.12a. This process model is mainly improved by adding
activity ❛ (T02 Check confirmation of receipt) next to activity ❧ (Confirmation
of receipt) and removing a big part of the ‘redo’ part of the leftmost 	-operator,
all of which was done in 7 edits. Applying these edits improved replay fitness
from 0.841 to 0.930 and improved precision from 0.884 to 0.898. The nodes on
the left-hand side of the model, in the loop with ❡, for instance remain after
removing parts of the process tree and become the two useless nodes of the
process model. When removing these two useless nodes the resulting process
model shows many similarities with the normative process model, while replay
fitness and precision are significantly improved.

The process tree with the best replay fitness given perfect precision is shown
in Figure 8.12b. By applying 39 edits the process model is reduced in size mak-
ing it more precise and significantly more general, at the cost of replay fitness.
A good trade-off between replay fitness and precision can be obtained within 49

edits of the normative process model, as is shown in Figure 8.12c. This process
tree also demonstrates that useless nodes are not removed since it might in-
crease the edit distance. Obtaining a perfect replay fitness score requires 92 ed-
its on the normative model, resulting in the process tree shown in Figure 8.12d.
These process trees demonstrate that the normative model does not describe all
observed behavior and requires quite some modification for it to do so.

This case study demonstrates that the Pareto front of (repaired) process trees
discovered by the ETMr algorithm provides several insights into the relationship
between the modeled and observed process. By providing process models with
different gradations of change applied, the municipality is able to investigate
how the process as they know it is actually executed. For instance, it became
clear that by applying seven edits, the process model can be significantly re-
paired based on the observed behavior. Many more repairs, up to 150, can be
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performed to improve the process model to better reflect the observed behav-
ior. Moreover, the Pareto front, by applying several filters, provides a way to
investigate several repaired process models.
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ETMr algorithm on the case study.
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8.5 Related Work

Only a few approaches exist that consider similarity in the context of process
discovery. Several approaches exist that consider similarity between process
models, without the use of an event log.

Li et al. [124–126] discuss how a reference process model can be discovered
from a collection of process model variants. In their heuristic approach they
consider the structural distance of the discovered reference model to the origi-
nal reference model as well as the structural distance to the process variants. By
balancing these two forces they make certain changes to the original reference
model to make it more similar to the collection of process model variants. Com-
pared to our approach, here the starting point is a collection of process variants,
rather than an event log.

An approach aiming to automatically correct errors in an unsound process
model (i.e., a process model affected by behavioral anomalies) is presented by
Gambini et al. [86]. Their approach considers three dimensions: the structural
distance, behavioral distance and ‘badness’ of a solution with respect to the un-
sound process model. The ‘badness’ dimension indicates the ability of a solution
to produce traces that lead to unsound behavior. The approach uses simulated
annealing to simultaneously minimize all three dimensions. The edits applied
to the process model are aimed at correcting the model rather than balancing
the four quality dimensions used in process discovery.

Within the area of process mining there currently is a gap between process
discovery and conformance analysis. Conformance analysis, such as the work of
Adriansyah et al. [21,24,25], detects conformance of, and deviations from, ob-
served behavior compared to modeled behavior. When deviations are detected,
these are visualized on either the process model or the observed behavior. How-
ever, no fixes are suggested to improve the process model using the observed
behavior. Vice versa, only a few process discovery algorithms exist that are able
to incorporate a given process model and improve or repair it.

The work of Fahland et al. [79, 80] provides a first integrated attempt at
repairing process models based on alignments between the process model and
event log. In their approach, a process model needs repair if the observed be-
havior cannot be replayed by the process model. This is detected by using the
alignment between the process model and the observed behavior. The detected
deviations are then repaired by extending the process model with sub-processes
nested in a loop block. These fixes are applied repeatedly until a process model
is obtained that can perfectly replay the observed behavior. This approach ex-
tends the original process model’s behavior by adding new fragments that en-
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able the model to replay the observed behavior. As a post-processing step some
infrequently used parts of the process model can be removed to improve preci-
sion. The main disadvantage of this approach is that mainly the replay fitness
quality dimension is considered when repairing mis-alignments. Although post-
processing steps are introduced to improve precision, these steps do not always
succeed. Moreover, since repairs mainly add transitions to the model, by defi-
nition the model can only become more complex. It is unclear how to correctly
balance all five quality dimensions when extending the work in [79,80].

8.6 Conclusion

In this chapter we presented the ETMr algorithm which extends the ETMd algo-
rithm to consider a given process model. The main goal is to mediate between
the observed behavior and some a priori model (e.g. a reference model). The
desired trade-off is achieved by adding an additional quality dimension that
evaluates the edit distance between the provided process model and the discov-
ered process model. We applied the ETMr algorithm on both a running example
and a real life event log. By constructing a Pareto front, the amount of change
applied to the process model can be varied to investigate how much change
should be applied to better describe the observed behavior.



Chapter 9

Discovering Configurable
Process Models

In this chapter we address Challenge 6: “Describe a family of processes”. Dif-
ferent organizations or units within a larger organization often execute similar
business processes. Municipalities for instance all provide similar services while
being bound by government regulations. Large car rental companies like Hertz,
Avis and Sixt have offices in different cities and airports all over the globe.
Often there are subtle (but sometimes also striking) differences between the
processes handled by these offices, even though they belong to the same car
rental company. To be able to share development efforts, analyze differences,
and learn best practices across organizations, we need configurable process mod-

els that are able to describe a family of process variants rather than one specific
process [93,116,154].

Given a collection of event logs that describe similar behavior we can dis-
cover a process model using existing process mining techniques [5]. However,
existing techniques are not tailored towards the discovery of a configurable pro-
cess model based on a collection of event logs. In this chapter, we present
and compare four approaches to mine configurable models. The first two ap-

Parts of this chapter are based on the work as presented in [51]:
J.C.A.M. Buijs, B.F. van Dongen, and W.M.P. van der Aalst. Mining configurable process models
from collections of event logs. In F. Daniel, J. Wang, and B. Weber, editors, BPM, volume 8094 of
Lecture Notes in Computer Science, pages 33–48. Springer Berlin Heidelberg, 2013. ISBN 978-3-642-
40175-6.
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proaches use a combination of existing process discovery and process merging
techniques. The third approach uses a two-phase approach where first a process
tree is discovered which is then configured. The fourth approach uses a new,
integrated approach, implemented in the ETMc algorithm.

9.1 Configurable Process Models

A configurable process model describes a family of process models, i.e., variants
of the same process. A configurable process model contains additional options
to configure, or individualize, the process model to one of the process model
variants. Two different mechanisms can be used: restriction and extension of
behavior. A configurable process model notation can restrict the behavior by
removing activities or activity combinations. The second mechanism is to allow
extensions of the configurable process model, i.e., adding behavior, to obtain the
process model variant. Some configurable process modeling notations support
both mechanisms, and all notations allow for restricting the behavior [116]. In
this section we briefly discuss three configurable process model notations: C-
EPCs, C-YAWL and PROVOP, which extends BPMN. A more extensive discussion
on configurable process model notations can be found in [116].

Configurable EPCs (C-EPCs) [70,71,117,154] extend the EPC language (see
Section 3.2.3). An example C-EPC is shown in Figure 9.1. C-EPCs restrict the
described behavior by applying configuration options. In C-EPCs configurable
control-flow connectors can be configured to be an equally or more restrictive
connector. If a function (i.e., activity) is made configurable then this function
can be set as activated (on), deactivated (off) or allowed to be skipped. In
the example of Figure 9.1 for instance, functions ❛, ❡ and ❢ are configurable,
as is indicated by the thicker borders. Furthermore, the XOR connector is also
configurable and allows one or more of its outgoing paths to be blocked. Addi-
tionally, requirements can be specified which restrict the possible configurations
allowed. Guidelines can also be specified which suggest configuration settings,
for instance that if either activity ❡ or ❢ is on, the other should also be on.

The C-YAWL notation [14, 93], which is an extension of the YAWL notation
(see Section 3.2.2), allows YAWL models to be configured. Process models can
be customized by applying two operators to process model activities: hiding

and blocking. Both operators restrict the behavior of the process model and are
applied on the ports of activities. A port is a combination of allowed incoming
or outgoing edges for a particular activity. Hiding results in the execution of
that activity to become unobservable, but the path to the activity is in is still
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possible. Blocking disables the execution of the activity, which means that the
path the activity is in cannot be taken anymore. An example of a C-YAWL model
with two configurations applied is shown in Figure 9.2. A green arrow indicates
that no restriction is configured. Hiding is indicated by an orange arrow, while
blocking is indicated by a stop-sign. In the example of Figure 9.2 the process
model variant for the travel agency only allows the activity ❜♦♦❦ r❡❞✉❝t✐♦♥

1

AND

a b

AND

2

c

XOR AND

3 4 5

d e f

6 7 8

Configurable function Normal function

Configurable connector

Normal connector

Requirement 1:

a=OFF⇒
XOR1 6=SEQ3

Guideline 1:

e=ON⇔ f=ON

Figure 9.1: Example of a configurable process model in C-EPC notation (adapted
from [154]).
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❝❛r❞ to be executed if ❜♦♦❦ tr❛✐♥ t✐❝❦❡t is also enabled. This is indicated
by blocking the outgoing ports ❜ and ❜✱❝ of activity ❘❡❝❡✐✈❡ ♦r❞❡r, while the
outgoing port ❛✱❜ is not blocked. For the internet shop the activity s❡❧❡❝t

♣❛②♠❡♥t ♠❡t❤♦❞ can be skipped since only credit card payments are accepted.
Several extensions to the BPMN notation exist that introduce configuration

options [98, 112, 113, 140, 160]. Figure 9.3 shows an example of one of these
approaches, the PROVOP (PROcess Variants by OPtions) approach [98]. Within
the PROVOP approach four operations are defined: delete, insert, move and
modify. Applying the delete operation removes part of the process model, and
thus restricts the allowed behavior. Insertion extends the behavior of the process
model by adding predefined process model fragments at specified locations. The
move operation allows a specific process model part to move to one of several
other predefined locations in the process model. Finally, the modify operation
allows attributes of model elements to change, such as the role assigned to an
activity.

Restricting behavior is common across all configurable process modeling no-
tations. However, only the C-EPC notation allows for operator downgrading,
which also limits behavior. In the next section we propose to extend process
trees by allowing for the restriction of the behavior in two ways: by removing
parts of the process tree and by downgrading operators.
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Figure 9.2: Examples of configurable process models in C-YAWL notation (from [93]).

Figure 9.3: Example of a configurable process model in PROVOP notation (from [98]).
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9.2 Configurable Process Trees

In this section we extend the process tree notation to configurable process trees
such that a configurable process tree describes a family of process trees. By
applying a configuration, an individualized process tree is obtained. Each node
in the configurable process tree contains a configuration point for each configu-
ration. Each configuration point can be set to a configuration option, which can
be blocked or hidden, and operator nodes can be downgraded to another opera-
tor type. By applying all configurations options for all configuration points of a
specific configuration to a configurable process tree, an individual process tree
is obtained.

Hiding and blocking work in a similar way as in the C-YAWL notation but
on nodes instead of ports. Hiding makes the node unobservable and in essence
replaces it with a τ-node. If a node is blocked, the path leading to that ac-
tivity cannot be taken anymore. In case of blocking, several situations can be
distinguished, which are visually explained in Figure 9.4:

1. In case the parent of the blocked node is an ×- or ∨-operator:

(a) If the blocked node is the last remaining child, then the parent itself
is also blocked (Figure 9.4b and Figure 9.4d).

(b) Otherwise, the blocked node is removed from the parent (Figure 9.4a
and Figure 9.4c).

2. In case the parent of the blocked node is an →- or ∧-operator, that operator
is also blocked, since it enforces the execution of all of its children (see
Figure 9.4e and Figure 9.4f).

3. In case the parent of the blocked node is an 	-operator:

(a) If the blocked node is the ‘do’ or ‘exit’ child, then the parent is also
blocked (see Figure 9.4g and Figure 9.4h).

(b) If the blocked node is the ‘redo’ child, then the 	 parent is replaced
by an →-operator with the ‘do’ and ‘exit’ of the loop node as children
(see Figure 9.4i).

4. In case the blocked node is the root node then the root is replaced by a
τ-node since the process tree does not allow for any behavior (see Fig-
ure 9.4j).
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Since blocking a node can have an effect higher up in the process tree, the
configurations have to be applied recursively.

Additionally we allow for operators to be downgraded following the down-
grade hierarchy shown in Figure 9.5. By downgrading an operator, the behavior
of the operator is restricted to a subset of the initially possible behavior. The ∨-
operator for instance can be downgraded to an ∧- (forcing all children to be
executed), ×- (only allowing for one child to be executed), and a →-operator
(executing all children in a particular order). However, since in one configura-
tion the order of the children might be different than in another, the ←-operator,
representing a reversed sequence, is added which executes the children in the re-
versed order, i.e., from right to left. Similar to the ∨, an ∧ can be downgraded
to an →- or ←-operator.

An example of operator downgrading is shown in Figure 9.6 where an ∨-
operator is downgraded to a →-operator. Configuration points are visualized
using a gray callout, pointing at the node to which it belongs. Within the call-
out the configuration options set for each configuration are displayed in a se-
quence. The process tree of Figure 9.6 contains one configuration point and one
configuration, set to the →-operator.

9.3 Four Different Approaches

We consider four approaches to discover a configurable process tree from a
collection of event logs. These four approaches are shown in Figure 9.7.

Approach 1, as is shown in Figure 9.7a, applies process discovery on each in-
put event log to obtain the corresponding process model. Then these processes
models are merged using model merge techniques. This approach was first pro-
posed in [92]. We execute this approach by applying the ETMd on each of the

∨

×∧

←→

Figure 9.5: Hierarchy of operator
downgrade options.

∨

cba

[→ ]

→

cba

Figure 9.6: Example of downgrading an ∨-
operator to an →-operator.
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input event logs and merging the resulting process trees using the technique
presented in [161].

Since the process models of the first approach are discovered independently
of each other, they might differ significantly, hence merging them correctly is
difficult. Therefore we present Approach 2 as an improvement of the previous
approach. The overall idea is shown in Figure 9.7b. From the merged input
event logs first one process model is discovered that describes the behavior re-
corded in all event logs. Then the single process model is taken and individu-
alized for each event log using the ETMr algorithm as discussed in Chapter 8.
In the next step these individual process models are merged into a configurable
process model using the approach of [161]. By making the individual process
models more similar, merging them into a configurable process model should
be easier.

Approach 3, as shown in Figure 9.7c, is an extension of the second approach
presented in [92]. A single process model is discovered that describes the be-
havior of all event logs. Then, using each individual event log, configurations
are discovered for this single process model. In this approach the common pro-
cess model should be less precise than in the other approaches since we can
only restrict the behavior using configurations, but not extend it. Therefore,
the ETMd algorithm applied needs to put less emphasis on precision. For the
second phase we only change the configuration options without changing the
structure of the process tree. We do this by applying the ETMc algorithm, which
we introduce in Section 9.4, without change operations that modify the tree
structure.

The fourth approach is a novel approach implemented in the ETMc algorithm
where the discovery of the process model and the configurations is combined,
see Figure 9.7d. This approach is added to overcome the disadvantages of the
other three approaches. By providing an integrated algorithm, where both the
process model and the configuration options are discovered simultaneously, bet-
ter trade-offs between the different quality dimensions can be made. In the next
section we present the ETMc algorithm.

9.4 The ETMc algorithm

The ETMc algorithm is an extension of the ETMd algorithm for discovering con-
figurable process trees. The input of the ETMc algorithm is a collection of event
logs and the output is a configurable process model. For each of the input
event logs a configuration is discovered that blocks, hides, or downgrades cer-
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tain nodes in the configurable process tree. Besides operating on configurable
process trees, two elements are added to the ETMd algorithm: changing the
configurations and evaluating the configurable process tree.

9.4.1 Configuration Mutation

Initially a process tree has one configuration for each input event log, where
none of the configuration points is configured. Currently we apply a random
mutation to the configurable process tree that picks a configuration for one of
the event logs. It then randomly selects a configuration point and randomly
changes the configuration option to one of the allowed options for that configu-
ration point. This simple random mutation allows coverage of the whole search
space.

9.4.2 Configuration Quality

The overall quality of the configurable process tree consists of two aspects: the
quality of each of the individualized process trees (i.e., the process trees ob-
tained after application of the configurations), and the quality of the configu-
ration aspect of the configurable process tree. These two aspects are weighted
using an α parameter. The overall quality of a configurable process tree is thus
evaluated as follows:

Definition 9.1 (Quality of a configurable process tree)

Let LC be the collection of all input event logs such that L ∈ LC is an event log in this

collection. Let PT c be a configurable process tree and PT c
L

the individual process

tree obtained from PT c for event log L. Furthermore, let the function Q(PT c
L

,L) be

a quality metric for PT c
L

on the corresponding event log L.

We define the average quality in a certain quality dimension as follows:

Q(PT c
,LC ) =

∑

L∈LC |L|×Q(PT c
L

,L)
∑

L∈LC |L| (9.1)

We define the configuration quality as follows:

Qc (PT c
) = 1− number of configured nodes in PT c

number of nodes in PT c
(9.2)
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Table 9.1: Four event logs for the four different variants of the loan application process
of Section 1.2.2.

(a) Event log for
variant 1

Trace #

a b c d f g 38
a b d c f g 26
a b d c e g 12
a b c f g 8
a b c d e g 6
a d c b f g 4
a c d b f g 2
a c b e g 1
a d b c f g 1
a d b c e g 1
a c b f g 1

(b) Event log for variant 2

Trace #

a b1 b2 c d2 f 50
a b1 b2 c d2 e 20

(c) Event log for variant 3

Trace #

a c b e 120
a c b f 80

(d) Event log for variant 4

Trace #

a b1 d2 b2 c f 60
a b1 d b2 c e 45

9.5 Application on Running Example

Our running example is based on four variants of the same process. The event
logs of this running example are shown in Table 9.1. The four variants are
discussed in more detail in Section 1.2.2.

Although the four variations of the loan application process seem similar,
automatically discovering a configurable process model turns out to be far from
trivial.

9.5.1 Experimental Setup

In the remainder of this section we use the ETMd and ETMc algorithms as our
discovery techniques to construct a process model, in the form of a process
tree, from an event log. For Approach 1 the ETMd algorithm is ran for 10,000

generations on each event log, after which the resulting process models were
merged. For Approach 2 the ETMd algorithm first ran for 5,000 generations
on the merged event log of the four variants. This was followed by 10,000

generations per event log of the ETMr algorithm in order to individualize the
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process models before merging. In Approach 3 the ETMd algorithm ran for
10,000 generations to discover an imprecise process model for the combined
event log, after which configurations were discovered using the ETMc algorithm
during another 10,000 generations while retaining the control-flow structure.
Within Approach 4 the ETMc algorithm ran for 10,000 generations discovering
the process tree structure and configurations at the same time. The quality
dimension of replay fitness is given a weight of ten, and a weight of five for
precision made sure the model does not allow for too much additional behavior.
Simplicity is weighted by one, and a weight of one-tenth for generalization
makes the models more general. In Approach 2 the similarity quality dimension,
as discussed in Section 8.2, is added with a weight of five. The rest of the
settings are the same as used in the experiments as discussed in Chapter 7.

For the resulting configurable process trees we calculate the four quality
dimensions for each of the individualized process trees on the corresponding
event log. We aggregate these values to the configurable process tree by using
a weighted average using the number of traces in each event log. Additionally,
the size of both the configurable process tree and the individualized process
trees are calculated. The number of configuration points (#C.P.) set in the
configurable process tree, as well as the number of configuration points applied
per variant, are shown in a table for each approach. The similarity of individual
process trees to the configurable process tree is also calculated.

9.5.2 Approach 1: Merge Individually Discovered Process
Models

The results of applying Approach 1 on the running example are shown in Fig-
ure 9.8. Each of the individual process models (see Figure 9.8a through Fig-
ure 9.8d) clearly resembles the corresponding event log. The combined config-
urable process model as shown in Figure 9.8e however is nothing more than a
choice between each of the individual input process models. The table shown in
Figure 9.8f shows the different quality scores for both the configurable process
models and for each of the configurations. Moreover, the simplicity statistics
of size, number of configuration points (#C.P.) and similarity of the configured
process model to the configurable process model are shown. The fact that the
four configuration options block a big part of the process model is reflected in
the low similarity of the configured process models with the configurable pro-
cess model. This is also shown by the relatively large size of the configurable
process tree with respect to the size of the individual process tree variants.
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(f) Quality statistics of the configurable process model of (e).

Overall Fitness Precision Simplicity Generalization Size #C.P. Similarity

Combined 0.975 1.000 0.998 0.903 0.805 44 4 -
Variant 1 0.982 1.000 0.990 0.929 0.809 14 3 0.483
Variant 2 0.981 1.000 1.000 0.900 0.780 10 3 0.370
Variant 3 0.981 1.000 1.000 0.875 0.805 8 3 0.308
Variant 4 0.985 1.000 1.000 0.933 0.815 15 3 0.508

Figure 9.8: Results of Approach 1, merging separately discovered process models, on the
running example.
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9.5.3 Approach 2: Merge Similar Discovered Process
Models

In Approach 2 we try to increase similarity amongst the individual process mod-
els by discovering a common process model from all event logs combined. This
combined model for the input event logs is shown in Figure 9.9a. This process
model has difficulties with describing the combined behavior of the four vari-
ants. For instance, it tries to distinguish variants 1 and 3 from variants 2 and 4

by introducing an ×-operator high in the process tree. The four individual pro-
cess models derived from this common process model are shown in Figure 9.9b
through Figure 9.9e. However, the unused child of the ×-operator for a variant
is not removed, since it would significantly decrease similarity with the com-
bined model. This results in each of the individual process trees being large and
having relatively low scores for precision and generalization. The four individ-
ual process trees are however very similar to each other. The combined process
tree is shown in Figure 9.10a. Despite the similarity of the individual process
models, the combined configurable process model is still a choice between the
four input process models. Figure 9.10b shows the statistics of this configurable
process model. The overall quality of this model is worse than that of Approach
1, which is mainly due to the lower scores for precision and generalization.
Similar to the previous approach, the number of configuration points is low.
Unfortunately, the similarity between the configurable process model and the
process model variants is also low.
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(d) Process model mined on event log 3.
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(e) Process model mined on event log 4.

Figure 9.9: Individual results of approach 2, merging the similar process models, on the
running example.
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(a) Configurable process tree.

(b) Quality statistics of the configurable process model of (a).

Overall Fitness Precision Simplicity Generalization Size #C.P. Similarity

Combined 0.929 1.000 0.891 0.890 0.362 134 4 -
Variant 1 0.937 1.000 0.926 0.919 0.379 37 3 0.433
Variant 2 0.927 1.000 0.909 0.848 0.370 33 3 0.395
Variant 3 0.919 1.000 0.889 0.879 0.308 33 3 0.395
Variant 4 0.918 1.000 0.851 0.912 0.441 34 3 0.405

Figure 9.10: Configurable process model with quality statistics as discovered by Ap-
proach 2, merging the similar process models, on the running example.
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9.5.4 Approach 3: First Discover a Single Process Model and
Then Discover Configurations

In Approach 3 we first try to discover a process tree that describes the combina-
tion of all event logs. This is achieved by reducing the weight for precision by
a factor 10, resulting in a weight of 0.5 for precision. In the second phase we
only change configuration options to increase the precision of configured pro-
cess trees, but the structure of the configurable process tree remains the same.
The resulting configurable process model is shown in Figure 9.11. From this
model it can be seen that we relaxed the precision weight, in order to discover
an ‘over fitting’ process model. Then, by applying configurations, the behav-
ior is restricted in such a way that the model more precisely describes each
of the variants, as is indicated by the perfect replay fitness for all but variant
1. The resulting configurable process model however scores lower on precision
the previous two approaches. This might be caused by a disconnect between the
two phases. It appears that adding configuration options in the second phase
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(a) Configurable process tree.

(b) Quality statistics of the configurable process model of (a).

Overall Fitness Precision Simplicity Generalization Size #C.P. Similarity

Combined 0.908 0.994 0.794 0.983 0.494 28 2 -
Variant 1 0.920 0.973 0.880 1.000 0.500 28 0 1.000
Variant 2 0.882 1.000 0.694 1.000 0.528 28 1 0.982
Variant 3 0.918 1.000 0.841 0.960 0.439 25 2 0.925
Variant 4 0.883 1.000 0.689 1.000 0.571 28 0 1.000

Figure 9.11: Results of Approach 3, the two-phase mining approach, on the running ex-
ample.
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cannot restrict the behavior of the process model sufficiently. The resulting con-
figurable process tree however is much smaller and has less configuration points
than the results of Approaches 1 and 2. Moreover, the similarity of each of the
individualized process trees to the configurable process tree is high.

9.5.5 Approach 4: Discover Process Model and Configura-
tions at the Same Time

The result of applying Approach 4, an integrated approach, is shown in Fig-
ure 9.12. This configurable process tree is smaller than the ones obtained by
the first three approaches. Moreover, it clearly includes the common parts of all
variants only once, e.g. it always starts with ❛ and ends with a choice between
❢, which is sometimes followed by ❣, and ❡. This process model hides some
of the activities that do not occur in certain variants, for instance activity ❞ for
variant 2. However, it does not find all configuration options, since ❣ can also
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(a) Configurable process tree.

(b) Quality statistics of the configurable process model of (e).

Overall Fitness Precision Simplicity Generalization Size #C.P. Similarity

Combined 0.913 0.957 0.934 0.946 0.646 20 5 -
Variant 1 0.931 0.970 0.919 1.000 0.532 20 0 1.000
Variant 2 0.913 0.950 0.915 0.895 0.548 19 2 0.949
Variant 3 0.963 0.971 1.000 0.909 0.751 11 3 0.677
Variant 4 0.883 0.921 0.835 1.000 0.622 20 0 1.000

Figure 9.12: Results of Approach 4, the integrated mining approach, on the running ex-
ample.
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be hidden for variants 3 and 4 without reducing replay fitness. In this approach
the parallelism present in variant 1 is correctly discovered (in the left-most sub-
tree) and downgraded for variant 3. Variants 2 and 4 are explained by the right
branch of the leftmost ×-operator under the root. However, the two children
of the ×-operator are not correctly blocked to increase precision for each of the
variants.

9.5.6 Discovering a Pareto Front for Approach 4

The ETMc algorithm can also construct a Pareto front of candidates, where the
number of configuration points is used in addition to the other four quality
dimensions. The other four quality dimensions of replay fitness, precision, gen-
eralization and simplicity are aggregated over the individual values for the dif-
ferent configurations and weighted by the number of traces in the event log.

The ETMc algorithm discovered a Pareto front containing 382 candidates for
the running example. The distribution of the candidates over the five quality
dimensions is shown in Figure 9.13. The Pareto front projected on the quality
dimensions of replay fitness and precision, where the color indicates the number
of configuration points, is shown in Figure 9.14. This shows that the best trade-
off between replay fitness and precision is made with two or three configuration
points. Two of the process trees with three configuration points are shown in
Figure 9.15 and Figure 9.16. They demonstrate slightly different trade-offs be-
tween replay fitness and precision. The process tree of Figure 9.15 is reasonably
precise, while scoring good on replay fitness. This is achieved mainly by intro-
ducing a choice between three different descriptions of the middle part of the
process. Configuration options are added only for the third variant. Figure 9.16
shows a process tree that scores very well on replay fitness, but very badly on
precision. This is mainly caused by the ∧-operator as root, which is downgraded
to a →-operator only for configuration 3. The resulting process tree is therefore
more of a general description of all behavior, than of a configurable process tree
that also describes the behavior precisely.
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Figure 9.13: Distribution of the 382 candidates in the Pareto front over the quality di-
mensions for the running example.
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Figure 9.14: Visualization of the Pareto front of configurable process trees discovered
by the ETMc algorithm on the running example event logs. The ×-symbols
indicate the process trees shown in Figure 9.15 and Figure 9.16.
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(a) Configurable process tree.

Overall Fitness Precision Simplicity Generalization Size #C.P. Similarity

Combined 0.892 0.941 0.856 1.000 0.540 22 3 -
Variant 1 0.908 0.970 0.852 1.000 0.483 22 0 1.000
Variant 2 0.817 0.839 0.813 1.000 0.434 22 0 1.000
Variant 3 0.925 0.971 0.881 1.000 0.613 15 3 0.784
Variant 4 0.879 0.921 0.841 1.000 0.524 22 0 1.000

(b) Quality statistics of the configurable process model of (a).

Figure 9.15: Configurable process tree in the Pareto front discovered by Approach 4 for
the running example event logs that balances replay fitness and precision.
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(a) Configurable process tree.

Overall Fitness Precision Simplicity Generalization Size #C.P. Similarity

Combined 0.836 0.988 0.526 1.000 0.572 21 2 -
Variant 1 0.822 0.969 0.541 1.000 0.592 21 0 1.000
Variant 2 0.746 1.000 0.244 1.000 0.455 21 0 1.000
Variant 3 0.903 1.000 0.750 1.000 0.593 14 2 0.771
Variant 4 0.748 0.977 0.272 1.000 0.589 21 0 1.000

(b) Quality statistics of the configurable process model of (a).

Figure 9.16: Configurable process tree in the Pareto front discovered by Approach 4 for
the running example event logs that has good replay fitness at the cost of
precision.
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9.5.7 Comparison of the Four Approaches

The four approaches yield very different configurable process trees when ap-
plied to the running example event logs. The first two approaches are able to
discover a configurable process tree that scores high on replay fitness and pre-
cision. However, the resulting configurable process tree is large and is mainly a
global choice between the four input process trees.

The resulting configurable process trees of Approaches 3 and 4 are signifi-
cantly smaller than the results of the first two approaches. The third approach,
which first discovers a process tree and discovers the configurations in the sub-
sequent phase, results in a configurable process tree with relatively high replay
fitness, at the cost of precision and generalization. The fourth approach, the
ETMc algorithm, balances all quality dimensions better, scoring high on replay
fitness, precision and generalization. At the same time the number of configu-
ration points is kept low, and the similarity of the process tree variants to the
configurable process tree is high.

The Pareto front discovered by Approach 4, the ETMc algorithm, allows for
further investigation of the trade-offs between the different quality dimensions.
The process trees in the Pareto front have few configuration points, at most
three, while there are four input event logs. Furthermore, configurable pro-
cess trees that explain most of the behavior (as shown in Figure 9.16) are also
discovered, ensuring high replay fitness.

The first two approaches seem to struggle with merging process models
based on their behavior. Because they only focus on the structure of the model,
the frequencies of parts of the process model being visited are not considered
during the merge. The third and fourth approach both directly consider the
behavior and frequencies as recorded in the event log. This seems to be benefi-
cial for building a configurable process model since these latter two approaches
outperform the first two in terms of size of the configurable process tree.

9.6 Case Study

To validate our findings we use a collection of five event logs from the CoSeLoG
project, each describing a different process variant. The main statistics of the
event logs are shown in Table 9.2. The event logs are extracted from the IT
systems of five different municipalities. The process considered deals with ob-
jections related to building permits. Earlier, we already applied the ETMd algo-
rithm on each of these event logs in isolation (see Section 7.4).
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Table 9.2: Case study event log statistics

#traces #events #activities

Combined 1,214 2,142 28

WABO1_BB 54 131 15

WABO2_BB 302 586 13

WABO3_BB 37 73 9

WABO4_BB 340 507 9

WABO5_BB 481 845 23

Both Approach 1 (merging individually discovered process models) and Ap-
proach 2 (merging similar discovered process models) result in large config-
urable process trees. These are shown in Figure 9.17 and Figure 9.18 respec-
tively. Both models are large and cannot be understood easily, and again consist
of an ×-operator as the root with each of the five original models as their chil-
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(a) Configurable process model.

(b) Quality statistics of the configurable process model discovered using Approach 1 on
the case study.

Overall Fitness Precision Simplicity Generalization Size #C.P. Similarity

Combined 0.953 0.989 0.973 0.946 0.460 215 5 -
Variant 1 0.941 0.989 0.976 0.913 0.328 46 4 0.352
Variant 2 0.946 0.978 0.974 0.947 0.481 38 4 0.300
Variant 3 0.938 1.000 0.954 0.867 0.313 30 4 0.245
Variant 4 0.961 1.000 0.980 0.944 0.490 36 4 0.287
Variant 5 0.949 0.988 0.967 0.957 0.452 69 4 0.486

Figure 9.17: Results of Approach 1, merging separate discovered process models, on the
case study event logs.
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dren that are then blocked, similar to the running example results. The statis-
tics in Figure 9.17b and Figure 9.18b show that the replay fitness and precision
scores are relatively high. However, the generalization and similarity scores of
these process tree variants are very low. This is mainly caused by the unneces-
sarily large configurable process trees.

Approach 3, where the ETMc algorithm first discovers a common process
model that is not very precise, and then applies configuration options, results in
the process tree shown in Figure 9.19a. The resulting configurable process tree
is significantly smaller than the results of the other two approaches. In total
five configuration points are discovered to configure the process model for the
individual event logs. Except for variant 2, for which a large part of the process
tree is blocked, similarity scores are high.

Approach 4 results in the process tree shown in Figure 9.20a. In this ap-
proach the ETMc algorithm discovers the control flow and configuration points
at the same time. The statistics are shown in Figure 9.20b. With only one
configuration point, and better quality scores for all of the four quality dimen-
sions than the result of Approach 3, this process tree is even smaller and hence
simpler. The discovered configurable process tree scores significantly better on
precision and generalization. This is mainly due to the more restrictive opera-
tors and less activity duplication. The discovered process tree does show that
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(a) Configurable process model.

(b) Quality statistics of the configurable process model discovered using Approach 2 on
the case study.

Overall Fitness Precision Simplicity Generalization Size #C.P. Similarity

Combined 0.937 0.987 0.933 0.962 0.329 376 5 -
Variant 1 0.901 0.991 0.852 0.963 0.187 80 4 0.351
Variant 2 0.919 0.965 0.953 0.958 0.259 71 4 0.318
Variant 3 0.913 1.000 0.903 0.923 0.091 78 4 0.344
Variant 4 0.930 0.998 0.912 0.974 0.300 77 4 0.340
Variant 5 0.943 0.992 0.947 0.959 0.429 74 4 0.329

Figure 9.18: Results of Approach 2, merging the similar process models, on the case
study event logs.



250 Discovering Configurable Process Models

there are few differences between the five variants, since the process model can
explain all five variants with high quality and only one configuration point.

The Pareto front that is constructed by the ETMc algorithm is limited to con-
tain 200 configurable process trees. After 10,000 generations and normalization
44 process trees remain. Figure 9.21 shows the distribution of these 44 can-
didates over the different quality dimensions. Most configurable process trees
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(a) Configurable process tree.

(b) Quality statistics of the configurable process model discovered using Approach 3 on
the case study.

Overall Fitness Precision Simplicity Generalization Size #C.P. Similarity

Combined 0.918 0.961 0.920 0.972 0.539 34 5 -
Variant 1 0.881 0.948 0.842 1.000 0.290 34 4 0.941
Variant 2 0.950 0.948 0.979 1.000 0.768 12 3 0.478
Variant 3 0.831 0.927 0.729 1.000 0.210 34 3 0.956
Variant 4 0.927 0.984 0.917 0.941 0.394 34 3 0.956
Variant 5 0.920 0.957 0.909 0.971 0.551 34 3 0.956

Figure 9.19: Results of Approach 3, the two-phase mining approach, on the case study
event logs. The resulting configurable process tree is smaller than the re-
sults of Approaches 1 and 2.
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have only one configuration point set. The Pareto front projected on the quality
dimensions of replay fitness and precision is shown in Figure 9.22. This shows
that most configurable process trees are precise, but that high replay fitness is
hard to achieve. The configurable process tree with the best overall score for
replay fitness is shown in Figure 9.23. The resulting configurable process tree
has 95 nodes to precisely describe the observed behavior, as is shown by the
many → and ×-operators. Only one configuration point is set, for variant 5,
which removes an option in a choice. The resulting configurable process tree is
not very precise, which might be solved by adding more configuration points.
A smaller configurable process tree, that has a better trade-off between replay
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(a) Configurable process tree.

(b) Quality statistics of the configurable process model discovered using Approach 4 on
the case study.

Overall Fitness Precision Simplicity Generalization Size #C.P. Similarity

Combined 0.952 0.966 0.968 1.000 0.672 29 1 -
Variant 1 0.893 0.913 0.921 1.000 0.448 29 0 1.000
Variant 2 0.959 0.980 0.962 1.000 0.704 28 1 0.982
Variant 3 0.905 0.948 0.894 1.000 0.435 29 0 1.000
Variant 4 0.960 0.986 0.978 1.000 0.573 29 0 1.000
Variant 5 0.949 0.949 0.975 1.000 0.765 29 0 1.000

Figure 9.20: Results of Approach 4, the integrated mining approach, on the case study
event logs. The resulting configurable process tree is smaller than the result
of Approach 3 while scoring better on replay fitness, precision, generaliza-
tion and similarity.
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fitness and precision, is shown in Figure 9.24. Although it has a lower score
for replay fitness, it has a very high score for precision, while it is also a very
small model. This configurable process tree also contains just one configuration
point, this time for variant 3.

The application of the different approaches on the real-life event logs shows
similar results as on the running example. The first two approaches seem to
have difficulties in merging the process models based on the behavior of the
process model. The third approach has problems in finding a precise config-
urable process tree. The fourth approach was able to find a good quality config-
urable process tree. The Pareto front discovered by Approach 4 showed various
process trees with different trade-offs.
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Figure 9.21: Distribution of the 44 candidates in the Pareto front for the case study over
the quality dimensions.
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Figure 9.22: Visualization of the Pareto front of configurable process trees discovered by
the ETMc algorithm on the case study event logs.
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(a) Configurable process tree.

(b) Quality statistics of the configurable process model of (a).

Overall Fitness Precision Simplicity Generalization Size #C.P. Similarity

Combined 0.859 0.972 0.664 1.000 0.319 95 1 -
Variant 1 0.790 0.928 0.582 1.000 0.246 95 0 1.000
Variant 2 0.850 0.990 0.644 1.000 0.338 95 0 1.000
Variant 3 0.824 0.977 0.611 1.000 0.184 95 0 1.000
Variant 4 0.861 0.984 0.704 1.000 0.272 95 0 1.000
Variant 5 0.837 0.957 0.661 1.000 0.358 94 1 0.995

Figure 9.23: Configurable process tree found by Approach 4 for the case study event logs
that has the best overall replay fitness (0.972).
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(a) Configurable process tree.

(b) Quality statistics of the configurable process model of (a).

Overall Fitness Precision Simplicity Generalization Size #C.P. Similarity

Combined 0.937 0.914 0.987 0.997 0.836 18 1 -
Variant 1 0.872 0.831 0.959 1.000 0.714 18 0 1.000
Variant 2 0.934 0.909 0.992 1.000 0.830 18 0 1.000
Variant 3 0.852 0.843 0.914 0.889 0.600 18 1 0.972
Variant 4 0.960 0.951 0.993 1.000 0.837 18 0 1.000
Variant 5 0.933 0.906 0.987 1.000 0.870 18 0 1.000

Figure 9.24: Configurable process tree found by Approach 4 for the case study event logs
with best trade-off between replay fitness and precision.
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9.7 Related Work

Configurable process models can be constructed in different ways. They can
be designed from scratch, but if a collection of existing process models already
exists, a configurable process model can be derived by merging the different
variants. The original models used as input correspond to configurations of the
configurable process model.

Different approaches exist to merge a collection of existing process models
into a configurable process model. A collection of EPCs can be merged using the
technique presented in [91]. The resulting configurable EPC may allow for ad-
ditional behavior, not possible in the original EPCs. La Rosa et al. [118] describe
an alternative approach that allows merging process models into a configurable
process model, even if the input process models are in different formalisms. In
such merging approaches, some configurations may correspond to an unsound
process model. Li et al. [124–126] discuss an approach where an existing refer-
ence process model is improved by analyzing the different variants derived from
it. However, the result is not a configurable process model but an improved ref-
erence process model, i.e., variants are obtained by modifying the reference
model rather than by process configuration. The CoSeNet approach [161] has
been designed for merging a collection of block-structured process models. This
approach always results in sound and reversible configurable process models.
Since the CoSeNet approach works on a structure similar to process trees, this
approach is used as the process model merging algorithm in the experiments
discussed in this chapter.

Another way of obtaining a configurable process model is not by merging
process models but by applying process mining techniques on a collection of
event logs. This idea was first proposed in [92] where two different approaches
were discussed, but these were not supported by concrete discovery algorithms.
In this chapter we implemented both approaches as Approach 1 and Approach
3. Assy et al. [30] propose to mine configurable business process fragments.
Their approach is twofold: first sublogs are extracted around selected activities
from which configurable process fragments are discovered in a second phase.
All extracted sublogs for an activity are merged and fragments are discovered
on these merged sublogs. The discovered fragments are then merged into a
single configurable process model. Additionally, configuration guidelines are
deduced. Although extracting several sublogs reduces the complexity of the
individual problems to be solved, it also introduces new problems. For instance,
behavior is not replayed but (un)shared activities are detected. This approach
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does not work when the extracted sublogs around the selected activities are
too small or too varied, which is an issue in the case of choices, parallelism
or loop constructs consisting of many activities. Furthermore, it is unclear how
fragments should be merged when there is no overlap or when multiple merging
options exist.

9.8 Conclusion

In this chapter we presented four approaches to addressing Challenge 6 which
states that a family of processes should also be described. In this chapter we first
discussed several configurable process model notations that are able to repre-
sent a family of processes. We then extended the process tree notation to sup-
port configurations which reduce the allowed behavior of a process tree. Four
approaches were presented in this chapter in order to discover a configurable
process model from a collection of event logs. The fourth approach applies the
ETMc algorithm which adds configuration mutation and change operations to
the ETMd algorithm. All four approaches have been applied, and their results
have been compared, on both a running example and a real life data set. The re-
sults showed that merging process models produces larger, and therefore more
complex, process models. Discovering a configurable process model from the
event logs results in smaller process models with fewer configuration points. At
the same time, each of the individualized process trees score high on all four
quality dimensions.



Chapter 10

Inter-Organizational Process
Comparison

In this chapter we address Challenge 7: “Compare similar observed behavior”.
In Chapter 9 we discussed several ways in which a configurable process model
can be discovered from a collection of event logs. The discovered configurable
process model describes a family of processes, based on the individual event
logs. However, no insights into differences such as throughput time or a more
detailed comparison of the observed behavior are provided.

In this chapter we present a new analytical technique that allows for a dual

comparison. In the first place, it allows for a comparison between the intended
and the actual execution of a business process. Secondly, it supports the com-
parison of various parties (organizations) executing that same process. These

This chapter is based on the work presented in [47,54]

• J.C.A.M. Buijs, B.F. van Dongen, and W.M.P. van der Aalst. Towards cross-organizational pro-
cess mining in collections of process models and their executions. In F. Daniel, K. Barkaoui,
S. Dustdar, W.M.P. van der Aalst, J. Mylopoulos, M. Rosemann, M. Shaw, and C. Szyper-
ski, editors, Business Process Management Workshops (2), volume 100 of Lecture Notes in
Business Information Processing, pages 2–13. Springer Berlin Heidelberg, 2011. ISBN 978-3-
642-28115-0

• J.C.A.M. Buijs and H.A. Reijers. Comparing business process variants using models and event
logs. In I. Bider, K. Gaaloul, J. Krogstie, S. Nurcan, H.A. Proper, R. Schmidt, and P. Soffer,
editors, BMMDS/EMMSAD, volume 175 of Lecture Notes in Business Information Processing,
pages 154–168. Springer, 2014. ISBN 978-3-662-43744-5
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comparisons are visualized through a so-called alignment matrix. We also de-
scribe a comparison framework that shows the methodical application of this
aid.

We introduce a comparison table between modeled and observed behavior
and we extend it by explicitly incorporating the process model, i.e., the intended
behavior, into the comparison. By replaying the actual behavior on that initial
model, as witnessed through event logs, and showing where different organiza-
tions deviate, the process model can be used as a common means to compare
against. This cross-comparison can help organizations get a better understand-
ing of how a process is executed and act on that insight. Such actions may be
diverse: It may be decided to fix the common process if it allows for too much
deviation, but individual organizations may also want to imitate the practices
of another partner when these seem preferable.

The presented comparison framework is evaluated using a case study with
five of the municipalities participating in the CoSeLoG project (see Section 1.4).
These municipalities have decided to start working more closely together while
maintaining their legal autonomy. After having executed a commonly designed
process for a prolonged amount of time, they have an interest in the type of
comparison we sketched earlier: How is each organization carrying out this
process and how do they differ from each other in different respects?

The remainder of this chapter is organized as follows. First, a running exam-
ple is introduced in Section 10.1. Section 10.2 presents the comparison frame-
work used to compare behaviors of different processes and organizations. In
Section 10.3 the alignment matrix is presented that visualizes alignments of ob-
served behavior on process models. The overall comparison approach is applied
in a case study, which is described in Section 10.4. In Section 10.5 we reflect
on related work that also aims to analyze and compare processes. Section 10.6
summarizes our findings and conclusions.

10.1 Running Example

We use the running example of Section 1.2.2 to illustrate our approach. The
running example consists of four process model variants, shown in Figure 10.1,
and four corresponding event logs, as shown in Table 10.1. All four variants
describe the process for handling loan applications. Even though the processes
differ slightly, each process sends an e-mail (activity ❛) and in the end either
accepts (activity ❡) or rejects (activity ❢) the application, followed by sending
the decision via e-mail (activity ❣) for variant 1. The order in which the other
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activities can be executed differs as well. Moreover, each variant differs as to
which activities are included. For instance, either activity ❜ is part of the vari-
ant, or both activities ❜✶ and ❜✷, which are more fine-grained, are included.
The corresponding event logs describe possible executions of the corresponding
process model. Please note that in this example the traces align perfectly with
the corresponding process model. This is generally not the case for real-life pro-
cesses. However, we can always use alignments to squeeze observed behavior
into the process models.

10.2 Cross-Organizational Comparison Framework

In order to compare processes between organizations we propose a cross-organi-

zational comparison framework. The framework aims to facilitate a comparison
of business processes by using both the process models and the observed behav-
ior.

The general approach of the comparison framework is shown in Table 10.2.
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Figure 10.1: The process trees of the four variants of the running example (see Sec-
tion 1.2.2).
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Table 10.1: Four event logs for the four different variants of the loan application process
of Figure 10.1.

(a) Event log for
variant 1

Trace #

a b c d f g 38
a b d c f g 26
a b d c e g 12
a b c f g 8
a b c d e g 6
a d c b f g 4
a c d b f g 2
a c b e g 1
a d b c f g 1
a d b c e g 1
a c b f g 1

(b) Event log for variant 2

Trace #

a b1 b2 c d2 f 50
a b1 b2 c d2 e 20

(c) Event log for variant 3

Trace #

a c b e 120
a c b f 80

(d) Event log for variant 4

Trace #

a b1 d2 b2 c f 60
a b1 d b2 c e 45

Table 10.2: The comparison table of the comparison framework approach. Event logs L1

through Ln and process models M1 through Mm are used as input. Three
types of metric are shown: (event)log metrics, model metrics and compari-
son metrics.

M1 . . . Mm Log Stat

L1 compareMetric(L1,M1) . . . compareMetric(L1,Mm) logMetric(L1)
.
.
.

...
. . .

...
...

Ln compareMetric(Ln ,M1) . . . compareMetric(Ln ,Mm) logMetric(Ln)

Model Stat modelMetric(M1) . . . modelMetric(Mm)
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The main result of the comparison framework is a comparison table which com-
pares event logs and process models. The input of the comparison framework
is one or more event logs, which are displayed as rows in the comparison table
of Table 10.2. Additionally, one or more process models are used and displayed
as columns in the comparison table. An event log metric (‘logMetric’) can be
selected and the result is visualized for each individual event log in the com-
parison table. Similarly, a process model metric (‘modelMetric’) is displayed for
each individual process model in the comparison table. For each combination
of event log and process model a comparison metric (‘compareMetric’) is dis-
played. Note that the term metric is a bit stretched in this chapter in the sense
that a metric might produce a graphic such as a chart or a graph.

Within the framework several metrics exist for each of the three types. The
user can select which one to use for each type.

10.2.1 Process Model Metrics

Process model metrics are metrics calculated using only the process model. Many
metrics based on process models exist [130], for example metrics that measure
size, density, partitionability, connector interplay, cyclicity or concurrency. An-
other example is metrics that measure simplicity, as discussed in Section 5.3.

Currently the comparison framework provides two process model metrics:
process model size and a visualization of the process model. The main focus
of the comparison framework is the inclusion of the observed behavior in the
comparison. However, additional process model metrics can easily be added, as
is explained in Section 11.3.3.

10.2.2 Event Log Metrics

Event log metrics can range from simple metrics counting the number of traces
and events, to more general metrics related to different performance indicators.
Currently over ten event log metrics are included in the comparison framework,
which include number of traces, average trace duration, occurrence frequency
per activity and social network.

10.2.3 Comparison Metrics

The third category of metrics is comparison metrics. This relates to compar-
isons between an event log and a process model. The alignments discussed in



264 Inter-Organizational Process Comparison

Table 10.3: Application of the comparison framework on the running example, with the
event log metric set to number of traces, the process model metric to the
number of nodes in the model and the comparison metric to the replay fit-
ness.

Config 1 Config 2 Config 3 Config 4 Log Stat

Event Log 1 1.000 0.506 0.575 0.580 100
Event Log 2 0.525 1.000 0.553 0.833 70
Event Log 3 0.933 0.656 1.000 0.656 200
Event Log 4 0.579 0.833 0.553 1.000 105

Model Stat 12 9 7 11

Section 5.4.1 are an example of a comparison metric, as are the precision and
generalization metrics discussed in Chapter 5. The alignment matrix that we
present in Section 10.3 is currently the most advanced comparison metric.

10.2.4 Application on the Running Example

An application of the comparison framework on the running example is shown
in Table 10.3. The specific process model metric chosen here is the number
of nodes in the process model. The number of cases in the event log defines
the event log metric. Each comparison cell displays the replay fitness score
(see Section 5.4.1), calculated on the alignments. Higher values indicate better
alignments, which are emphasized by increasingly darker shades of green as
background color.

When comparing the size of the event logs, one can see that event log 3

has the most traces, and event log 2 contains the fewest traces. The process
model metric indicates that organization 3 with 7 nodes has the smallest process
model, while organizations 1 and 4 have the biggest process models, with 12 and
11 nodes respectively. When we investigate the replay fitness scores, we can see
that the diagonal has a perfect score of 1.000. This means that the process model
of each organization perfectly explains the observed behavior. Furthermore, the
process model of organization 1 describes the observed behavior of organization
3 quite well. However, the process model of organization 3 does not explain the
observed behavior of any of the other organizations very well. Organizations
2 and 4 have reasonable replay fitness scores on each other’s process models,
which might allow these organizations to start a collaboration.
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Trace a b c ≫ d e g
Model a ≫ c b ≫ e ≫

(a) Alignment between the trace 〈a,b,c,d ,e, g 〉 from event log variant 1 and the process
model of variant 3.

a b c d . . .

Alignment 1 (a,a) (b,≫) (≫,b) (c,c) (d,≫) . . .
...

...
...

...
...

. . .

Alignment 100 (a,a) (b,b) (c,c) . . .

(b) A concrete instance of the alignment matrix with alignment steps shown in the cells.

Figure 10.2: Alignments and the construction of the alignment matrix.

The simple replay fitness scores give some preliminary insights, but do not
provide a deep understanding of the level of similarity of behavior between
the different organizations. To provide more in-depth insights we propose the
alignment matrix visualization as a comparison metric.

10.3 Visualizing Alignments: the Alignment

Matrix

The purpose of the alignment matrix visualization is to visualize the alignments,
calculated using both the process model and the event log, in a concise but
clear way. However, we do not project alignments on either the event log or
the process model. Instead, we want to exploit the utilization of the available
space, whether this concerns a digital display or a physical canvas, to allow for
a wider exploration. Furthermore, we synchronize the settings of the different
alignment matrices to ensure all matrices are indeed comparable.

The input for the alignment matrix consists of the alignments for the traces
of the event log. Figure 10.2a shows such an alignment between a trace from the
event log and a completed trace of the process model. The alignment consists of
several alignment steps. Each alignment step contains information about which
trace and process model it relates to. It also contains a relation to an event in
that trace, to an activity in the process model, or both.

Within the alignment matrix, alignment steps are assigned to one or more
cells, which are distributed over columns and rows. An example is shown in
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Figure 10.2b. Here, the columns are defined to be the activities, while each row
is an alignment instance. In this way, each cell contains those alignment steps
that for a particular alignment are related to a certain activity.

Other settings for the column and row definitions are possible, for instance,
changing the rows to represent the different users in the process, and the columns
to represent a day or week each. This visualizes when certain users are active
and if they execute the activities according to the process model.

In the example of Figure 10.2b, most cells contain one alignment step. An
exception is the cell for trace 1 and activity ❜. Since the alignment contained
both a log move and a model move on this activity, this cell contains two align-
ment steps. Furthermore, since trace 100 (the last trace of event log variant 1
of Table 10.1) did not contain activity ❞ and the process model did not enforce
the execution of this activity, the corresponding cell is empty.

Since in general there can be many alignment steps in a cell, we do not
show these individual steps. Instead, we aggregate them and express them with
various colors:

• If the cell is empty, i.e. there are no alignment steps, we color the cell
white;

• In case the cell mainly contains log move steps, we color the cell black;

• If the cell mainly contains model move steps we color that cell gray;

• In case the cell mainly contains synchronous steps, we color the cell ac-
cording to a pre-defined color that is assigned to that activity (red, yellow,
green, blue, purple, etc.).

An application of the comparison framework using exactly the settings as
discussed is shown in Table 10.4. Here, the four event logs of Table 10.1 are
replayed on the four process models of Figure 10.1. Each of these replays is
visualized using an alignment matrix. The columns in each alignment matrix
represent the activities (❛ through ❣), while each row is a single alignment of a
trace.

Let us examine, for the example, the replay of event log 1 on process model
variant 3. It shows both black and gray cells, which indicate mismatches, log
move and model move steps respectively. It can be seen that activity ❛ can be
replayed correctly, as indicated by the red color. The gray column, however,
indicates that activity ❜ cannot be replayed correctly, except in the last couple
of traces as visualized by the orange color in that column.
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Table 10.4: Application of the alignment matrices on the running example. Each col-
umn of the comparison framework represents a process model variant from
Figure 10.1 and each row an event log from Table 10.1. Inside each cell
an alignment matrix is shown where the columns are activities, the rows
are traces and the color is determined by move type and activity. Event log
metrics and process model metrics are not shown here.

Variant 1 Variant 2 Variant 3 Variant 4

Event log 1

Event log 2

Event log 3

Event log 4

We can now also further investigate the previous observation that the pro-
cess model of organization 1 seems to match quite well with the observed behav-
ior of organization 3. The alignment matrix of this combination shows mainly
white and colored columns, but the last column for activity ❣ is completely gray.
This indicates that activity ❣ is always a move on model only. Therefore, if the
process model of organization 1 simply allows for the option to skip activity ❣,
the same process model can be used without any problems by organization 3. In
other words, these organizations basically work in the same way, which could
be exploited in various ways.
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10.4 Case Study

In order to validate our comparison framework we applied it to a building per-
mits process. Five municipalities from the CoSeLoG project are collaborating on
the building permits process and jointly selected and configured an information
system to support this process. However, the five municipalities use their own
instances of the system with slightly different settings for each. Moreover, the
system allows for some flexibility during the execution of the process. Because
of these reasons, several differences still exist in the way the municipalities ex-
ecute the process. The long-term goal of the municipalities is to centralize and
standardize the process to reduce costs, but this goal can only be attained by
making gradual steps. For this reason, it is crucial for the municipalities to un-
derstand individual differences between these processes and address them one
by one.

In this section we describe the set-up of the case study and how it was exe-
cuted. We also provide the insights that we extracted from it.

10.4.1 Setup

We planned a meeting in February 2014 and invited representatives of each
of the five involved municipalities. The meeting was set up to consist of two
parts. The aim of the first part was to present general information (number of
cases and average throughput time), together with dotted chart [165] and social
network [166] visualizations of cases from 2013, detailed along different case
types. No process models or activity details were given in that part. Roughly
one hour was devoted to this first part.

In the second part, planned to cover approximately another hour, we set out
to explain the global idea of the comparison table, i.e., comparing the behav-
ior of a municipality with the discovered model from the behavior of another
municipality. The idea for this part was to show the comparison table with the
replay fitness scores, as shown in Figure 10.3a. This was then followed by an
example of the alignment matrix (the matrix of event log 1 on variant 4 from
Table 10.4). During a small break of 5 minutes we laid out the 25 (5 by 5) print-
outs of the alignment matrices on a table. After the break the idea was to gather
everyone around the table and provide each participant with an individual color
marker. In this way, each participant could mark observations on the printouts.
During this part, participants were stimulated to make observations and initiate
discussion.
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We invited seven representatives for the meeting, of which six eventually
joined. The expertise from all participating municipalities was present except
for municipality 2, whose representative was unable to attend. Fortunately, the
representative of municipality 5 also had knowledge of the process in munici-
pality 2. Two representatives were present for municipalities 1 and 3. For each
of these two municipalities a coordinator of the process within their respective
municipality was present, and both also collaborated in the process. For munic-
ipality 4 a building permits expert working in the process was present. As such,
these three people had a very good understanding of the whole process. The
remaining three representatives were a coordinator of automation and internal
affairs (municipality 1), a specialist on internal control and electronic services
(municipality 3), and a policy officer for environmental law (municipality 5).
As such, these three people had a more high-level understanding of the whole
process, but also detailed knowledge of (parts of) the process.

The event logs used in the case study contain cases that were started at some
point in 2013 within any of the five municipalities. The logs cover between 150

and 300 cases for each of the municipalities. Both the event logs and the process
models contain the 47 most frequent activities across all municipalities. The
process models used were automatically discovered using the ETMd algorithm
based on the data of the event logs. The reason for this is that the municipalities
in question immediately configured the information system to their individual
preferences without the use of an explicit process model. While the logic of
a configuration setting in principle could be translated in a process model, we
opted for the use of the discovered model as a reasonable proxy for it.

10.4.2 Execution

First, before showing the alignment matrices to the representatives, we showed
the replay fitness table as shown in Figure 10.3a. We first explained that each
number roughly corresponded to the fraction of correctly explained events. The
participants quickly noticed that these ratios were not overly high, and in many
combinations even very low. They also noticed differences between municipal-
ities. After being asked if they could identify distinct clusters of municipalities
they replied they could recognize a group consisting of municipalities 1, 3 and
4 which is likely to display highly similar behavior.

Next a small break was introduced and the 25 alignment matrices were dis-
tributed on the table, where municipality 2 was moved between municipalities
4 and 5, so that 1, 3 and 4 (as a group of similar municipalities) were close
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(a) Comparison table shown with replay fitness scores (green) as comparison metric.

(b) Example of one of the 25 alignment matrices shown, more specifically of the
behavior of municipality 5 on the model of municipality 1.

Figure 10.3: Two of the analysis results shown to the case study participants.
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together. An example of one of the 25 alignment matrices is shown in Fig-
ure 10.3b.

After the break we gathered everyone around the laid-out alignment matri-
ces, as is shown in Figure 10.4a. One of the first things that was noticed on the
basis of the alignment matrices was that there was a considerable number of
black cells, which the participants understood to be ‘bad’. One of the represen-
tatives of municipality 3 contributed that he noticed that each municipality had
significantly fewer black cells on their own matrix, which can be expected.

Another observation made was that one municipality had a lot of white cells
in the alignment matrix. From this, the participants concluded that the specific
case types dealt with by this municipality could be different than those of the
others, since they show different activities in their behavior.

Based on the alignment matrix of municipality 4 on its own model three
observations were made, as is shown in Figure 10.4b. The first observation,
denoted by the bigger blue circle on the left, is that first of all there is not much
black (‘zwart’ in Dutch) visible in this matrix. A second observation, made by
two of the participants, was that in two of the columns there was a mix of color
and black. They correctly concluded that this was caused by correctly executing
this activity some of the time, and deviating from the process model at other
times.

The third observation made on this matrix, as indicated by the blue circle
in the bottom-right, is that the last activity shows a lot of gray for the last few
traces. A brief remark by us that the cases were sorted from old in the top rows
to the new in the bottom rows, quickly resulted in the correct conclusion that
these cases did not reach that particular activity in the process just yet. Quickly
after this, the participants observed that some of the newer cases actually were
further along in the process. They expected a diagonal line from bottom left to
upper right. They also noticed that this was not the case for all municipalities.

All-in-all, 22 observations were counted. Each of these triggered a discussion
and an exploration of explanations for it between the participants. In the end,
one participant remarked that he would like to rearrange the alignment matri-
ces and only show the matrices of the replay on the municipality’s own process
models. In this set-up, another 11 observations were made.

We then gently ended the discussion and asked the participants if they
thought this approach was easy to understand and use. Although we noticed
that the participants seemed somewhat overwhelmed during the introduction
of the rather colorful pictures in the beginning, they did not mention this dur-
ing the evaluation. All people involved noted that detecting the gray and black,
and also white, worked well. Furthermore, the colors helped participants with
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(a) Photo of the set-up and the participants. Participants faces are obscured except
for the third person from the left which is the author of this thesis.

(b) The alignment matrix of municipality 4 on its own model, shown with annota-
tions.

Figure 10.4: A photo and an annotated alignment matrix with some observations made
during the case study.
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relating parts of the process across alignment matrices. A further remark that
was made was that the colors made it easy to distinguish between irregular
behavior and more structured executions of the process, which was considered
highly useful.

From a content perspective, the participants expressed satisfaction with what
they could observe using the alignment matrices. From the various insights that
were obtained by observing the alignment matrices of each other’s processes,
we provide two striking examples. The first of these relates to the observation
that one municipality actually did not execute certain steps, while their products
still adhered to the regulations. All people involved mentioned that it would be
valuable to investigate whether this way of working could be adopted by all mu-
nicipalities. Secondly, the participants could recognize the effect of a change of
personnel within a particular municipality. They expressed that it would be in-
teresting to keep following the execution of the process to see if the behaviorial
differences caused by this would stabilize over time.

Improvement suggestions with respect to the comparison approach were
also made. One suggestion was to add more visual anchors, which could help
to better determine the location in the alignment matrices, i.e., to remember
which column represented which part of the process, and for the rows in which
month the case arrived. Also, the participants would prefer additional features
for increased interactivity with the data. They were particularly interested in
selecting specific case types to see how these compared across municipalities.
Another interactive feature they proposed was selecting only certain employees,
since they had the intuition that certain employees performed well (or badly),
in particular municipalities.

10.4.3 Results

The goal of our visualization is to provide insights into the commonalities and
differences in behavior between organizations. After a brief explanation of the
alignment matrix, we let all participants observe and discuss based on align-
ment matrix printouts. We noticed that some picked up how to read the figures
quicker than others, but after a few minutes almost all participants joined in the
discussion. All but one of them regularly made observations, supported observa-
tions from others or came up with possible explanations for observations. More-
over, actual input from the organizers to clarify certain things was required only
very infrequently after the initial explanation of the alignment matrix. Over-
all, we counted over 30 observations in about half an hour of discussion, which
underscores how helpful the approach is in comparing the involved processes.
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One of the main comments we noted was that the participants would favor
more interaction opportunities with the visualization. By hovering over a cell
they would like to see more details of that cell, such as the activity, resource
and case involved. They also showed real interest in the ability to filter on case
types and resources, in order to validate certain assumptions they may have.

However, the main thing we noticed was that the alignment matrices, and
the comparison of process executions in general, triggered a lot of discussions
between the participants. Participants often asked each other questions of the
type “But how do you do this?”, or “Why are you faster?”, or “Does this role per-
form this type of activity?”. We see these as proof that the comparison approach
triggers a meaningful discussion based on actual analysis results.

10.5 Related Work

For a considerable time now, organizations seek to learn from others how to
adapt their own processes to improve competitiveness [153]. Process bench-
marking, however, is primarily a manual process, requiring the involvement of
experts to collect and interpret process-related data [168]. The main problem
that has been recognized is that processes across different organizations are of-
ten modeled with different levels of granularity and for different purposes. This
makes their comparison hard. Previous research in the area of process bench-
marking [82,106,168] has mainly focused on semantic approaches to overcome
these types of barriers.

In the context of our work, the processes that are to be compared can be
considered variants of each other [127]. This means that the processes are dif-
ferent, but share essential characteristics through their conformance to a shared
set of constraints [128] or their derivation from a common template [99]. Be-
cause of this starting point, their semantical matching is not really an issue. Yet,
the emphasis of existing work on model variants is on the management, spec-
ification, and comparison of models, i.e., the design-time perspective of these
processes. Our approach widens this scope by incorporating the actual behav-
ior of these variants, i.e., the run-time perspective. In other words, we extend
process model variant management with analytical approaches that allow for
comparing the supposed/intended behavior of processes with their actual exe-
cution.

Two categories of approaches with respect to comparing the supposed or
intended behavior with the actual behavior of a process can be identified. The
first of these encompasses approaches that pursue delta analysis between a pre-
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defined process model on the one hand and the discovered model derived from
event logs on the other [78, 109]. Here generic approaches also play a role
that relates to process model matching, see [178]. The second category aims to
project the actual behavior of a process onto the predefined process model, as
in [111]. The aim is then to show how individual instances relate to pre-defined
process model parts. Our research is most related to the latter category. In con-
trast to existing work, however, it specifically builds on the notion of process
alignments (see Section 5.4.1). Another innovative angle in this context is our
interest in the comparison of multiple, related processes.

Since our work strongly emphasizes the visualization of the analysis results,
it also relates to other approaches that help make better sense of process models.
These approaches cover the usability aspects of the employed notation [136],
ways to emphasize the logical relations between model elements [151], and
bringing in new perspectives [38], to name a few.

In summary, our work is at the intersection of the streams of analytical and
visualization research to support process benchmarking across process variants.
We extend existing work by taking both the supposed behavior and the actual
behavior of the process variants into account.

10.6 Conclusion

In this chapter we presented the comparison framework that allows for a com-
parison of event logs and process models. The comparison framework shows
metrics that give insights into the individual event logs, process models, and
the combinations of these. This provides insights into (dis)similarities between
organizations beyond the control flow perspective. Additionally we presented
the alignment matrix comparison metric that aims to provide a quick compari-
son between the different event logs and process models. By synchronizing the
settings between the alignment matrices, easy comparison is aided. Further-
more, both the comparison framework and the alignment metric are flexible
and can be extended easily to incorporate new metrics. The applicability of
the alignment matrix, as part of the encompassing comparison framework, was
demonstrated using a case study.





Chapter 11

Implementation

The ETM framework and the ETMd, ETMr and ETMc algorithms are all imple-
mented in the open-source framework for process mining ProM [174,176]. All
algorithms are implemented in the Evolutionary Tree Miner package, which is
distributed with ProM version 6.4 and later1,2. In this chapter we discuss the im-
plementation aspect of the ETM framework in more detail. Section 11.1 shows
how an experiment from this thesis can be performed via the graphical user in-
terface of ProM, via code and via command line calls. The ETM framework can
easily be extended by adding new quality dimensions, quality metrics, change
operations, and much more, as is discussed in Section 11.2. In Section 11.3 we
discuss the implementation of the comparison framework presented in Chap-
ter 10. Section 11.4 concludes this chapter.

11.1 Walk through of the ETMd Algorithm

In this section we demonstrate different uses of the ETM framework, and the
ETMd algorithm in particular. We do this by replicating the experiment per-
formed in Section 7.1.3 where a Pareto front is discovered on the running ex-
ample with exceptional behavior. This experiment is first replicated via the

1A preliminary implementation is included in ProM 6.3 as a ‘runner up’-package but significant
improvements have been made since.

2Please note that this chapter was written before the official release of ProM 6.4, therefore the
plug-ins and code described in this chapter can differ slightly from the released version of the ETM
package. Up-to-date and extensive documentation will be provided upon release.
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ProM graphical user interface (GUI) as is explained in detail in Section 11.1.1.
In Section 11.1.2 we replicate this experiment via Java code calls. We then show
how the experiment can be performed via command line interface (CLI) calls,
which is discussed in more detail in Section 11.1.3.

11.1.1 Usage via the GUI

With ProM started and the event log of the running example with exceptional
behavior loaded, we can search for all plug-ins containing ‘ETM’. The result of
this search is shown in Figure 11.1. A total of nine plug-ins have been found. Six
of these can be run on an event log without additional input. The three plug-ins
marked with yellow require additional input. Currently the ‘Mine Pareto front
with ETMd in Live mode’ is selected, which produces a ‘Running ETMd Live
Pareto Instance’, as is shown on the right-hand side of Figure 11.1.

The following nine ETM plug-ins are available:

1. Mine a Process Tree with ETMd

(input: event log; output: process tree)

2. Mine a Process Tree with ETMr

(input: event log, process tree(s); output: (repaired) process tree)

3. Mine Configured Process Tree with ETMc

(input: event logs; output: configured process tree)

4. Mine Pareto front with ETMc

(input: event logs; output: Pareto front of configured process trees)

5. Mine Pareto front with ETMc in Live mode
(input: event logs; output: live view of the ETMc algorithm constructing a

Pareto front of configured process trees)

6. Mine Pareto front with ETMd

(input: event log; output: Pareto front of process trees)

7. Mine Pareto front with ETMd in Live mode
(input: event log; output: live view of the ETMd algorithm constructing a

Pareto front or process trees)

8. Mine Pareto front with ETMr

(input: event log, process tree(s); output: Pareto front of (repaired) process

trees)
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9. Mine Pareto front with ETMr in Live mode
(input: event log, process tree(s); output: live view of the ETMr algorithm

constructing a Pareto front of (repaired) process trees)

Each of the three ETM algorithms (ETMd, ETMr and ETMc) is available in
three versions. The basic version produces a process tree and provides high-level
progress information such as the current generation and the overall quality of
the best process tree. The Pareto version produces a Pareto front of process
trees while high-level progress information is provided. The live Pareto version
shows a live view of the Pareto front while the ETM algorithm continues to run
in the background and adds process trees to it.

We would like to repeat the discovery of a Pareto front of process trees us-

Figure 11.1: Plug-ins provided by the ETM package in ProM.
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ing the ETMd algorithm. Plug-ins 6 and 7 both produce a Pareto front using
the ETMd algorithm. We select plugin 7 (‘Mine Pareto front with ETMd in Live
mode’) since this provides detailed insights into the progress of the ETMd al-
gorithm. All of the plug-ins present the same set of setting screens, which are
shown in Figure 11.2. These setting screens help the user configure the required
settings to run the selected ETM algorithm. All plug-ins utilize the same wizards
with slight modifications depending on the algorithm type and version.

The first wizard screen, shown in Figure 11.2a, allows the user to define
the population size and elite count. When the user hovers his mouse over the
labels, an explanation is shown of the meaning of each setting together with
value recommendations. The event classifier can be used to indicate how ac-
tivities are defined. Note that this allows all ETM algorithms to also discover
a social network when an activity is defined as the resource that executed an
event. Finally, the message interval determines the interval at which progress is
communicated.

In the quality calculation settings wizard, shown in Figure 11.2b, the user
can specify which metrics should be used during evaluation. Note that different
metrics may exist for a given quality dimension. The drop-down box at the top
right allows the user to set the number of CPU cores to utilize during the evalu-
ation. In case of a Pareto front discovery, the Pareto front can be pruned by pro-
viding upper and lower limits for each of the quality metrics. Candidates with
a value outside of these bounds are not included in the Pareto front. However,
since the quality of candidates in early generations might not be good enough,
the second parameter allows the user to set the generation at which these lim-
its are actually applied. The third line in the wizard allows the user to add
all currently known quality metrics by selecting the metric from the drop-down
box and then pressing the ‘+’-button. These quality metrics could be defined
outside the ETM package, as is explained in Section 11.2.1. For each quality
metric several parameters can be defined. For the replay fitness quality metric
for instance the lower fitness limit can be provided. If, during calculation, it
becomes clear that a process tree will have a quality value below this threshold,
the calculation is aborted. Additionally, the second parameter allows the user
to set how long the calculation per trace is allowed to take. Since both are set
to −1 here these are not applied. Next the ‘ignore models with values below’
parameter is the limit applied on the Pareto front, as is explained by the blue
explanation box shown. In case an algorithm is not run in Pareto front mode
weights can be provided for each quality metric. These weights are used to
calculate a weighted average over all quality metrics in order to obtain a single
quality value per process tree.
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The termination settings screen, shown in Figure 11.2c allows the user to
specify several conditions which cause the ETM algorithms to terminate execu-
tion as soon as at least one of these conditions is met. Again, negative values
indicate that the condition is disabled.

The last settings screen allows the user to specify the likelihood of different
mutation operators being applied. Here again weights are used that indicate
the relative chance of a mutation operator being applied. The blue box explains
the last mutation operator which removes useless nodes.

The moment the user presses the ‘Finish’-button in the wizard the ETMd

algorithm is started and a Pareto front visualization is displayed, as shown in
Figure 11.3. On the right-hand side of this visualization different navigators are
presented that allow the user to inspect the Pareto front and the process trees
contained in it. On the left-hand side of this view the currently selected process

(a) General settings. (b) Quality evaluation settings.

(c) Termination settings. (d) Change operator settings.

Figure 11.2: ETM parameter wizard screens.
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tree is shown, in this case visualized as a BPMN model.
The currently selected process tree can be pushed to the ProM workspace

using the ‘Push Process Tree to ProM Workspace’-button. This provides the
process tree as an object in the ProM workspace so that it can be used for further
analysis. In a similar way the currently discovered Pareto front can be made
available in the ProM workspace. Next to these buttons the current size of the
Pareto front is shown.

The ETM framework can be stopped by pressing the ‘Cancel’-button at the
top. A forced update of the GUI of the current Pareto front can also be triggered,
since updates can be delayed (currently the graphical user interface is set to
update at most every 10 seconds). Next to these two buttons the currently
visualized generation is shown.

At the right-hand side of the GUI different visualizations and Pareto front
navigators are shown. Currently the ‘2 Dimensional Scatter Plot’-visualization is
shown which projects the candidates of the Pareto front onto a two-dimensional
scatter plot. The x-axis is currently set to show the replay-fitness quality metric,
and the y-axis shows the precision (escaping edges) quality metric. The drop-

Figure 11.3: Result of the ‘Mine Pareto front with ETMd in Live mode’-plugin. The cur-
rent process tree is shown on the left as a BPMN model. The 2d scatter plot
Pareto front navigator is shown on the right.
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down boxes below the plot allow the user to freely change the quality metric
shown on each of the axes. Each dot in this scatter plot is a process tree currently
in the Pareto front. The chart is currently zoomed to show all candidates, and
the user is free to zoom in and out. The process trees that together form a sub-
front on the two selected dimensions are connected with a solid line. By clicking
on the graph the process tree located closest to that location is selected and
shown on the left. The currently selected process tree is indicated by the two
crossing blue lines. This candidate is not on the sub-front of replay fitness and
precision. In this example the currently selected process tree is also visualized
as a square in the dot plot, instead of a dot. This indicates that this process tree
should actually be removed from the Pareto front. This can happen if better
process trees were found after the user selected this process tree. As soon as
another process tree is selected using any of the visualizations, this process tree
is removed from the Pareto front.

Several Pareto front visualizations and navigators are currently provided,
and more can easily be implemented for (live) Pareto front visualizations. Fig-
ure 11.4 shows a selection of the other Pareto front visualizations that are cur-
rently provided.

Figure 11.4a shows the ‘dimension navigators’ for each of the quality metrics
considered. Using the corresponding buttons, each dimension navigator allows
the user to navigate to the worst candidate (‘<<’), one candidate worse than
the current process tree (‘<’), one candidate better than the current process tree
(‘>’), and to the best candidate (‘>>’) for that quality metric. Below the buttons
the values for the worst, one candidate worse, current, one candidate better and
best candidate are shown. For the quality dimension of precision these values
are 0.458 (worst), 0.875 (one worse), 0.876 (current), 0.876 (one better) and
1.000 (best). In the third row the number of candidates worse or better than the
currently selected candidate are shown. For example, for precision there are 24

worse and 18 better candidates than the currently selected one.
Another visualization, which is also used in this thesis, is a histogram view,

as shown in Figure 11.4b. This graph shows the distribution of the candidates
in the Pareto front over the values of a quality metric. One histogram is shown
for each of the quality metrics. The histogram of Figure 11.4b for instance
shows the distribution of the candidates over the replay fitness quality dimen-
sion. Most candidates have a value between 0.95 and 1.0, while some have
values as low as 0.4.

Since the Pareto front is still evolving in the live view, information over the
generations can also be shown. The graph of Figure 11.4c for instance shows
the number of candidates in the Pareto front for each of the generations. From
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this graph it can clearly be observed that the size increases quickly in early
generations and is sometimes reduced in later generations. The time required
per generation can also be visualized, as is shown in Figure 11.4d. This graph

(a) Dimension navigators, one for each
quality dimension.

(b) Quality dimension histogram.

(c) Graph showing the Pareto front size
over the generations.

(d) Graph showing time per generation.

Figure 11.4: Different visualizations and navigators for the live Pareto front visualiza-
tion.
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shows that the time on average is stable, but that the first generation took more
time.

As soon as one of the termination conditions is triggered, the ETMd algo-
rithm will stop updating the Pareto front. The visualization continues to allow
the user to further investigate the Pareto front, for instance by saving it to file,
or by extracting process trees from it for further analysis.

11.1.2 Usage via code

The ETM framework can also be run via (Java) code. The minimal code re-
quired to perform the experiment of Section 7.1.3 is shown in Listing 11.1. The
code first instantiates an event log. In this case we use a function to create the
running example event log, but using the OpenXES library [176] event logs can
also be loaded from file. Next the required parameters are initialized for the
experiment. These include for instance the population size, chance of crossover
and random mutation, as well as the maximum number of generations to run.
Next an ❊❚▼P❛r❛♠P❛r❡t♦ parameter object is instantiated using the event log
and parameters. The parameter object contains all information and settings re-
quired by the ETMd algorithm to run. Most parameters have default settings,
such as the selection mechanism, change operations and quality metrics used.
Currently these are set to default values which can be used in most situations.
The ❊❚▼P❛r❛♠❋❛❝t♦r② class also contains other methods that allow for more
detailed instantiation of the parameter object. Furthermore, after instantiation
of the parameter object all parameters can be inspected and changed, if desired.

With the parameter object correctly instantiated the ETM algorithm can be
instantiated and run, in this case to discover a Pareto front. When the ETM
algorithm is finished, the Pareto front can be obtained and processed further.
In this example we first output the size of the discovered Pareto front and then
save the Pareto front to file for further analysis.

11.1.3 Usage via Command Line Interface

A third option to run the ETM algorithms is by calling them via a command line
interface (CLI). The main purpose of the command line interface is to allow ETM
algorithms to be run on remote computers. It does not provide the usability and
extensibility features offered via the graphical user interface or code interaction.

Calling ETM algorithms via the command line can be done by first calling
the java application and providing it with the ETM code in the form of a JAR
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Listing 11.1: Minimal example to the run ETMd algorithm from code.

1 ✴✯✯
✯ ▼✐♥✐♠❛❧ ❝♦❞❡ t♦ r✉♥ t❤❡ ❊❚▼❞ t♦ ❞✐s❝♦✈❡r ❛ P❛r❡t♦ ❢r♦♥t
✯
✯ ❅♣❛r❛♠ ❛r❣s
✯✴

6 pub l i c s t a t i c void ♠❛✐♥✭❙tr✐♥❣ ❬❪ ❛r❣s✮ throws ■❖❊①❝❡♣t✐♦♥ ④
✴✴❲❡ ✐♥st❛♥t✐❛t❡ ♦♥❡ ♦❢ ♦✉r ❞❡❢❛✉❧t ❡✈❡♥t ❧♦❣s ✱ ❛♥ ❡①t❡r♥❛❧ ❡✈❡♥t ❧♦❣

❝❛♥ ❛❧s♦ ❜❡ ❧♦❛❞❡❞✳
❳▲♦❣ ❡✈❡♥t❧♦❣ ❂ ❙t❛♥❞❛r❞▲♦❣s✳❝r❡❛t❡❉❡❢❛✉❧t▲♦❣❲✐t❤◆♦✐s❡✭✮❀

✴✴ ■♥✐t✐❛❧✐③❡ ❛❧❧ ♣❛r❛♠❡t❡rs✿
11 i n t ♣♦♣❙✐③❡ ❂ ✶✵✵❀ ✴✴ ♣♦♣✉❧❛t✐♦♥ s✐③❡

i n t ❡❧✐t❡❙✐③❡ ❂ ✷✵❀ ✴✴♥r ♦❢ tr❡❡s ✐♥ t❤❡ ❡❧✐t❡
i n t ♥r❘❛♥❞♦♠❚r❡❡s ❂ ✷❀ ✴✴♥r ♦❢ r❛♥❞♦♠ tr❡❡s t♦ ❝r❡❛t❡ ❡❛❝❤ ❣❡♥❡r❛t✐♦♥
double ❝r♦ss❖✈❡r❈❤❛♥❝❡ ❂ ✵✳✶❀ ✴✴ ❝❤❛♥❝❡ ♦❢ ❛♣♣❧②✐♥❣ ❝r♦ss♦✈❡r
double ❝❤❛♥❝❡❖❢❘❛♥❞♦♠▼✉t❛t✐♦♥ ❂ ✵✳✺❀ ✴✴ ❝❤❛♥❝❡ ♦❢ ❛♣♣❧②✐♥❣ ❛ r❛♥❞♦♠

♠✉t❛t✐♦♥ ♦♣❡r❛t♦r
16 boolean ♣r❡✈❡♥t❉✉♣❧✐❝❛t❡s ❂ t rue ❀ ✴✴ ♣r❡✈❡♥t ❞✉♣❧✐❝❛t❡ ♣r♦❝❡ss tr❡❡s

✇✐t❤✐♥ ❛ ♣♦♣✉❧❛t✐♦♥ ✭❛❢t❡r ❝❤❛♥❣❡ ♦♣❡r❛t✐♦♥s ❛r❡ ❛♣♣❧✐❡❞✮
i n t ♠❛①●❡♥ ❂ ✶✵✵✵✵❀ ✴✴ ♠❛①✐♠✉♠ ♥✉♠❜❡r ♦❢ ❣❡♥❡r❛t✐♦♥ t♦ r✉♥
double t❛r❣❡t❋✐t♥❡ss ❂ ✶❀ ✴✴ t❛r❣❡t ❢✐t♥❡ss t♦ st♦♣ ❛t ✇❤❡♥ r❡❛❝❤❡❞
double ❢r❲❡✐❣❤t ❂ ✶✵❀ ✴✴ ✇❡✐❣❤t ❢♦r r❡♣❧❛② ❢✐t♥❡ss
double ♠❛①❋ ❂ ✵✳✻❀ ✴✴st♦♣ ❛❧✐❣♥♠❡♥t ❝❛❧❝✉❧❛t✐♦♥ ❢♦r tr❡❡s ✇✐t❤ ❛ ✈❛❧✉❡

❜❡❧♦✇ ✵✳✻ ❢♦r r❡♣❧❛② ❢✐t♥❡ss
21 double ♠❛①❋❚✐♠❡ ❂ ✶✵❀ ✴✴ ❛❧❧♦✇ ❛ ♠❛①✐♠✉♠ ♦❢ ✶✵ s❡❝♦♥❞s ♣❡r tr❛❝❡

❛❧✐❣♥♠❡♥t
double ♣❡❲❡✐❣❤t ❂ ✺❀ ✴✴ ✇❡✐❣❤t ❢♦r ♣r❡❝✐s✐♦♥
double ❣❡❲❡✐❣❤t ❂ ✵✳✶❀ ✴✴ ✇❡✐❣❤t ❢♦r ❣❡♥❡r❛❧✐③❛t✐♦♥
double s✉❲❡✐❣❤t ❂ ✶❀ ✴✴ ✇❡✐❣❤t ❢♦r s✐♠♣❧✐❝✐t②
✴✴t❤❡ ❢✐rst ♥✉❧❧ ♣❛r❛♠❡t❡r ✐s ❛ Pr♦▼ ❝♦♥t❡①t ✱ ✇❤✐❝❤ ❞♦❡s ♥♦t ♥❡❡❞ t♦

❜❡ ♣r♦✈✐❞❡❞
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file. This is followed by the command line parameters which are parsed by the
ETM algorithm. The call used to run the experiment of Section 7.1.3 via the
command line interface is shown in Listing 11.2.

In this command, first Java is started and instructed to read a JAR file. Ad-
ditionally the library path is set since the ETM requires an additional library3.
Next the ETMCLI.jar is passed and parameter options are set. The first option
is always the ‘mode’ in which the ETM algorithm should run, in this case Pareto
mode. Other modes include ‘NORMAL’ (i.e., ETMd), and several specific modes
for the four variants for discovering a configurable process tree as discussed in
Chapter 8. The second option is always the output log directory, in which the
intermediate and end results are written. The ❧♦❣ parameter indicates which
event log should be loaded. Next the weights for the four quality metrics are
provided. The ♠❛①●❡♥ parameter indicates the maximum number of genera-
tions to run. Population and elite size are set next. The time limit (in seconds)
for a single trace alignment by the replay fitness metric is set to 10 seconds. The
random mutation ratio is set to 0.50. The ❧♦❣♠♦❞✉❧♦ parameter indicates after
how many generations a log file should be created. Since we set this parameter
to 10, every 10 generations the current Pareto front is written to a file for anal-
ysis purposes. Additionally, a single statistics file is maintained with details of
each generation.

All experiments performed in this thesis are executed via the command
line interface. This allowed us to utilize a cluster of servers perform the ex-
periments. The interested reader is referred to the ❙❙❍❊①♣❡r✐♠❡♥ts class in
the ♦r❣✳♣r♦❝❡ss♠✐♥✐♥❣✳♣❧✉❣✐♥s✳❡t♠✳❡①♣❡r✐♠❡♥ts Java package in the ETM
source code4. This class automatically starts specified batches of experiments
on a given set of servers. It also logs the console output to local files and starts
new experiments when a server has finished its current experiment. In case an

3The LPSolve library is required, files for several operating systems can be found in the ‘locallib’
folder of the ETM source code.

4The initial version of the ❙❙❍❊①♣❡r✐♠❡♥ts class was implemented by Boudewijn van Dongen.

Listing 11.2: CLI call to start the experiment from Section 7.1.3.

❥❛✈❛ ✲❥❛r ✲❉✧❥❛✈❛✳❧✐❜r❛r②✳♣❛t❤ ❂✳✴❧✐❜✴✧ ❊❚▼❈▲■✳❥❛r P❆❘❊❚❖ ✱ ✴❧♦❣❉✐r✴✱ ❧♦❣
❂✴✵✵✵ ❘✉♥❊① ✲❉❡❢❛✉❧t ✲◆♦✐s❡✳①❡③ ✱ ❋r❂✶✵✱ P❡❂✺✱ ❙♠❂✶✱ ●✈❂✳✶✱ ♠❛①●❡♥
❂✶✵✵✵✵ ✱ ♣♦♣❙✐③❡ ❂✶✵✵✱ ❡❧✐t❡❙✐③❡ ❂✷✵✱ ❧✐♠✐t❋❚✐♠❡ ❂✶✵✱ r❛♥❞♦♠▼✉t❘❛t✐♦
❂✵✳✺✵✱ ❧♦❣▼♦❞✉❧♦ ❂✶✵

✌✆
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experiment failed, it is restarted. When all experiments for a particular experi-
ment batch are completed, the log files of the servers are compressed and down-
loaded to the local log directory. If a next batch of experiments exists this batch
is then started. The ♦r❣✳♣r♦❝❡ss♠✐♥✐♥❣✳♣❧✉❣✐♥s✳❡t♠✳❡①♣❡r✐♠❡♥ts✳t❤❡s✐s

Java package in the ETM source code contains all experiment settings used in
this thesis in the ❚❤❡s✐s❊①♣❡r✐♠❡♥t❙❡tt✐♥❣s class. Some of the experiment re-
sults can be processed by using functions in the ❚❤❡s✐s❊①♣❡r✐♠❡♥tPr♦❝❡ss♦r

class. Note that this last class contains experimental code and may not function
‘out of the box’.

11.2 Extending the ETMd Algorithm

The ETM framework can easily be extended by adding more quality metrics,
change operators and Pareto front visualizations. In this section we discuss in
more detail how each of these can be included in the ETM algorithms.

The ETMd algorithm can be further extended by using new termination con-
ditions, selection mechanisms, observer and logging classes and even with new
engines and process tree extensions. The ETM package uses the Watchmaker
framework [73] for evolutionary computing as the underlying framework, but
extends (and modifies) it in many areas. The specific extensions can be included
by following the guidelines for the Watchmaker framework [73].

11.2.1 Adding Quality Metrics

The main focus of the ETM framework is the incorporation of different quality
metrics during process discovery. Therefore, it is very easy to implement new
quality metrics and use them in the ETM framework. A quality metric should
extend the abstract quality metric Java class ❚r❡❡❋✐t♥❡ss❆❜str❛❝t. This comes
with the obligation to implement the ❣❡t❋✐t♥❡ss function which, given a pro-
cess tree and the current population, returns a numeric value. Additionally, a
new quality metric can implement a graphical user interface that is able to con-
figure that quality metric. This graphical user interface is shown in the ProM
wizard for the user to configure the quality metric.

Any new quality metric should also provide a ❚r❡❡❋✐t♥❡ss■♥❢♦ object which
contains information such as a two-character code, name and description of the
metric. It also contains the quality dimension the metric is related to, which is
one the four common quality dimensions (replay fitness, precision, generaliza-
tion and simplicity), a meta quality dimension that combines several other met-



11.2 Extending the ETMd Algorithm 289

rics, or ‘other’ to indicate that it measures another quality dimension. This in-
formation object also contains other quality metrics the current metric depends
on. For instance, the metric that calculates precision by using escaping edges,
as used in this thesis, depends on the replay fitness quality metric. Therefore,
the replay fitness metric should be evaluated first, before the precision metric
can be evaluated. Finally, the information object indicates whether bigger or
smaller values are better according to this metric.

When the ETM plug-ins are run from within the ProM framework, all quality
metrics are listed in the dropdown box shown at the top of Figure 11.2b. Via the
ProM framework all known classes extending the ❚r❡❡❋✐t♥❡ss❆❜str❛❝t class
are listed in this dropdown box. This means that authors can implement quality
metrics in their own packages and the ETM framework is able to find them and
present them to the user via the graphical user interface.

If the ETM is run via code, then the new quality metric can easily be added in
the parameter object to use. Currently it is not possible to use arbitrary quality
metrics via the command line interface without modifying the ETM source code.

11.2.2 Change Operations and Process Tree Creation

The performance of the ETM algorithms can be improved by including smarter
operations to create and change process trees. New process tree creation mech-
anisms should extend the ❚r❡❡❋❛❝t♦r②❆❜str❛❝t class and implement a func-
tion that, given an event log, produces a process tree. In a similar way, classes
providing new mutation operators should extend the ❚r❡❡▼✉t❛t✐♦♥❆❜str❛❝t

class and return a new process tree from a given process tree. New crossover
operations should extend the ❆❜str❛❝t❈r♦ss♦✈❡r❁◆❆r②❚r❡❡❃ class and should
provide a function that, given two process trees, returns two modified process
trees. These operations have access to the event log, quality scores of the pro-
cess tree(s) and the alignment of the process tree(s) with the event log.

New creation and change operations are currently not automatically de-
tected in the graphical user interface or the command line interface. There-
fore, these can currently only be used by adding them to the parameter object
via code or by modifying the code for the graphical user interface and com-
mand line. We plan to implement automatic detection of these operators for
the graphical user interface, as exists for the quality metrics, before the official
release of the code.
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11.2.3 Pareto Front Visualizers

For the visualization of the Pareto front many visualizers and navigators are
possible. Currently several interactive visualizers are implemented which are
shown in Figure 11.4. New visualizers can be added to the Pareto front visual-
ization as long as these new classes extend ❆❜str❛❝tP❛r❡t♦❋r♦♥t◆❛✈✐❣❛t♦r.

This visualization is notified when the currently selected process tree is up-
dated. The visualizer itself has access to the Pareto front and its visualization
and can therefore also update the selected process tree. This keeps all visualiz-
ers synchronized.

11.3 Implementation of the Comparison Framework

The comparison framework has been implemented as a plug-in in the ProM
framework [176] in the ❈♦♠♣❛r✐s♦♥❋r❛♠❡✇♦r❦ package. This package is avail-
able as of ProM 6.4 and is currently included in the ProM nightly build5. The
comparison framework package provides several plug-in variants that take one
or more event logs, and one or more process trees.

The comparison framework visualization that is shown when the plug-in is
started is shown in Figure 11.5. It consists of two main areas: the comparison
table on the left and the settings on the right. In the figure the event logs
and models from the case study of Section 10.4 are loaded. The event log
metric selected is the average trace duration in days. The current process model
metric simply displays the number of nodes in the process tree. Replay fitness
is currently selected as the comparison metric, and replicates Figure 10.3a.

11.3.1 Metric Settings

The settings panel of the comparison framework consists of several sections,
which are shown in Figure 11.6. The top panel, shown in Figure 11.6a, allows
the user to select which event logs and process models to show in the compari-
son table. By default event logs are rows and process models are columns, but
this can be swapped by selecting the ‘transpose table’-checkbox.

Next the event log, process model and comparison metric can be selected
in their respective panels. Each metric produces an object of a certain type
(or more specifically, a certain Java class). These objects are stored in a cache
so time consuming calculations only need to be performed the first time the

5ProM 6 nightly can be obtained from ❤tt♣✿✴✴✇✇✇✳♣r♦♠t♦♦❧s✳♦r❣✴♣r♦♠✻✴♥✐❣❤t❧②✴.

http://www.promtools.org/prom6/nightly/
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metric is selected. In essence, we follow a model-view-controller approach [87]
where metrics are the controllers that create objects. Since each object type can
have multiple visualizers, the visualizers provide different views of the created
object. Numbers for instance can be visualized by just showing the number, but
also by coloring the cell background using different color scales, as is shown in
Figure 11.5.

We shall not go into the details of the settings for all metrics and visualizers,
but we choose to highlight some. Consider for instance the event log metric
‘average trace duration’, for which the settings panel is shown in Figure 11.6b.
The time unit or time abstraction can be selected from nanoseconds, seconds,
days, weeks, months and years. Furthermore, the activities can be selected
between which the duration should be calculated. In case no activity is selected,
the first or last activity in the trace is used to determine the start or end time
of the trace respectively. This metric results in a statistics object, which can

Figure 11.5: Main user interface of the comparison framework.
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(a) Main settings panel that allows the
user to select which models and
event logs to show and to transpose
the matrix.

(b) Settings panel to select the event log
statistic. Currently the settings for
the average trace duration statistic
are shown.

(c) Settings panel to select the process
tree statistic. Currently the process
tree size statistic is shown with the
color scale visualizer chosen and set
to the purple color scale.

(d) Additional feature to export the cur-
rent comparison framework view to
a LATEX file and separate image files.

Figure 11.6: Overview of the main, event log and model statistic settings panel as well
as the LATEX export settings panel.
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currently only be visualized by displaying the mean as a number with a colored
background.

The settings panel for the process tree metric is shown in Figure 11.6c.
In this case the metric only shows the size and has no additional parameters.
Again, the number can be visualized using a color scale which can be selected.

In order to make the presentation of the comparison framework in case
studies, papers and PhD theses easier, export functionality to LATEX is also im-
plemented, as is shown in Figure 11.6d. The output folder can be specified for
the LATEX file that represents the currently visualized comparison table. Each cell
of the LATEX table consists of text or includes a graphic that is also exported. Both
the LATEX file and the graphics have a file name that is prefixed with the ‘code’
field, which is also used to label the table. Finally, the caption of the table can
already be filled in in the ‘description’ field.

11.3.2 Alignment Matrix Settings

We explain the settings of the alignment matrix, which is discussed in Sec-
tion 10.3, as a comparison metric. The alignment matrix again consists of
columns, rows and cells that can be colored. In order to reproduce the align-
ment matrices used in Chapter 10, we require the following settings, which are
also shown in Figure 11.7. The columns are set to represent the values of an
event classifier (see [176]), as is shown in Figure 11.7a. The event classifier in
turn is set to the activity name, but resources can also be specified. Now, each
column represents an activity and the columns are sorted alphabetically. Fig-
ure 11.7b shows the other representation options for columns and rows. These
can be set to represent traces, time periods or the position in the trace or align-
ment. The rows, as shown in Figure 11.7c, are currently set to represent traces,
sorted chronologically on the first event (i.e., oldest traces first). The color of
each cell is set to represent the activity or move type, as shown in Figure 11.7d.
This means that a cell is white (no move), gray (model moves), black (log
moves) or ‘colored’ where each activity is assigned a unique color. In case the
‘Color move type?’-checkbox is not checked, all cells are colored according to
the activity of the model move or log move, i.e., there are no black or gray cells.
The many setting combinations allow the alignment matrix to visualize many
different comparisons between an event log and a process model.
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11.3.3 Extending the Comparison Framework

The comparison framework is set up in a flexible way so new metrics and visu-
alizers can easily be added. Other packages can provide new event log metrics,
process tree metrics, comparison metrics or visualizations of objects. These are
automatically included in the user interface of the comparison framework.

Metrics need to extend the corresponding abstract metric class. The extend-
ing classes should provide the class of their return type (e.g. number, alignment
matrix or a Java graphical element). Additionally they should implement a
function that provides an instance of this class, based on the provided event log
and/or process tree.

Visualizers should indicate which Java class they are able to visualize. In
case a subclass is produced, visualizers of superclasses are also included and

(a) Column settings set to event
classier, here the event name,
sorted alphabetically.

(b) The other possible column (and
row) settings.

(c) Row settings set to individual traces
sorted by occurrence of first event.

(d) Cell settings set to event name by
color, with special colors for the
non-synchronous move types.

Figure 11.7: Overview of the alignment matrix comparison statistic, and its settings for
the column, row and cell representation.
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can be called. Additionally, visualizers can implement a specific function that
can decide on a concrete object instance whether they can visualize the instance.
Visualizers should of course produce a Java graphical element (more concretely
a ❏❈♦♠♣♦♥❡♥t or subclasses thereof) when objects of the declared type are pro-
vided.

Both metrics and visualizers can provide a settings panel for the user to
configure the calculation and visualization.

11.4 Conclusion

In this chapter we discussed how the ETM framework and the ETM algorithms
can be used. We have shown how one of the experiments performed in this
thesis can be reproduced using three approaches. The graphical user interface
of ProM provides the most user friendly interaction. Java code calls allow for
the most flexibility and parameter tuning. The command line interface is of use
when many experiments are to be performed automatically, but this approach
provides less parameter options.

Additionally, in this chapter we have discussed several ways in which new
elements, such as quality metrics or change operators, can be added to the ETM
framework for use by all ETM algorithms.

In this chapter we have also discussed the implementation and use of the
comparison framework as presented in Chapter 10. The currently implemented
statistics were discussed, with emphasis on the alignment matrix. Additionally
it was discussed how new metrics and visualizations can be added to the com-
parison framework.





Chapter 12

Conclusion

In this chapter we summarize our main findings. In Section 12.1 we highlight
the contributions and results of this thesis. Section 12.2 lists some of the current
challenges and open issues that remain. Finally, in Section 12.3 we present an
outlook for further research and some general issues that should be addressed
in the general area of process mining.

12.1 Contributions of this Thesis

In the introduction of this thesis we presented seven challenges related to pro-
cess discovery, process model repair and the analysis of process families. These
seven challenges are:

1. Produce correct process models;

2. Separate visualization and the representational bias;

3. Balance the quality of discovered process models;

4. Improve understandability for non-experts;

5. Use existing knowledge in process discovery;

6. Describe a family of processes;

7. Compare similar observed behavior.
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In Chapter 3 we addressed Challenges 1 and 2. We first discussed several
requirements for process modeling notations. One of the main requirements
is that a process model should be sound, i.e., error free, which is presented
as Challenge 1. Common process modeling notations were then discussed and
evaluated using the requirements identified. This showed that none of the ex-
isting process modeling notations can guarantee soundness without imposing
severe restrictions. Therefore, we presented process trees as a new process mod-
eling notation. Process trees are inherently sound because of their block struc-
ture. Additionally, we have shown that process trees can easily be translated
to sound and well-structured process models in several different notations. As
a result, the process tree notation also addresses Challenge 2 since it can be
visualized using most of the common process modeling notations. We also dis-
cussed when and, if possible, how existing process models can be translated to
process trees.

The Evolutionary Tree Miner (ETM) framework was presented in Chapter 4.
This framework allows for flexible process discovery using evolutionary algo-
rithms and is required to address the other challenges. After an introduction
of the ETM framework several application scenarios were discussed where a
flexible process discovery framework was required. The requirements for the
different phases of the ETM framework were also discussed in detail. The main
aspect to consider during implementation of the ETM framework is the balance
between exploring all possibilities in the search space and quickly converging
to optimal solutions. We also presented several common approaches from the
field of evolutionary computing for the different phases of the ETM framework.

The relationships between observed behavior as recorded in the event log,
the behavior of process models and the behavior of an unknown system were
discussed in detail in Chapter 5. This is necessary to address Challenges 3 and
4, since balancing quality and improving understandability of process models
heavily rely on a good understanding of the quality of a process model. The
four well-known quality dimensions of replay fitness, precision, generalization
and simplicity were considered in this discussion. Furthermore, for each of these
four quality dimensions a metric was proposed. These are used to evaluate the
quality in that dimension for a given process tree and event log. Several other
metrics in each dimension were discussed and additionally we showed that all
four quality dimensions should be considered in order to obtain meaningful and
useful process models.

The first flexible evolutionary algorithm based on the ETM framework, the
ETMd algorithm for process discovery, was presented in Chapter 6. The ETMd

algorithm addresses Challenge 3 by considering all four quality dimensions dur-
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ing discovery. The implementation of all aspects of the ETM framework was
discussed. These implementation efforts first resulted in the ETMd algorithm
for process discovery. The ETMd algorithm is a flexible process discovery algo-
rithm that is able to balance the quality dimensions discussed in Chapter 3. In
Chapter 6 the ETMd algorithm was applied to an event log to show the discov-
ered process trees. The discovered process trees were also compared with the
results of existing process discovery techniques.

The applicability of the ETMd algorithm was further demonstrated in Chap-
ter 7 where more extensive experiments were performed. The ETMd algorithm
was applied to several artificial and real life datasets. We showed that the result-
ing process models are of equal or better quality than those created by existing
process discovery algorithms. We also demonstrated, by presenting the discov-
ered Pareto front of process trees, that there is no single process model that de-
scribes the observed behavior the best. Different aspects of the behavior of the
ETMd algorithm were discussed such as the long-term behavior and the effects
of random versus guided change operations. Since evolutionary algorithms are
applicable to a wide range of problems, they are in general slower than prob-
lem tailored methods. Therefore, we investigated the performance of the ETMd

algorithm in detail and concluded that the performance mainly depends on the
calculation of the alignments.

In Chapter 8 we presented the ETMr algorithm which considers a norma-
tive process model during discovery, thus addressing Challenge 5. We showed
that the only change required to transform the ETMd algorithm into the ETMr

algorithm is the addition of similarity as a fifth quality dimension. By applying
the ETMr algorithm on both a running and real life event log we demonstrated
that the resulting process models indeed provide a good balance between the
provided normative model(s) and the observed behavior.

In Chapter 9 we presented the ETMc algorithm which is able to discover
a configurable process model, describing a collection of event logs, which ad-
dresses Challenge 6. After discussing configurable process models in general
we discussed how the process tree notation was extended to capture configu-
rations. We then introduced a way to change configurations in a configurable
process tree and how to measure the configuration quality of a configurable
process tree. We compared the ETMc algorithm with three other approaches for
the discovery of a configurable process model proposed in literature. However,
the ETMc algorithm has a clear advantage over these other approaches, for in-
stance because it can construct a Pareto front of configurable process trees. We
demonstrated this by comparing all four approaches on both a running example
and real event logs.
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Chapter 10 presented a comparison framework to compare inter-organizational
processes, thus addressing Challenge 7. Within this framework we support the
visualization of alignments between observed and modeled behavior without
showing the process model. We have evaluated the framework, and mainly the
alignment visualization, in a case study with partners from the CoSeLoG project.

The implementation of the ETM framework and the ETM algorithms pre-
sented in this thesis were discussed in more detail in Chapter 11. The ETM
framework is implemented in the ETM package in the ProM framework and is
included as of ProM 6.4. We demonstrated how one of the experiments per-
formed in this thesis can be replicated via the graphical user interface of ProM,
via Java code calls and via a command line interface. We also discussed how
new elements, such as quality metrics and change operations, can easily be
added to the ETM framework. The ProM framework and the ETM package can
be obtained from ✇✇✇✳♣r♦❝❡ss♠✐♥✐♥❣✳♦r❣.

12.2 Current Challenges and Open Issues

In this section we discuss some of the limitations of the techniques presented
in this thesis. We also present improvements that can still be made and discuss
opportunities that we see based on extensions of the techniques presented.

12.2.1 Limitations

The work presented in this thesis provides a comprehensive approach to pro-
cess mining and answers novel questions. However, the current approach and
implementation also suffers from some limitations. Most notable improvement
opportunities are:

Performance Improvement of Alignment Calculations. The performance of
the ETM framework is currently mostly limited by the alignment calcu-
lations. Great effort has already been put into optimizing the alignment
calculations for process trees. Also, for the ETM framework, in some cases
estimations might be sufficient. Furthermore, given a process tree, its
alignment and the change applied on this process tree, the new alignment
could be deduced instead of calculated from the beginning.

Smarter Guided Mutation. In order to improve the performance of the ETM
framework and the quality of the produced process models, more guided

www.processmining.org
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mutations should be implemented. If higher quality process models are
created quicker, less alignments need to be calculated, so the performance
of the ETM improves significantly. Additionally, smarter selection of which
guided mutation to apply on a particular process tree results in better
performance of the ETM algorithms and better quality of the discovered
process trees. For instance, using the current quality of a process model,
the guided mutation can be selected that is likely to improve a particular
quality aspect of the process model the most.
Furthermore, guided mutations should not be restricted to control flow
only, since guided repair and configuration mutations can also be created.
In [141] a guided configuration mutation is discussed. This makes the
search more effective by considering the alignments of each of the given
event logs on the process model, in order to detect a suitable configura-
tion.

Better Precision Metric. Currently the best metric for precision is the approach
of [138] which uses the ‘escaping’ (i.e., not-used) edges in the state space
that is created during the alignment calculations. When operator nodes
are added that have only one child, the ratio of escaping edges is reduced,
and thus precision is improved. These operator nodes are useless accord-
ing to the definition of Section 5.3.1. The generalization metric proposed
in this thesis already ignores useless nodes, and precision should do the
same. Another issue related to the current precision metric is that the frac-
tion of escaping edges is an estimation of the non-observed but modeled
behavior, since the modeled behavior might be infinite. A single escap-
ing edge, which is not investigated further, might therefore hide a lot of
behavior that is currently not considered. This is reflected by the mild
punishment for loops in process trees. A loop with children ❛, ❜ and ❝ and
an event log consisting only of the trace 〈a,c〉 currently has a calculated
precision of 0.667. This score does not express the imprecision of the loop
operator well given the observed behavior.

12.2.2 Improvements

The work in this thesis can be further improved and extended by applying the
following ideas:

Further Theoretical Discussion. In this thesis we discussed the relationships
between the event log, process model and system. This theoretical dis-
cussion can be further investigated to thoroughly understand the quality
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dimensions and their interactions. For instance, currently it is unclear
how noise and completeness can be measured. The main cause for this is
that they reason about the behavior of the unknown system. Furthermore,
there is no common understanding and agreement on the exact meaning
and interpretation of generalization, noise and completeness. Some argue
that noise should be removed from the event log before discovery is ap-
plied, while we and others see noise as infrequent or exceptional behavior
that cannot be detected before process discovery is started.

New Generalization Metrics. In this thesis we proposed a generalization met-
ric that follows our understanding of the generalization quality dimension.
Few generalization metrics have been proposed in literature. We do not
claim that our proposal is the definite and only metric to express this qual-
ity dimension. Although it seems to work well in the context of the ETM
framework and ETM algorithms, other metrics might better capture the
philosophy of the dimension. At the same time the generalization quality
dimension is hard to measure since it reasons about an unknown process.
However, by further reasoning about the quality dimensions, and the in-
terplay between the process model, event log and the real process, new
ideas for generalization metrics might be obtained.

Visualization of Quality Metrics on Process Trees. Currently the quality of a
process tree is indicated by a numeric value for each of the quality dimen-
sions. However, more detailed information is available. Alignments for
instance can be projected onto process trees and process models in gen-
eral [21]. However, precision, generalization and simplicity should also
be projected onto the process tree. Furthermore, information such as visit
frequencies and time-related information should also be visualized on a
process tree to give insights into the quality of the process tree. A first
approach has recently been presented in [184] but we foresee more ways
of visualizing these properties.

Extend Expressiveness of Process Trees. Although process trees are able to
express the five basic control-flow constructs (sequence, exclusive choice,
parallelism, non-exclusive choice and loops), additional operators could
be added. For instance, a ‘long-term dependency’(LTD)-operator would
be able to synchronize choices made in one part of the process with the
choice to be made in another part. An example is shown in Figure 12.1.
An LTD-operator would take three children, of which the first and the last
are ×-operators with the same number of children. The choice made at the
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first ×-operator is synchronized with the last ×-operator, which activates
the subtree at the same index. For the example of Figure 12.1, subtree ❳

is executed if subtree ❆ was executed before, and subtree ❨ is executed if
subtree ❇ was executed before. Note that long-term dependencies could
also be encoded when data is included in the process discovery phase.
Other operators that could be added to process trees are the milestone
construct [17], cancelation regions [17] and interleaved routing [17].

12.2.3 Opportunities

The work presented in this thesis provides many opportunities for future work,
some of which are discussed here.

Testing new Quality Metrics using the ETM Framework. One of the research
purposes of the ETM framework is to investigate the quality dimensions
and proposed quality metrics. New quality metrics can easily be added,
and their effects on the resulting process models can be investigated. The
ETM framework applies evolutionary techniques to optimize each of the
quality dimensions provided. By inspecting whether the resulting process
models correspond with the intention of the quality metric, these metrics
can be improved. For instance, during early experiments using the ETMd

algorithm we found process trees that scored very well on generalization,
but did not correspond to our notion of a generalizing process tree. This
was mainly caused by the ETMd algorithm adding many nodes to the pro-
cess tree that were frequently visited but did not change the behavior. By
ignoring these useless nodes in the generalization calculation the resulting
process trees improved.

LTD

×

YX

×

BA

Figure 12.1: Example of a ‘long-term dependency’ (LTD) operator, which synchronizes
the choices of the two ×-operators.
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Structured Approach to Flexible Process Discovery. The ETM framework pro-
vides a framework for flexible process discovery. However, since the ETM
framework applies evolutionary techniques, the approach is not struc-
tured. A more structured and constructive approach is necessary to be
able to apply flexible process discovery on larger event logs within a rea-
sonable execution time. The ETM framework allows for the addition of
new tree creation, crossover and (guided) mutation change operations.
By investigating which change operators work well together, a more struc-
tured and constructive approach can be discovered. This can eventually
result in a structured approach that does not depend on the ETM frame-
work any more. It is however a challenge to combine this with flexible
discovery.

Use Available Information During Discovery. The event log contains more in-
formation than only the order in which activities are executed. Each event
for instance contains information about the lifecycle state of the activity,
i.e., if the activity was started, completed, canceled, paused, resumed, and
so on. Using this information during mutation and evaluation can help in
creating better process trees. It is for instance known that an activity (usu-
ally) can only be completed once it has started. This restricts the possible
combinations of the activities in the process tree. Other knowledge such
as activity duration, resource allocation, and recorded data values can also
be used. All this information can help in deducing relationships between
activities and thus help in providing better guided mutations.

Make ETM Algorithm Execution Interactive. During the execution of the ETM
algorithms more interaction with the user can help focus efforts of the
ETM algorithms. This can increase the quality of the discovered process
trees or Pareto front by incorporating the user’s requirements. The user
can for instance indicate the area in the Pareto front they are interested in
so the ETM algorithm can focus its efforts creating better and more pro-
cess trees in that area. The user could also introduce additional quality
dimensions, or remove existing quality dimensions that do not contribute
to good quality process trees, at run-time.

Extended Usage of Process Trees. Process trees provide a unique structure to
process models that can be used for other purposes than process discovery.
For instance, calculation of alignments for the replay fitness dimension is
more efficient on process trees than on Petri nets because of the structure
of process trees. The process tree structure can however be used for more
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analysis and visualization techniques. A process tree can for instance give
insights into the hierarchical grouping of activities. This can help in clus-
tering activities in order to ensure that all activities are on the same level
of abstraction. Another use case would be to support business process
modeling by using a process tree. The user could directly model a pro-
cess tree, or model in their preferred process modeling notation while a
process tree is constructed in the background. This results in sound and
structured process models.

Integration of the Comparison Framework into the Dashboard of the Cloud IS.
Within the CoSeLoG project we envision a cloud-based information sys-
tem [162] that supports the execution of similar processes across organi-
zations (see Section 1.4). The techniques presented in this thesis, but es-
pecially the discovery of a configurable process model presented in Chap-
ter 9 and the comparison framework presented in Chapter 10, can be in-
tegrated into the dashboard of this cloud system. The configurable proces
model discovery can be integrated into the dashboard to provide up-to-
date insights into suitable configurations based on the observed behavior.
Incorporating the comparison framework into the dashboard enables a
live and interactive comparison between the recorded behavior and pro-
cess models of the different organizations. By investigating the process
configurations of other organizations, and comparing these with the pro-
cess execution characteristics such as costs and processing time, organi-
zations can quickly learn and improve. Furthermore, new collaborations
can be triggered on a daily basis.

12.3 Outlook on Process Mining

When we look beyond the scope of the work presented in this thesis, we observe
that process mining consists of several areas, of which process discovery is often
seen as the most important. In the other areas analysis techniques such as
alignments between process models and event logs, visual analytics of event
logs, and online process mining exist. In general these techniques are mature
and robust enough to be applied on real life cases. However, process discovery
is not that mature and robust yet. This can be explained by the observation
that process discovery is much more difficult to grasp than visualizing observed
events or predicting a next event. In this section we propose several aspects that
should be addressed to improve the quality of process discovery algorithms, and
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process mining research in general.

12.3.1 Closer Collaboration between Academia, Tool Vendors,
Consultants and Clients

There are several parties involved in developing and applying process mining
techniques. Researchers in academia provide solutions to selected problems re-
lated to process mining. Some of these solutions are picked-up by tool vendors
which incorporate similar solutions in their commercial (process mining) anal-
ysis tools. The tools, or sometimes even the academic solutions themselves, are
used by consultants to answer questions they are asked to solve for their clients.

For all parties involved it is crucial that each party communicates with the
other parties. In order to be able to answer questions that are asked by clients,
consultants need appropriate tools. In essence, most of these tools can only
be provided by the tool vendors if they have been researched and developed
by researchers in academia. However, although researchers are very capable
of finding new challenges to solve, they should be aware of the most pressing
questions in industry.

Therefore, there should be feedback loops in order for current issues of
clients to be collected by consultants and tool vendors so they reach researchers
in academia. Of course, the results of researchers should be evaluated on client
data, possibly via tool vendors and consultants, to validate the proposed solu-
tions. In the end the researched solutions can be picked up by tool vendors, and
used by consultants. However, researchers should not ignore the fact that con-
sultants might use their solutions directly, and the solutions should be suitable
for such usage.

12.3.2 Address Hindering Side Issues

There are several ‘side issues’ that are hindering the development and adoption
of process mining as a whole. These issues involve privacy, transparency, lack
of a clear approach or set of tools, and immature process discovery algorithms.

Within the CoSeLoG project we experienced a fruitful collaboration between
the clients (the municipalities) and the involved tool vendors. Using the con-
crete questions but more importantly the concrete data of the municipalities, we
found interesting questions to address and we were able to test our proposed
solutions. It is however crucial that clients are willing to share their data with
researchers in academia. Many colleague researchers have difficulties obtaining
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data because of lack of trust or privacy concerns from the clients. Research from
a more privacy and security oriented perspective is necessary to address these
concerns, probably as part of the whole ‘big data’ discussion. Only if privacy
and related issues are addressed, closer collaborations between academia and
clients become possible. Ideally there should be a standard agreement on how
data is obtained, processed, stored and shared, as well as on how results are
presented in publications.

12.3.3 Improve the Applicability of Solutions on Real Data

One of the main results from the proposed increased collaboration is the appli-
cability of solutions proposed by academia on real data. Currently most pro-
posed techniques and solutions are mainly validated on artificial data, some-
times with an evaluation on a specific real life data set included. The problem
this causes is demonstrated by the low quality of the results of existing process
discovery algorithms on the real life data used in this thesis (see Section 7.3).
Although all process mining solutions should be applicable to real data, for pro-
cess discovery algorithms this is crucial.

In the early days of process discovery simple techniques, such as the α-
algorithm, were proposed. These algorithms were developed to discover pro-
cess models while making strong assumptions about the process and event data.
Furthermore, the whole problem of process discovery required further investi-
gation and understanding which these simple algorithms helped achieve. How-
ever, currently many process discovery techniques exist and our understanding
of the process discovery challenge has improved. Most of the current process
discovery techniques have trouble addressing all challenges discussed in this
thesis: producing correct results, providing insights into what makes a process
model good, and providing alternative solutions. The ETM framework and ETM
algorithms are not the definitive answer to these challenges. The ETM frame-
work is a first implementation of what will hopefully become a new generation
of process discovery algorithms that will actually produce useful results.

Developing good process discovery algorithms is also crucial for process min-
ing as a whole. The discovered process models enable further analysis via
a large collection of techniques. However, the quality of the process model,
amongst several other characteristics, has a big influence on the quality (and
therefore usefulness) of the subsequent analysis results.
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12.3.4 Improve the Usability of Techniques

Many interesting process mining techniques and approaches have been pro-
posed by researchers all over the world. Usability of most of these process
mining techniques however remains an issue. Most techniques present the user
with many parameters. Although these settings are often very clear and under-
standable for the author(s), other researchers have little knowledge of the inner
workings of these proposed techniques. Therefore, if techniques are to be used
by other researchers, or even by consultants in industry, there should at the
very least be a simple set of parameters to specify. Explanations should be pro-
vided of the purpose and recommended values of these parameters, preferably
in both the graphical user interface and code documentation. If the parame-
ters are unclear, and researchers obtain bad results in experiments caused by
incorrect parameter settings, adoption of a new technique will be hindered.

12.3.5 Create Incentives for Researchers to Publish and Doc-
ument their Solutions

Although proposed techniques and solutions should be user-friendly, documen-
tation is always necessary. But more crucially, before new techniques can be
used and extended, they have to be made public. Currently however there is
little incentive for researchers to publish their solutions and provide good qual-
ity documentation. Especially new researchers and consultants, who often have
great interest in process mining, have little idea where to start. Providing a
simple explanation of the basic usage of the different plug-ins which are for
instance available in the ProM framework would help all users select the cor-
rect techniques for their tasks. This also will inspire them to contribute new
ideas and techniques. One approach would be to make a specific code version,
including documentation, into a publication that can be cited, and thus would
contribute to an author‘s h-index. However, currently code and documentation
are not regarded as quality publications so researchers have no reason to put
effort into these.
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Relaxed soundness, 37
Replay fitness, 5, 98, 102, 103, 108

alignment, see Alignment
artificial negative events, 112
streams, 113
token-based, 112

Representational bias, 11
Robust Tree Edit Distance algorithm,

see RTED algorithm
RTED algorithm, 207
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Summary

Flexible Evolutionary Algorithms for Mining
Structured Process Models

The goal of process mining is to automatically produce process models that
accurately describe processes by considering only an organization’s records of
its operational processes. Such records are typically captured in the form of
event logs, consisting of cases and events related to these cases. Using these
event logs process models can be discovered. Over the last decade, many such
process discovery techniques have been developed, producing process models
in various forms, such as Petri nets, BPMN-models, EPCs, YAWL-models etc.
Furthermore, many authors have compared these techniques by focusing on the
properties of the models produced, while at the same time the applicability of
various techniques have been compared in case-studies. In this thesis we present
a new process discovery algorithm: the Evolutionary Tree Miner, or ETM for
short. The Evolutionary Tree Miner however has some unique characteristics
and features, that are not found in existing process discovery algorithms.

The main property of the Evolutionary Tree Miner is that it always produces
a sound (i.e., syntactically correct) process model. Although this is a prerequi-
site for the process model to be used for further analysis, very few of the existing
process discovery algorithms can guarantee this.

Another main feature of the Evolutionary Tree Miner is that it is a flexible
algorithm. The four well known quality dimensions in process discovery (replay
fitness, precision, generalization and simplicity) are explicitly incorporated in
the Evolutionary Tree Miner. Additional quality metrics can be easily added to
the Evolutionary Tree Miner. The Evolutionary Tree Miner is able to balance the
different provided quality metrics and is able to produce process models that
have a specific balance of these quality dimensions, as specified by the user.
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The third main feature of the Evolutionary Tree Miner is that it is easily
extensible. In this thesis we discuss several scenarios where the Evolutionary
Tree Miner can be applied. We discuss the following extensions and applications
in more detail in this thesis:

1. The discovery of a collection of process models, each having a unique and
superior set of characteristics for the provided quality dimensions (more
concretely: the process models are Pareto optimal).

2. Discovery of a process model given a (collection of) normative process
models. This allows for the repair of a process model, using the observed
behavior.

3. Discovery of a configurable process model that describes multiple event
logs, for instance from different organizations, using only one process
model and a configuration of the model for each event log.

4. A comparison framework is discussed that allows for the comparison of
executions of similar processes. This framework is able to replay the be-
havior of one organization on the (configurable) process model of another,
to provide insights into differences and commonalities between the pro-
cess execution of the different organizations.

The Evolutionary Tree Miner is implemented as a plug-in for the process
mining toolkit ProM. Furthermore, the usage of the different plug-ins created
in this thesis is discussed. Additionally, it is shown how the Evolutionary Tree
Miner can be extended to include custom quality dimensions.

The Evolutionary Tree Miner, and all of its extensions, are evaluated using
both artificial and real-life data sets.



Samenvatting

Flexible Evolutionary Algorithms for Mining
Structured Process Models

Het doel van process mining is het automatisch ontdekken van procesmo-
dellen die accuraat processen beschrijven door alleen gebruik te maken van de
data van de al uitgevoerde processen. Deze data worden meestal opgeslagen
in gebeurtenissenlogboeken, die zaken en gebeurtenissen gerelateerd aan deze
zaken opslaan. Op basis van deze gebeurtenissenlogboeken kunnen procesmo-
dellen worden ontdekt. In het laatste decennium zijn veel van deze technie-
ken ontwikkeld die procesmodellen in verschillende vormen produceren zoals
Petri nets, BPMN-modellen, EPCs, YAWL-modellen. Veel auteurs hebben deze
technieken bovendien vergeleken door te focussen op de eigenschappen van de
geproduceerde modellen, terwijl tegelijk de toepasbaarheid van deze technie-
ken is vergeleken in verschillende case studies. In dit proefschrift presenteren
we een nieuw algoritme: de Evolutionary Tree Miner (Evolutionaire Boom Ont-
dekker), of ETM in het kort. Het ETM heeft enkele unieke karakteristieken en
mogelijkheden die niet voorkomen in bestaande proces ontdek technieken.

De belangrijkste eigenschap van het ETM is dat het altijd (syntactisch) cor-
recte procesmodellen ontdekt. Ondanks dat dit een vereiste is om het pro-
cesmodel te kunnen gebruiken voor verdere analyse, garanderen zeer weinig
technieken dit.

Een andere belangrijke eigenschap van het ETM is dat het een flexibel al-
goritme is. De vier bekende kwaliteitsdimensies in het ontdekken van proces-
modellen (naspeelbaarheid, precisie, generalizatie en eenvoud) zijn expliciet
ingebouwd in het ETM. Aanvullende kwaliteitsdimensies kunnen gemakkelijk
worden toegevoegd aan het ETM. Het ETM kan de verschillende kwaliteitsdi-
mensies balanceren en kan procesmodellen produceren die de kwaliteitsdimen-
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sies op een specifieke manier balanceren, zoals gespecificeerd door de gebruiker.
De derde belangrijke eigenschap van het ETM is dat het gemakkelijk uit-

breidbaar is. In dit proefschrift bespreken we verschillende scenarios waar het
ETM toegepast kan worden. De volgende uitbreidingen en toepassingen worden
in dit proefschrift in meer detail besproken:

1. Het ontdekken van een collectie van procesmodellen, die elk een unieke
en superieure set van karakteristieken voor elke kwaliteitsdimensie heb-
ben (concreter: de procesmodellen zijn Pareto optimaal).

2. Het ontdekken van een procesmodel op basis van één of meerdere norma-
tieve procesmodellen. Dit maakt het mogelijk om de gegeven modellen te
repareren gebruikmakend van het geobserveerde gedrag.

3. Het ontdekken van een configureerbaar procesmodel dat meerdere ge-
beurtenissenlogboeken beschrijft, bijvoorbeeld van verschillende organi-
saties, in een enkel procesmodel met een configuratie voor elk gebeurte-
nissenlogboek.

4. Een vergelijkingsraamwerk dat het vergelijken van de uitvoer van ver-
schillende vergelijkbare processen toestaat. Het raamwerk kan het geob-
serveerde gedrag van een organisatie naspelen op het (configureerbare)
procesmodel van een andere organisatie. Hierdoor worden inzichten in
de verschillen en overeenkomsten tussen de uitvoer van de processen van
de verschillende organisaties verkregen.

Het ETM is geïmplementeerd in de process minig toolkit ProM. Ook is het
gebruik besproken van de verschillende plug-ins die zijn gemaakt in het kader
van dit proefschrift. Daarnaast is getoond hoe het ETM uitgebreid kan worden
met aangepaste kwaliteitsdimensies.

Het ETM en alle uitbreidingen zijn geëvalueerd op basis van zowel kunst-
matige als echte data sets.
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Bose, Joyce Nakatumba, Maja Pes̆ić, and Michael Westergaard. And then there
were of course memorable visitors that we spent time with: Anna Kalenkova,
Artem Polyvyanyy, Christian Gierds, Cristina Iovino, Jorge Muñoz-Gamma, and
Raffaele Conforti. Additionally, I would like to thank Marcello La Rosa, Artem
Polyvyanyy, Raffaele Conforti, and Suriadi Suriadi and all other QUT group
members for making my visit to Brisbane a memorable experience. Finally, I
would also like to thank the master students that I got to supervise: Danny
van Heumen, Guido Swinkels, Tatiana Mamaliga, Maikel van Eck, and Yoran
van Oirschot. Thank you for the discussions, new perspectives, young enthusi-
asm, inspiration and work off the main thesis road. And of course to all others
that I have met in Eindhoven or abroad, but that I forgot to mention: you all



345

contributed, big or small, to this work.
Special thanks go to Thijs Nugteren and Eva Ploum for being my master

study buddies. You made me go where I did not believe I could during my mas-
ter study. I hope we keep having semi-regular meetings to share our knowledge,
experience and life stories.

However, my family joined and supported my journey the most. Mom, dad,
thank you for unconditionally supporting me throughout my studies. I would
also like to thank my brothers, Tijn and Dirk, for being who you are, for your
willingness to help and for growing up with me. Special thanks go to Dirk for
his thorough spelling and grammar check of this full thesis. I would also like to
thank my parents-in-law, Marléne and George, and my brother-in-law Melvin,
for joining me on this journey, and for adding other journeys in the weekends.
But most of all I would like to thank my wife and daughter, who joined me when
things were good and bad, day in, day out. Debbie, my dear wife, thank you
for taking me on many journeys in the past years, for your understanding of
the side-effects of chasing a Ph.D., and for your perseverance during the tough
times. I would also like to thank Mila, our daughter, for showing me evolution
up close and for all the journeys, big and very small, that we made and will
make.

Joos Buijs
Eindhoven, August 2014





Curriculum Vitae

Joseph Cornelis Antonius Maria (Joos) Buijs was born on June 29, 1984 in
Breda, The Netherlands. He grew up in the town of Prinsenbeek with his par-
ents and two younger brothers. He attended secondary school at the Prisma-
Graaf Engelbrecht college in Breda. After finishing secondary school in 2002,
he started his physics studies at Eindhoven University of Technology but soon
switched to computer science. In 2004 he started the short programme for in-
formatics studies at Avans university of applied sciences, which he finished suc-
cessfully in 2007. Next he followed the master Business Information Systems
at Eindhoven University of Technology. During his master, he was a student
assistant at the Laboratory of Quality Software (LaQuSo), where he conducted
several projects related to process mining. In 2010 he graduated on the disser-
tation “Mapping Data Sources to XES in a Generic Way”.

Joos became a PhD candidate in May 2010 when he started on the CoSeLoG
project. The overall goal of the CoSeLoG project is to investigate how processes
differ between municipalities by analyzing how they are executed, and how
these processes can be supported by a shared business process management
system. The work of Joos resulted in a number of publications at international
conferences and in an international journal. He defended his doctoral thesis, en-
titled “Flexible Evolutionary Algorithms for Mining Structured Process Models”
and supervised by prof.dr.ir. W.M.P. van der Aalst and dr.ir. B.F. van Dongen, on
October 28, 2014.

Since June 2014 Joos is working as a postdoctoral researcher, where he
assists prof.dr.ir. W.M.P. van der Aalst, scientific head of the Data Science Center
Eindhoven (DSC/e), in research, teaching, and industry collaborations. Joos
can be reached at ❥✳❝✳❛✳♠✳❜✉✐❥s❅t✉❡✳♥❧.

j.c.a.m.buijs@tue.nl


List of Publications

Joos Buijs has the following publications:

Journals

• J.C.A.M. Buijs, B.F. van Dongen, and W.M.P. van der Aalst. Quality di-
mensions in process discovery: The importance of fitness, precision, gen-
eralization and simplicity. International Journal of Cooperative Information

Systems, 2014

Proceedings and Congres Contributions

• J.C.A.M. Buijs and H.A. Reijers. Comparing business process variants us-
ing models and event logs. In I. Bider, K. Gaaloul, J. Krogstie, S. Nurcan,
H.A. Proper, R. Schmidt, and P. Soffer, editors, BMMDS/EMMSAD, volume
175 of Lecture Notes in Business Information Processing, pages 154–168.
Springer, 2014. ISBN 978-3-662-43744-5

• J.C.A.M. Buijs, B.F. van Dongen, and W.M.P. van der Aalst. Discovering
and navigating a collection of process models using multiple quality di-
mensions. In N. Lohmann, M. Song, and P. Wohed, editors, Business Pro-

cess Management Workshops, volume 171 of Lecture Notes in Business Infor-

mation Processing, pages 3–14. Springer, 2013. ISBN 978-3-319-06256-3

• A. Adriansyah and J.C.A.M. Buijs. Mining process performance from event
logs. In M.L. Rosa and P. Soffer, editors, Business Process Management

Workshops, volume 132 of Lecture Notes in Business Information Process-

ing, pages 217–218. Springer Berlin Heidelberg, 2012. ISBN 978-3-642-
36284-2

• J.C.A.M. Buijs, B.F. van Dongen, and W.M.P. van der Aalst. On the role
of fitness, precision, generalization and simplicity in process discovery. In
R. Meersman, H. Panetto, T.S. Dillon, S. Rinderle-Ma, P. Dadam, X. Zhou,
S. Pearson, A. Ferscha, S. Bergamaschi, and I.F. Cruz, editors, OTM Confer-

ences (1), volume 7565 of Lecture Notes in Computer Science, pages 305–
322. Springer Berlin Heidelberg, 2012. ISBN 978-3-642-33605-8

• J.C.A.M. Buijs, M. La Rosa, H.A. Reijers, B.F. van Dongen, and W.M.P.
van der Aalst. Improving business process models using observed behav-
ior. In P. Cudre-Mauroux, P. Ceravolo, and D. Gašević, editors, SIMPDA,
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