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I. INTRODUCTION

INCE the discrete wavelet transform (DWT) was deduced by Mallat [1], many researches on wavelet-based signal analysis and compression have derived fruitful results due to the well time-frequency decomposition. The DWT has been adopted as the transform coder in emerging image coding standards, such as JPEG2000 still image coding and MPEG-4 still texture coding. However, more arithmetic operations may be required for the DWT than the discrete cosine transform (DCT) because of the filter computation. Contrary to the block-based DCT, the DWT is basically frame-based. The huge amount of the memory size and access bandwidth becomes a bottleneck of the implementation for two-dimensional (2-D) DWT [2].

For one-dimensional (1-D) DWT, several convolution-based architectures have been proposed [3]–[6] because the DWT computation is intrinsically the filter convolution. After the appearance of the lifting scheme [7] and a factorization method of lifting steps [8], the lifting scheme has been widely used to reduce the computation of DWT and the control complexity of boundary extension. Some lifting-based architectures have been proposed [9]–[13], which are all based on the direct implementation of the factorized lifting scheme. On the other hand, several architectures have been proposed to handle 2-D DWT, including the direct method, semisystolic routing, systolic routing, systolic-parallel, parallel-parallel, single input multiple data (SIMD), and one-level 2-D architectures [4]–[6], [14], [15]. However, according to the evaluation in [2], RAM-based 2-D DWT architectures are preferred due to their feasibility and regularity. Moreover, the line-based method has been proposed to shrink the internal memory requirement from a frame size to a few line buffers with proper memory management [16]. Nonetheless, the tradeoff between the critical path and the size of line buffers has not been discussed clearly in the literature. Using the lifting scheme to construct VLSI architectures for DWT could outperform using convolution in many aspects, but the critical path of lifting-based architectures is potentially longer than that of convolution-based ones. Although pipelining can reduce the critical path, it will prolong the latency and require more registers for the 1-D architecture such that larger memory size is required for the 2-D line-based architecture.

This paper is organized as follows. In Section II, the conventional architectures and problems for the convolution-based, lifting-based, and 2-D DWT are introduced. In Section III, the proposed flipping structure is presented, and the precision issues are analyzed. Three case studies, including the Daubechies (9,7) filter [17], an integer (9,7) filter [18], [19], and the (6,10) filter [13], are given to prove the efficiency in Section IV. Finally, Section V gives a summary to conclude this paper.

II. DWT ARCHITECTURE

There have been many VLSI architectures proposed for hardware implementation of DWT. For 1-D DWT, the architectures are mainly convolution-based and lifting-based. On the other hand, the direct and line-based architectures are the most feasible implementations for 2-D DWT. In this section, we will introduce these architectures and discuss their advantages and shortcomings. For clarity in comparison, we only consider that the throughput is set as two inputs and two outputs per clock cycle.

A. Convolution-Based

The arithmetic computation of DWT can be expressed as basic filter convolution and downsampling as follows:

\[ x_L(n) = \sum_{i=0}^{P-1} h(i) \cdot x(2n - i) \]
\[ x_H(n) = \sum_{i=0}^{P-1} g(i) \cdot x(2n - i) \]  

(1)

where \( x_L \) and \( x_H \) are the lowpass and highpass signals, respectively, and \( h \) and \( g \) are the lowpass and highpass filters.

There have been several efficient architectures proposed for convolution-based DWT, such as [3]–[5]. However, only the simplest parallel architecture, as shown in Fig. 1, can be used if the throughput is set as two-input/two-output per clock cycle,
as well as the minimal latency, and the fewest registers are required. In Fig. 1, the critical path is \( T_m + (P - 1) \cdot T_a \), where \( T_m \) is the time taken for a multiplication operation, \( T_a \) is the time needed for an addition operation, and \( P \) is the filter length. The hardware cost is \( 2P \cdot C_m + 2P - 1 \cdot C_a \), where \( C_m \) and \( C_a \) are the hardware cost of a multiplier and an adder, respectively. Furthermore, using adder tree to implement these additions can improve the critical path to \( T_m + \lfloor \log_2 P \rfloor \cdot T_a \). As for the number of registers, this architecture requires \( P - 2 \) registers without considering the input nodes \( x(2n) \) and \( x(2n-1) \). If the adopted DWT filter is linear, we can reduce the required number of multipliers by one half by use of the symmetric or anti-symmetric structures of linear filters. Moreover, this modification will not change the critical path and the number of registers.

\[ \begin{align*}
    h(z) &= h_0(z^2) + z^{-1} h_0(z^2) \\
    g(z) &= g_0(z^2) + z^{-1} g_0(z^2) \\
    P(z) &= \begin{bmatrix} h_0(z) & g_0(z) \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix} \begin{bmatrix} K & 0 \\ 0 & 1 \end{bmatrix}
\end{align*} \]

B. Lifting-Based

The lifting scheme is a method for constructing wavelets by spatial approach [7]. The lifting scheme provides many advantages, such as fewer arithmetic operations, in-place implementation, and easy management of boundary extension. According to [8], any DWT filterbank of perfect reconstruction can be decomposed into a finite sequence of lifting steps. This decomposition corresponds to a factorization for the polyphase matrix of the target wavelet filter into a sequence of alternating upper and lower triangular matrices and a constant diagonal matrix, which can be expressed as follows:

\[ \begin{align*}
    h(z) &= h_0(z^2) + z^{-1} h_0(z^2) \\
    g(z) &= g_0(z^2) + z^{-1} g_0(z^2) \\
    P(z) &= \begin{bmatrix} h_0(z) & g_0(z) \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix} \begin{bmatrix} K & 0 \\ 0 & 1 \end{bmatrix}
\end{align*} \]

where \( h(z) \) and \( g(z) \) are the lowpass and highpass analysis filters, respectively, the (2) is the polyphase decomposition, and \( P(z) \) is the polyphase matrix.

Because perfect reconstruction is assumed, there are some constraints on the lowpass and highpass filters. The above lifting factorization can further reduce the arithmetic operations over convolution-based architectures by exploring the redundancy between the lowpass and highpass filters. The arithmetic gain of the lifting scheme over convolution-based structures may possibly reach a factor of four [20], the nonuniqueness of lifting factorizations diversifies the design space of hardware implementation for lifting-based DWT. In [11], a systematic design method of efficient VLSI architectures for lifting-based DWT is proposed, which includes specific lifting factorization, dependence graph formation, and systolic array mapping. The efficiency of lifting scheme with respect to hardware cost and the complexity of control circuits has been proven. However, the potentially long critical path has not been discussed in literature.

In order to point out this crisis, (3) should be examined first. The lifting factorization is essentially composed of a series of computing stages that correspond to the upper and lower triangular matrices. The computing unit of upper triangular matrices is shown in Fig. 2, and the case of lower triangular matrices is similar. In Fig. 2, the computation node performs the summation of all input signals, the register node stores the data in the previous clock cycle, and the input node receives the coming data in the current clock cycle. Thus, a lifting-based architecture is a serial combination of such computing units, and the computation node of the previous computing stage is connected to the right input node of the next stage. The critical path of a lifting-based architecture would be the sum of the timing delay in each computing unit without pipelining. This accumulative timing effect is due to the multipliers \( s_{0,0}, t_{0,0} \) being on the connection paths between computing units. Although pipelining can be used to reduce the critical path, the number of additional registers will increase more rapidly as the required critical path becomes shorter. The penalty of pipelining lifting-based architectures will become very critical for the implementation of line-based 2-D DWT because the number of registers in 1-D DWT can dominate the hardware design of line-based 2-D DWT, which will be described in the next subsection.

In order to give a clearer explanation of this crisis, the popular (9,7) filter is taken as an example without loss of generality. The (9,7) filter can be decomposed into four lifting stages as follows:

\[ \begin{align*}
    P(z) &= \begin{bmatrix} 1 & a(1 + z^{-1}) \end{bmatrix} \begin{bmatrix} 1 & 0 \\ b(1+z) & 1 \end{bmatrix} \begin{bmatrix} K & 0 \\ 0 & 1 \end{bmatrix} \end{align*} \]

where the coefficients are given as \( a = -1.586131342, b = -0.052980118, c = 0.882911076, d = 0.443506882, \) and \( K = 1.1149601308. \) The corresponding signal flow graph can be derived as Fig. 3. To reduce the number of multipliers, each computing unit should be modified as Fig. 4. The normalization step \( K \) and \( 1/K \) can be implemented either independently or together with the quantization if data compression is performed. Thus, we focus on the implementation issue of the lifting stages.
in this paper. In comparison with the convolution-based architecture of the (9,7) filter that requires nine multipliers, 14 adders, and seven registers if adder tree and symmetric property are adopted, the lifting-based architecture needs only four multipliers, eight adders, and four registers (\(K\) and \(1/K\) are not involved). Nonetheless, the critical path of the lifting-based architecture is \(4T_m + 8T_a\), whereas the convolution-based one needs only \(T_m + 4T_a\). Although pipelining the lifting-based architecture can improve the serious timing problem, this will raise the number of registers rapidly. For instance, the lifting-based architecture for the (9,7) filter can be pipelined into four stages to obtain a critical path \(T_m + 2T_a\) with six additional registers, as shown in Fig. 5.

**C. Two-Dimensional DWT**

In contrast to systolic or semisystolic routing architectures [6], RAM-based 2-D DWT architectures have many advantages, including real-life feasibility, high regularity/density of storage, and simple control circuits. On the other hand, according to the evaluation in [2], the memory issue is the most critical part for 2-D DWT implementation, instead of the number of multipliers that dominates the 1-D DWT architectures.

In general, RAM-based architectures can be classified into three categories: direct, line-based, and block-based methods [2]. The direct one is the most straightforward implementation method. It performs 1-D DWT in one direction and stores the intermediate coefficients in a frame memory first. Then, it performs 1-D DWT in the other direction with these intermediate coefficients to complete one-level 2-D DWT. Because the size of this frame memory is \(O(N^2)\), it is usually assumed to be off chip. However, the line-based method performs 1-D DWT in both directions simultaneously. Thus, the line-based method does not require a frame memory to store the intermediate data. Instead, some internal line buffers are used to store the intermediate data, and the required size is proportional to the image width. Contrary to the assumption that the input signals are in raster scan order for the above two methods, the block-based method performs 2-D DWT in a block-by-block way. This method can use some internal line buffers to store the boundary data among neighbor blocks such as to keep the required external frame memory bandwidth as low as the line-based method. Which method should be adopted depends on what kinds of hardware constraints are given. However, the external memory access would consume the most power [2] and become very sensitive in the case of system on chip. In addition, the required external memory bandwidth of the direct method is more than the double of the line-based and block-based methods [2].

Although line-based architectures suffer from the requirement of internal line buffers, they can effectively reduce the external memory access and shorten the latency. There have been several line-based architectures proposed for the convolution-based hardware implementation of 2-D DWT, such as systolic-parallel [5], parallel-parallel [6], and one-level 2-D [14] architectures. One configurable architecture for lifting-based 2-D DWT has also been proposed [13], in which the intermediate frame memory and the internal line buffer are included. This architecture can be configured to perform 2-D DWT for several DWT filterbanks. Furthermore, it uses the direct method for two
lifting-stage filters and the line-based method for four lifting-stage filters. However, this needs more general processing and memory units for configurable functions such that more registers and internal memory are required.

Basically, the internal memory of the line-based architectures consist of a data buffer and a temporal buffer, as described in [15]. The data buffer is related to the input nodes of the signal flow graph for 1-D DWT. Thus, its size is fixed for any kind of adopted DWT filters with the same throughput. The temporal buffer is used to store the temporal data in the column direction and can be mapped from the adopted 1-D DWT architecture, as shown in Fig. 6, where every line of the temporal buffer in Fig. 6(b) corresponds to one register in Fig. 6(a). Thus, the size of the temporal buffer is proportional to the number of registers in the adopted 1-D architecture. Since the temporal buffer is design-dependent, how to minimize the temporal buffer will be the first consideration for hardware implementation of line-based architectures under the given timing criteria.

As for the block-based architectures, the internal buffer size is also proportional to the number of registers in the adopted 1-D architecture [12]. Thus, minimizing the number of registers for the 1-D architecture is the most important issue both for the line- and block-based architectures after the timing criteria is achieved.

III. PROPOSED FLIPPING STRUCTURE

As the mentioned above, conventional lifting-based architectures could require fewer arithmetic operations but have the longer critical paths than convolution-based ones. In this section, an efficient VLSI architecture, called flipping structure, is proposed to solve the serious timing accumulation problem. The basic idea is presented first, and then, the precision issues of multiplication coefficients are discussed.

A. Flipping Structure

Since the timing problem is due to the accumulation of timing delays from the input node to the computation node in each computing unit, we suggest releasing the accumulation by eliminating the multipliers on the path from the input node to the computation node. This can be achieved by flipping each computing unit with the inverse of the multiplier coefficient. For example, two computing units are possibly connected as Fig. 7(a), in which $s(z)$ and $f(z)$ are assumed to be two taps for simplicity. This architecture can be flipped by the inverse coefficients of $b$ and $d$, as shown in Fig. 7(b). Flipping is to multiply the inverse coefficient for every edge on the feed-forward cutset, which is through the selected multiplier. Then, every computation node can be split into two adders, of which one can process in parallel with other computing units, and the other one is on the accumulative path, as illustrated in Fig. 7(c). In addition, the multiplications on the same path can be merged together to reduce the number of multipliers. In this simple example, the critical path is reduced from $2T_m+3T_a$ to $T_m+3T_a$, and the reduction rate will increase as the number of serially connected computing units becomes larger.

If $s(z)$ and $f(z)$ are more than two taps, the selected flipping coefficients are still from the multipliers between the input and
computation nodes. Moreover, the computation nodes can be split into two parts: One is the summation of the multiplication results from register nodes and the other one is the adder on the accumulative path. The timing accumulation can be greatly reduced by flipping the original lifting-based architectures. Another advantage of flipping structures is that no additional multipliers will be required if the computing units are all flipped. Furthermore, the flipping coefficients should be put into the normalizing step to assure that correct lowpass and highpass coefficients will be obtained.

There are also many alternatives for flipping structures. How many computing units should be flipped is case-by-case and dependent on hardware constraints. This flipping method can also be applied for lifting-based inverse DWT because the basic computing unit is exactly the same as that of lifting-based forward DWT.

B. Precision Issue

While flipping the lifting-based architectures, the precision issue should be handled carefully for the inverses of lifting coefficients. Both the scaling effect and roundoff noise will be changed entirely. Although a systematic method using state variable description to solve these problems is presented in [21], only the calculation of roundoff noise can be adopted here because the method of scaling is only suitable for single input systems and possible to change the critical path.

In fact, the flipping coefficients are not necessarily to be the inverses of the lifting coefficients exactly for releasing the timing accumulation. If the arithmetic operations all belong to two’s complement computation, flipping with the inverse coefficient multiplying by \(2^k\), where \(k\) is an integer, can also reduce the critical path, as shown in Fig. 7(d), where the flipping coefficients are \(\frac{a}{b}\) and \(\frac{a}{d}\). This is because shifters can handle \(2^k\) well without multipliers. Thus, the overflow problem can be solved with the following description. Because the DWT filters under consideration are all FIR, the overflow problem of multipliers can be prevented by setting all the multiplier coefficients to be smaller than one. However, if the coefficient is too small, the precision of internal signals will be seriously reduced. Thus, we suggest keeping all the multiplication coefficients as large as possible but smaller than one. The method of adjusting the coefficients is to change the flipping coefficients with multiplying by some \(2^k\). Instead of exhaustive adjustment, the flipping stage that is closest to input signals can be adjusted first. Then, the second closest stage can be adjusted exactly, and so on. This stage-by-stage adjustment can assure that the multiplier coefficients all large enough and smaller than one. For example, Fig. 8(a) is the proposed flipping structure for the (9,7) filter, in which all lifting stages are flipped, and the overflow problem of the multipliers is prevented with the above adjustment.

On the other hand, the data wordlength required to prevent the adders from arising the overflow problem is dependent on the wordlength of the input signals and how many decomposition levels should be supported. There are some tradeoffs between the internal wordlength and the required precision. The internal wordlength can be easily reduced by scaling down with \(2^k\), where \(k\) is a negative integer, for any cutset, but this will reduce the precision of the internal data. Thus, we suggest a more straightforward method to solve the overflow problem. After determining the multiplier coefficients with the above-mentioned adjustment, the possible maximum of the internal signals can be calculated easily with the given maximum of input signals. For example, if the maximum of input signals is given as \(S\), the candidates for the maximum of internal signals are located in the outputs of the four adders on the accumulative path in Fig. 8(a). The four possible values can be calculated as 2,630, 465, 1,770, 645, and 2,379,065 while performing the summation of the maximal inputs. Thus, the maximum of internal signals is 2,630, 465, and it is sufficient for the internal wordlength to be 2 bits more than the input signals.

As for the roundoff noise, the noise model of Fig. 8(a) can be established as Fig. 8(b). The quantization noise sources are assumed to be located after the four adders on the accumulative path. That is, the quantization of internal signals is only performed after these adders and produces the noise signals \(e_k(n)\). Furthermore, the stored data of registers are also contaminated by the noise signals and represented by \(E_k(n - 1)\) or \(e_1(n - 1)\). This kind of roundoff noise model can be used to analyze the noise effects of each noise source and compute the variances of roundoff noises for the output signals \(y_L(n)\).
and $y_H(n)$, which correspond to the lowpass and highpass signals, respectively. All noise signals $e_L(n)$ can be assumed zero mean, uniform distributed, and independent. The variance is dependent on how many bits are quantized [21]. Nonetheless, it is not certain whether the original lifting-based architecture or the corresponding flipping structure has less roundoff noise. This should be determined case-by-case.

IV. CASE STUDY

To show the feasibility and efficiency of the proposed flipping structure, three case studies are given in this section, including the JPEG2000 default lossy DWT (9,7) filter, an integer (9,7) filter, and the (6,10) filter.

A. JPEG2000 Default Lossy (9,7) Filter

Since the lifting structure of (9,7) filter is very regular and typical, it is meaningful to compare its conventional lifting-based architecture with the flipping structure. The lifting-based architecture, as shown in Fig. 3, needs only four multipliers, eight adders, and four registers with a critical path of $4T_m + 8T_a$. This critical path can be reduced to $T_m + 2T_a$ by cutting four pipelining stages with six additional registers, as shown in Fig. 5. Moreover, 32 registers can be used for fully pipelining to minimize the critical path to a multiplier delay.

An efficient flipping structure is designed for the (9,7) filter, as shown in Fig. 8(a), by flipping all computing units. The critical path of this flipping structure is only $T_m + 5T_a$ without any additional hardware cost over Fig. 3. In fact, this flipping structure can be represented by the equation below, with respect to (4) of the lifting-based architecture.

$$P(z) = \begin{bmatrix} 1 & 1 + z^{-1} & 0 \\ 1 & 0 & 1 \end{bmatrix} \begin{bmatrix} \frac{1}{2} & 0 & \frac{1}{2} \\ \frac{1}{2} & 0 & \frac{1}{2} \\ \frac{1}{2} & 0 & \frac{1}{2} \end{bmatrix} \begin{bmatrix} \frac{1}{2} & 0 & \frac{1}{2} \\ \frac{1}{2} & 0 & \frac{1}{2} \\ \frac{1}{2} & 0 & \frac{1}{2} \end{bmatrix} \begin{bmatrix} 1 & 0 & \frac{1}{2} \\ 0 & 1 & \frac{1}{2} \\ 0 & 1 & \frac{1}{2} \end{bmatrix}. \quad (5)$$

Furthermore, if three pipelining stages are cut and some arithmetic operators are rearranged as in Fig. 9(a), the critical path will be reduced to $T_m + T_a$ with three additional registers. The critical path can also be minimized to a multiplier delay by using five pipelining stages, as shown in Fig. 9(b), which needs only 11 registers.

### TABLE I

**Comparison of Several Architectures for (9,7) Filter**

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Multiplier</th>
<th>Adder</th>
<th>Critical path</th>
<th>Temp. buffer</th>
<th>Timing(ns)</th>
<th>Gate count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lifting + no pipe</td>
<td>4</td>
<td>8</td>
<td>$4T_m + 8T_a$</td>
<td>4L</td>
<td>55</td>
<td>12448</td>
</tr>
<tr>
<td>Lifting + 4 stages</td>
<td>4</td>
<td>8</td>
<td>$T_m + 2T_a$</td>
<td>10L</td>
<td>16</td>
<td>12886</td>
</tr>
<tr>
<td>Lifting + fully pipe</td>
<td>4</td>
<td>8</td>
<td>$T_m$</td>
<td>32L</td>
<td>10</td>
<td>12116</td>
</tr>
<tr>
<td>Flipping + no pipe</td>
<td>4</td>
<td>8</td>
<td>$T_m + 5T_a$</td>
<td>4L</td>
<td>21</td>
<td>10102</td>
</tr>
<tr>
<td>Flipping + 3 stages</td>
<td>4</td>
<td>8</td>
<td>$T_m + 1T_a$</td>
<td>7L</td>
<td>12.3</td>
<td>9703</td>
</tr>
<tr>
<td>Flipping + 5 stages</td>
<td>4</td>
<td>8</td>
<td>$T_m$</td>
<td>11L</td>
<td>10.1</td>
<td>10752</td>
</tr>
<tr>
<td>Convolution + no pipe</td>
<td>9</td>
<td>14</td>
<td>$T_m + 4T_a$</td>
<td>7L</td>
<td>19</td>
<td>14648</td>
</tr>
<tr>
<td>Convolution + 3 stages</td>
<td>9</td>
<td>14</td>
<td>$T_m$</td>
<td>23L</td>
<td>10</td>
<td>13639</td>
</tr>
</tbody>
</table>

L: Image width

### TABLE II

**Comparison of Conventional Lifting-Based Architectures and Flipping Structures**

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Temp. buffer</th>
<th>Timing(ns)</th>
<th>Gate count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lifting + no pipe</td>
<td>4L</td>
<td>55</td>
<td>12448</td>
</tr>
<tr>
<td>Flipping + no pipe</td>
<td>4L</td>
<td>30.5</td>
<td>6581</td>
</tr>
<tr>
<td>Lifting + 4 stages</td>
<td>10L</td>
<td>16</td>
<td>12886</td>
</tr>
<tr>
<td>Flipping + 5 stages</td>
<td>11L</td>
<td>13.9</td>
<td>7042</td>
</tr>
</tbody>
</table>
To obtain more realistic results, we have verified the above architectures, including conventional lifting-based architectures, flipping structures, and convolution-based architectures, with 12-bit precision for multiplier coefficients and 16-bit wordlength for the internal data. The least significant four bits of the internal data are used to preserve the decimal precision. The method of verification is to write Verilog HDL codes first and examine the simulation results. Then, the Synopsys Design Compiler is used to synthesize the circuits with standard cells from the Avant! 0.35-μm cell library. For comparison, the timing constraints for circuit synthesis are set as tight as possible. As a result, the synthesis results for critical paths are very close to our expectation. The experimental results are summarized in Table I, where the case of the pipelined convolution-based architecture is also included.

In Table I, the required size of the temporal buffer is used, instead of the number of registers, to emphasize the critical problem in the line-based 2-D DWT architectures. The flipping structures outperform the conventional lifting-based and the convolution-based architectures in every aspect, such as timing, logic gate count, and the required size of the temporal buffer. Furthermore, in order to show the performance of flipping structures, we synthesize the flipping structures under the timing constraints that are the limits of the lifting-based architectures with nearly the same temporal buffer size. The comparison results are given in Table II, which shows that flipping structures can achieve the timing limits of lifting-based architectures with only about one half of the hardware cost. In the case of no pipelining stages, the maximum of the critical path of the flipping structure (30.5 ns) is much smaller than the minimum of the critical path of the conventional lifting-based architecture (55 ns). Furthermore, the gate counts of flipping structures in Table II are much less than those in Table I because different adder architectures can be used under different timing constraints. For example, the simplest ripple-carry adders are used under the loose timing constraint in Table II. On the contrary, carry-look-ahead adders are used to meet the tight timing constraint in Table I, which require much more logic gates.

In the following, the precision issues of Figs. 3 and 8 are discussed. The following discussion is for comparing the relative performance of roundoff noises between these two architectures under the same assumption of quantization schemes. First, these two architectures are both assumed to perform quantization only four times. For Fig. 3, quantization is performed at the outputs of the computation nodes. As illustrated in Section III-B, Fig. 8(b) is the noise model for Fig. 8(a), and it is equivalent to performing quantization only at the outputs of the adders on the accumulative path. Thus, the roundoff noises of two output signals for each architecture can be calculated by the method with state variable description and matrix computation [21].

For verification, the decimal precision is set to be 4-bit; therefore, the variance of all error signals $\sigma^2$ is $(2^{-10}/3)$. Then, the theoretical values of these two roundoff noises can be calculated with this variance. Moreover, seven images, comprising Lena, Baboon, Scene, Couple, Jet, Map, and Pepper, are used as the input signals of these two architectures to evaluate the real roundoff noises. The experimental results are listed in Table III. According to this table, the roundoff noises of the flipping structure are smaller than those of the lifting-based architecture, and the experimental values are nearly the same as the theoretical values.

For comparison in detail, the noises of the highpass signals in the two architectures $y_{H_{\text{lifting}}}(n)$ and $y_{H_{\text{flipping}}}(n)$ are expressed as the linear combination of the quantization noise signals:

$$y_{H_{\text{lifting}}}(n) = c_3(n) + 0.88291(e_2(n) + e_2(n-1))$$
$$+ 0.01478(e_1(n) + e_1(n-2))$$
$$+ 0.00644e_1(n-1)$$

$$y_{H_{\text{flipping}}}(n) = c_3(n) + 0.5(e_2(n) + e_2(n-1))$$
$$+ 0.03125(e_1(n) + e_1(n-2))$$
$$- 0.60557e_1(n-1).$$

(7)

Thus, variances of these two noises are

$$E[y^2_{H_{\text{lifting}}}(n)] = 3.38507\sigma^2$$
$$E[y^2_{H_{\text{flipping}}}(n)] = 1.86867\sigma^2$$

The reason why the roundoff noise of the flipping structure is smaller is that the propagations of noise signals $e_k(n)$ are mitigated by use of the right shifters and the multipliers of coefficients smaller than one. These two kinds of operations can decrease the weights of noise signals from previous stages. Furthermore, the required wordlength of the flipping structure is also shorter than that of the lifting-based architecture. This

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Signal</th>
<th>Lena</th>
<th>Baboon</th>
<th>Scene</th>
<th>Couple</th>
<th>Jet</th>
<th>Map</th>
<th>Pepper</th>
<th>Average</th>
<th>Theoretical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional Lifting</td>
<td>Lowpass</td>
<td>0.0016476</td>
<td>0.0016527</td>
<td>0.0016535</td>
<td>0.0016678</td>
<td>0.0016688</td>
<td>0.0016480</td>
<td>0.0016155</td>
<td>0.0016554</td>
<td>0.0016569</td>
</tr>
<tr>
<td></td>
<td>Highpass</td>
<td>0.0010590</td>
<td>0.0010992</td>
<td>0.0010997</td>
<td>0.0011234</td>
<td>0.0011109</td>
<td>0.0010950</td>
<td>0.0011024</td>
<td>0.0011032</td>
<td>0.0011048</td>
</tr>
<tr>
<td>Flipping Structure</td>
<td>Lowpass</td>
<td>0.0009940</td>
<td>0.0009920</td>
<td>0.0009941</td>
<td>0.0009983</td>
<td>0.0009964</td>
<td>0.0009960</td>
<td>0.0009980</td>
<td>0.0009912</td>
<td>0.0009908</td>
</tr>
<tr>
<td></td>
<td>Highpass</td>
<td>0.0006105</td>
<td>0.0006086</td>
<td>0.0006073</td>
<td>0.0006100</td>
<td>0.0006015</td>
<td>0.0005976</td>
<td>0.0006056</td>
<td>0.0006083</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decomposition Level</th>
<th>Lifting</th>
<th>Flipping</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ave. MRE</td>
<td>PSNR</td>
</tr>
<tr>
<td>1</td>
<td>0.59393</td>
<td>50.40</td>
</tr>
<tr>
<td>2</td>
<td>1.87695</td>
<td>45.40</td>
</tr>
<tr>
<td>3</td>
<td>4.11688</td>
<td>41.99</td>
</tr>
<tr>
<td>4</td>
<td>7.07015</td>
<td>39.64</td>
</tr>
<tr>
<td>5</td>
<td>10.8243</td>
<td>37.79</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decomposition Level</th>
<th>Lifting</th>
<th>Flipping</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ave. MRE</td>
<td>PSNR</td>
</tr>
<tr>
<td></td>
<td>0.59393</td>
<td>50.40</td>
</tr>
<tr>
<td></td>
<td>1.87695</td>
<td>45.40</td>
</tr>
<tr>
<td></td>
<td>4.11688</td>
<td>41.99</td>
</tr>
<tr>
<td></td>
<td>7.07015</td>
<td>39.64</td>
</tr>
<tr>
<td></td>
<td>10.8243</td>
<td>37.79</td>
</tr>
</tbody>
</table>
can be evaluated by examining the maximum of possible internal signals in these two architectures. As described in Section III-B, the maximum of internal signals in the flipping structure is 2.6304655, whereas that in the lifting-based architecture can be calculated as 7.401725. Thus, the internal wordlength of the lifting-based architecture is required to be one-bit longer than that of the flipping structure.

Besides the roundoff noise, the effect of finite precision multiplier coefficients is also very important for VLSI architectures. However, this effect is difficult to be analyzed independently from the input signals as the roundoff noise. Instead of precise analysis, simulation results are given to compare the finite effects between the lifting and flipping architectures. Multilevel 2-D DWT decomposition for the above-mentioned seven images is simulated on the condition that all multiplier coefficients are 12-bit precision for the two architectures. Because this finite coefficient effect is related to the input signals, the dynamic ranges of the two architectures in every decomposition level are kept the same with adjustment of the normalization coefficients that are assumed infinite precision in the simulation. For showing the influence of image quality, the multilevel DWT decomposition coefficients are reconstructed to images through the multilevel Inverse-DWT of infinite coefficient precision. The simulation results are shown in Table IV. According to Table IV, the flipping structure outperforms the conventional lifting-based architecture under the same finite precision condition.

**B. Integer (9,7) Filter**

In addition to the advantages of implementation issues, the lifting scheme can also provide a well-constructed architecture to design wavelet-like filters. At the same time, [18] and [19] propose a class of integer DWT filters based on the lifting scheme of the (9,7) filter. Moreover, the results of these two classes both can give an excellent integer DWT filter with lifting coefficients \( a = -3/2, b = -1/16, c = 4/5, \) and \( d = 15/32 \). This integer wavelet filter can achieve nearly the same performance as the original (9,7) filter but requires much less hardware cost [19]. The multiplication of \( a, b, \) and \( d \) can be implemented with a few shifters and two adders. However, \( c \) needs a floating-point operation. If 12-bit precision of \( c \) is considered, three adders and four shifters are sufficient for the implementation of the multiplier \( c \), as shown in Fig. 10.

![Fig. 10. Twelve-bit precision multiplication of 4/5.](image)

![Fig. 11. Flipping structure of integer (9,7) filter.](image)

![Fig. 12. (a) Lifting-based architecture for the (6,10) filter. (b) Corresponding flipping structure.](image)
Therefore, if the conventional lifting-based architecture is used for this integer DWT filter, 13 adders and some shifters are required, and the critical path is $13T_a$.

However, if the computing unit of $c$ is flipped as Fig. 11, 13 adders are required for the hardware implementation with a critical path $7T_a$ after some modification of computation nodes. Furthermore, there is no floating-point operation in Fig. 11, and the precision of internal data can also be reduced. In this case study, we show that flipping structures can be used not only to reduce the critical path but also to provide other efficient design techniques for lifting-based architectures.

C. (6,10) Filter

Besides the above odd symmetric wavelet filters, the case of the even linear (6,10) filter [13] has been studied as well. The polyphase matrix of the (6,10) filter can be decomposed as follows:

$$
\begin{bmatrix}
    g_e(z) \\
    g_o(z)
\end{bmatrix}
\begin{bmatrix}
    h_e(z) \\
    h_o(z)
\end{bmatrix}
= \begin{bmatrix}
    1 & a \\
    0 & 1
\end{bmatrix}
\begin{bmatrix}
    b & c^{-1} & 1 \\
    0 & 1 & 0 \\
    1 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
    1 & e + dz \\
    0 & 1 \\
    1 & 0 \\
\end{bmatrix}
\times
\begin{bmatrix}
    1 & 0 & 0 \\
    -f & g^{-1} & f^{-2} & 1
\end{bmatrix}
\begin{bmatrix}
    K_2 \\
    0 \\
    K_1
\end{bmatrix}
$$

where the coefficients are given as $a = -0.369, 536$, $b = -0.427, 80$, $c = -0.119, 532$, $d = -0.090, 075$, $e = 0.872, 739$, $g = -0.572, 909$, $f = 0.224, 338$, $K_1 = 0.874, 919$, and $K_2 = 1.1, 429, 63$ [13]. Thus, the lifting-based architecture can be shown as Fig. 12(a), where seven multipliers, eight adders, and five registers are required if $K_1$ and $K_2$ are excluded. However, the convolution-based architecture requires eight multipliers, 14 adders, and eight registers if the symmetric and antisymmetric properties are adopted. The hardware-saving ratio of multipliers between lifting-based and convolution-based architectures is not as high as the case of (9,7) filter. Moreover, the lifting-based architecture would require more multipliers than the convolution-based one if $K_1$ and $K_2$ are considered. The main advantage of lifting scheme is the number of adders and registers in this case.

The timing accumulation of Fig. 12(a) results in a long critical path $4T_m + 5T_a$. By pipelining through the dot lines in Fig. 12(a), the critical path can be reduced to $2T_m + 2T_a$ with four additional registers. Furthermore, the critical path can be minimized to $T_m$ by fully pipelining with 22 additional registers. On the other hand, the critical path of the convolution-based architecture is only $T_m + 4T_a$ and can be reduced to $T_m$ with three pipelining stages by use of 16 additional registers.

The proposed flipping structure can reduce the critical path of Fig. 12(a) to $T_m + 5T_a$ as shown in Fig. 12(b), in which all lifting stages are flipped. The critical path of Fig. 12(b) can be further reduced to $T_m + 2T_a$ by pipelining through the dot lines. The minimum critical path $T_m$ can be achieved with ten pipelining registers.

The above architectures are all verified and synthesized in the same way as in Section IV-A with 16-bit wordlength for internal data and 12-bit precision for multiplier coefficients. Table V gives the experimental results and shows that the flipping structures have better performance than the lifting-based and convolution-based ones in all aspects.

V. CONCLUSION

In this paper, an efficient VLSI architecture, called flipping structure, for lifting-based DWT is proposed. The problem of serious timing accumulation for the conventional lifting-based architectures is addressed by flipping some computing units with the inverses of multiplier coefficients such that the critical path can be greatly reduced. Thus, the flipping structure can minimize the size of the internal buffer for line-based DWT architectures under specified timing constraints. Moreover, the precision issues are also discussed. By case studies of the JPEG2000 default lossy (9,7) filter and the even linear (6,10) filter, the efficiency of flipping structures over conventional lifting-based architectures is shown in all aspects, including timing, hardware cost, and line buffer size. According to the precision analysis of the (9,7) filter, the flipping structure also has better performance in the issues of roundoff noise and internal wordlength. In addition to reducing the critical path, the flipping structure can also provide well-featured architectures for lifting-based DWT filters, as illustrated in the case study of an integer (9,7) filter.

TABLE V

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Multiplier</th>
<th>Adder</th>
<th>Critical path</th>
<th>Temp. buffer</th>
<th>Timing(ns)</th>
<th>Gate count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lifting + 4 pipe</td>
<td>7</td>
<td>8</td>
<td>4Trm+5Ta</td>
<td>9L</td>
<td>42</td>
<td>13975</td>
</tr>
<tr>
<td>Lifting + 4 stages</td>
<td>7</td>
<td>8</td>
<td>Trm+2Ta</td>
<td>11L</td>
<td>14.8</td>
<td>13741</td>
</tr>
<tr>
<td>Lifting + fully pipe</td>
<td>7</td>
<td>8</td>
<td>Trm</td>
<td>27L</td>
<td>9</td>
<td>14486</td>
</tr>
<tr>
<td>Flipping + no pipe</td>
<td>7</td>
<td>8</td>
<td>Trm+5Ta</td>
<td>5L</td>
<td>22.8</td>
<td>13257</td>
</tr>
<tr>
<td>Flipping + 3 stages</td>
<td>7</td>
<td>8</td>
<td>Trm+2Ta</td>
<td>9L</td>
<td>14.3</td>
<td>12985</td>
</tr>
<tr>
<td>Flipping + 5 stages</td>
<td>7</td>
<td>8</td>
<td>Trm</td>
<td>15L</td>
<td>9.8</td>
<td>11123</td>
</tr>
<tr>
<td>Convolution + no pipe</td>
<td>8</td>
<td>14</td>
<td>Trm+4Ta</td>
<td>8L</td>
<td>20.5</td>
<td>15151</td>
</tr>
<tr>
<td>Convolution + 3 stages</td>
<td>8</td>
<td>14</td>
<td>Trm</td>
<td>24L</td>
<td>9.6</td>
<td>15411</td>
</tr>
</tbody>
</table>
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