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Abstract: The commonly employed mathematical functions in constitutive models, such as the
strain hardening/softening model, strain-rate hardening factor, and temperature-softening factor, are
reviewed, and their prediction characteristics are illustrated. The results may assist one (i) to better
understand the behavior of the constitutive model that employs a given mathematical function; (ii) to
find the reason for deficiencies, if any, of an existing constitutive model; (iii) to avoid employing
an inappropriate mathematical function in future constitutive models. This study subsequently
illustrates the flow stress description characteristics of twelve constitutive models at wide strain rates
(from 10−6 to 106 s−1) and temperatures (from absolute to melting temperatures) using the material
parameters presented in the original studies. The phenomenological models considered herein include
the Johnson–Cook, Shin–Kim, Lin–Wagoner, Sung–Kim–Wagoner, Khan–Huang–Liang, and Rusinek–
Klepaczko models. The physically based models considered are the Zerilli–Armstrong, Voyiadjis–
Abed, Testa et al., Steinberg et al., Preston–Tonks–Wallace, and Follansbee–Kocks models. The
illustrations of the behavior of the foregoing constitutive models may be informative in (i) selecting an
appropriate constitutive model; (ii) understanding and interpreting simulation results obtained using
a given constitutive model; (iii) finding a reference material to develop future constitutive models.

Keywords: flow stress–strain curve model; strain hardening; strain softening; strain-rate factor;
temperature factor; reference strain rate; reference temperature

1. Introduction

The manufacturing of ductile materials via high-speed machining, such as drilling,
milling, friction stir welding, and explosive welding, often leads to strain rates of the
deforming material higher than 105 s−1 [1]. A given material can also experience a wide
range of temperatures, from cryogenic to melting point, in manufacturing processes such
as cryogenic machining [2] and laser ablation [3–6]. Similar or even more severe loading
rates and temperature conditions are involved when ductile materials encounter ballistic
or high-speed impacts [7], penetration [8], blasting, and explosion [9]. Consequently, the
ranges of strain rates and temperatures considered herein are from 10−6 to 106 s−1 and
from absolute to melting temperatures, respectively. To precisely model and simulate the
foregoing events for design/understanding purposes, a reliable constitutive model that
can describe the flow stress of ductile materials in such a wide range of strain rates and
temperatures is indispensable, together with an equation of the state and fracture model,
if necessary.

When a ductile material deforms plastically, the associated flow stress generally
exhibits strain hardening/softening, strain rate hardening, and temperature softening.
Numerous types of constitutive models with various formulations have been proposed
via physically based or phenomenological approaches to describe the strain rate and
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temperature dependence of the flow stress–strain curve. Researchers who investigate the
deformation behavior of solids at a wide range of strain rates and temperatures generally
aim to select constitutive models that can reasonably describe their materials. In general,
however, the experimental data were not available in the original papers of the constitutive
models at sufficiently wide strain rates and temperatures compared with the mentioned
ranges above; the flow stress description capabilities of the proposed models were verified
in limited ranges of strain rates and temperatures.

The motives of this review paper (i.e., the raised problems (issues) herein) are that
the above circumstance imposes difficulties on researchers in (i) selecting an appropriate
model to describe their materials at a wide range of strain rates and temperatures; (ii) un-
derstanding and interpreting simulation results obtained using the selected constitutive
model; (iii) finding a reference material to develop future constitutive models for a wide
range of strain rates and temperatures.

In general, a list of formulations of numerous constitutive models is prepared before
selecting an appropriate model. However, the list itself does not help much in solving the
aforementioned difficulties. Consequently, to assist in solving the raised problems above,
this review paper aims to provide three contributions as follows.

First, this paper illustrates how the mathematical functions, which were commonly
employed in constitutive models, contribute to the flow stress (Section 3). The mathe-
matical functions include stress–strain curve models, strain-rate hardening factors, and
temperature-softening factors. The foregoing functions considered herein were selected
purely based on the experience of the authors, but the result may include the majority of
the functions commonly employed in constitutive models. The illustration result should
assist in understanding the flow stress description characteristics of the constitutive model
that employs the functions.

Second, this study presents how the available constitutive models themselves describe
the phenomena of strain hardening/softening, strain rate hardening, and temperature soft-
ening in a wide range of strain rates and temperatures (Sections 4 and 5). There is no general
consensus for selecting only a few of the constitutive models for review purposes among nu-
merous ones in the literature. Eleven constitutive models were selected herein purely based
on the experience of the authors. One more constitutive model (see Acknowledgments)
was selected in accordance with the comments of an anonymous reviewer. As a result,
six phenomenological and six physically based models were considered herein. The phe-
nomenological models included the Johnson–Cook [10], Shin–Kim [11], Lin–Wagoner [12],
Sung–Kim–Wagoner [13], Khan–Huang–Liang [14], and Rusinek–Klepaczko [15,16] mod-
els. The physically based models were the Zerilli–Armstrong [17,18], Voyiadjis–Abed [19],
Testa et al. [20], Steinberg et al. [21–23], Preston–Tonks–Wallace [23–25], and Follansbee–
Kocks [23,26–31] models. To illustrate how these selected models behave at wide strain
rates and temperatures, this review paper neither carried out new experiments nor newly
calibrated the constitutive models. Instead, the calibrated constitutive parameters of the
materials considered in the original papers of the models were employed. Then, the
model-predicting flow stress was calculated herein from absolute to melting temperatures
and strain rates from 10−6 to 106 s−1. As shown later, this simple approach revealed the
strong points and drawbacks of the considered models efficiently, assisting in solving the
three problems raised above. The elucidated characteristics of the considered models were
compared from the viewpoint of model selection.

Finally, to further assist one in solving the problems raised, the origins of some
deficiencies of the considered models are disclosed. The origins are revealed in terms of the
employed mathematical functions in the considered constitutive models.
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2. Constitutive Model
2.1. Definition

A constitutive equation refers to the relationship between stress and strain. The J2-flow
theory describes the plastic response of ductile solids in terms of equivalent stress (σ) and
equivalent strain (ε) [32,33]:

σ =
√

3
2 σ′ijσ

′
ij =

√
1
2

[(
σx − σy

)2 −
(
σy − σz

)2 − (σz − σx)
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(
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where σ′ij and ε′ij are the components of the deviatoric stress and strain tensors, respectively.
The unprimed quantities denote the total stress and total strain components: σx, σy, and σz
are normal stresses; τxy, τyz, and τzx are the shear stresses; εx, εy, and εz are normal strains;
γxy, γyz, and γzx are shear strains (engineering); σ1, σ2, and σ3 are the principal stresses;
and ε1, ε2, and ε3 are the principal strains.

A constitutive model is the hardening law that characterizes the evolution of the flow
stress with increased plastic deformation: the σ–ε curve (see Nomenclature). The plastic
deformation regime of the stress–strain curve measured under a uniaxial stress state is
usually used to calibrate the constitutive model. Under such a stress state, the measured
stress–strain curve becomes the σ–ε curve.

2.2. Phenomenological Constitutive Model

A reliable constitutive model should reasonably describe the phenomena of strain
hardening/softening, strain rate hardening, and temperature softening over a wide range
of strains, strain rates, and temperatures. A simple approach to develop a constitutive
model may be to model each of the aforementioned phenomena using engineering (phe-
nomenological) functions in the form:

σ = f (ε)g
( .
ε
)
h(T) (3)

where functions f (ε), g
( .
ε
)
, and h(T) denote the strain hardening/softening model (in

Pa), strain-rate hardening factor (non-dimensional), and temperature-softening factor
(non-dimensional), respectively. When the individual functions are multiplied to form a
constitutive model, as in Equation (3), the constitutive model is called decoupled. The
Johnson–Cook (JC) model takes this form (Equation (3)); the detailed form of the JC
model is described later. Other conceivable forms of the phenomenological model include
the following:

σ = F1(ε, T)g
( .
ε
)
, σ = F2

(
ε,

.
ε
)
h(T), σ = F3

( .
ε, T
)

f (ε) (4)

σ = G
(
ε,

.
ε, T
)

(5)

where Fi is the function that couples the influences of any two variables among ε,
.
ε, and

T; G is the function that couples the influences of all of them. Equation (3) describes
the fully decoupled form, Equation (4) the partially coupled forms, and Equation (5) the
fully coupled form. The strain hardening/softening model ( f (ε)), strain-rate hardening
factor (g

( .
ε
)
), and temperature-softening factor (h(T)) used in the fully decoupled form

(Equation (3)) of the phenomenological model are often employed in the partially decoupled
forms (Equation (4)). Other forms of phenomenological models that employ summation
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frameworks together with multiplication frameworks (Equations (3)–(5)) exist, which are
shown later.

To calibrate the constitutive models, the flow stress–strain curves need to be measured
accurately not only in quasi-static tests at ambient temperatures [34–36] but also in a wide
range of strain rates and temperatures. Examples of the calibration results can be found in
the original papers of the considered models herein.

2.3. Physically Based Constitutive Model

Physically based modeling of the flow stress with plastic deformation is based on the
dislocation dynamics, which considers dislocation movement and its accumulation. At
strain rates less than approximately 104 s−1 [37,38], thermally activated dislocation motion
is opposed by short-range and long-range obstacles [17,18]. The short-range barriers
are overcome by thermal activation, whereas the long-range barriers are independent
of temperature (athermal). The short-range barriers include forest dislocations in face-
centered cubic (FCC) materials, Peierls–Nabarro barriers in body-centered cubic (BCC)
materials, and other origins such as point defects, alloy elements, solute atoms, impurities,
and deposits. The long-range barriers include grain boundaries, far-field dislocation forests,
and other microstructural origins with far-field influence.

Based on this reasoning, flow stress is regarded as the material resistance to dislocation
motion and is often considered to be composed of thermal and athermal components. As
ductile materials are polycrystalline, the theory of crystal plasticity [39] that relates the
deformation of individual crystals with the slip needs to be combined with the polycrystal
plasticity model [40]; the individual grain response is linked to the overall behavior of poly-
crystalline aggregates. At strain rates higher than approximately 104 s−1, the mechanism
of dislocation drag, which includes the inertia effect [41], is predominantly considered for
dislocation motion.

3. Mathematical Functions in Constitutive Models

The engineering (mathematical) functions introduced for phenomenological models,
f (ε), g

( .
ε
)
, and h(T), are also often employed as a part of the physically based models, like in

the six physically based models considered herein. Once a physically based model employs
such a function, it may be called a semi-physically based model on a strict base. However,
it considers the physical mechanisms described in Section 2.3. as the main skeleton of
the model, while a phenomenological model does not consider such mechanisms. In this
regard, the former is called a physically based model herein (instead of the semi-physically
based model).

The knowledge of the influences of mathematical functions (i.e., f (ε), g
( .
ε
)
, and h(T))

on flow stress should be informative in analyzing the descriptive characteristics of constitu-
tive models (either phenomenological or physically based). Accordingly, this study first
illustrates the variation of f (ε), g

( .
ε
)
, and h(T) with the change in their parameters, which

will assist in their proper usage. Subsequently, the analysis results of the mathematical
functions will be used to interpret the description characteristics of six phenomenological
and six physically based models.

3.1. Stress–Strain Curve Models
3.1.1. Strain Hardening Models

While the phenomenon of strain hardening in the plastic deformation regime results
from dislocation movement-based crystal plasticity [42,43], its phenomenology can be
described using some forms of engineering functions ( f (ε)). This section reviews several
available forms of strain hardening models: the models by Hollomon, Swift, Ludwik,
and Voce.

The Hollomon model [44] is:
σ = kεn (6)
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where k and n are fitting parameters, called the hardening constant and hardening exponent,
respectively. Equation (6) is also called the power-law model. The value of k in Equation (6)
is the stress when the strain value is unity. The value of n describes how rapidly the stress
rises when ε < 1; a smaller n value results in a rapid increase in stress. However, the smaller
n value results in a slower increase when the strain value is fairly large (ε >1)

The Swift strain hardening model [45] is:

σ = k(ε0 + ε)n (7)

where k, n, and ε0 are the fitting parameters. This model replaces ε in Equation (6) with
ε0 + ε; the stress–strain curve of Hollomon (σ = kεn) offsets along the strain axis by a value
of −ε0.

The Ludwik strain hardening model [46] is of the form:

σ = A + Bεn (8)

where A, B, and n are the fitting parameters. Parameter A shifts the stress–strain curve of the
Hollomon model (σ = Bεn) along the stress axis by an amount of A (yield strength). Param-
eter B describes the amount of strain hardening after yielding until the strain reaches unity.
As in Equations (6) and (7), n controls how rapidly the flow stress increases after yielding.

The Voce strain hardening model [47] is as follows:

σ = A + B[1− exp(−Cε)] (9)

where A, B, and C are the fitting parameters. As in the Ludwik model, parameter A
is the yield strength. Parameter B is related to the amount of strain hardening when
strain hardening is saturated. A larger C value results in a more rapid increase in stress
after yielding.

The previously mentioned physical meanings of A, B, and C (i.e., A, B, and n in the
Ludwik model) are informative in the calibration process of the strain hardening model.
For instance, the meanings can be referred to in setting-up the initial guess values of
the parameters when modeling the experimental stress–strain curve using Equations (8)
or (9). The meanings are also useful in checking whether the calibrated parameters are
physically admissible.

A linear combination of the Ludwik [46] and Voce [47] models can be considered
as follows:

σ = α(A1 + B1εn1) + (1− α)
[
A2 + B2

(
1− e−n2ε

)]
(10)

where α is the parameter (0 ≤ α ≤ 1) that controls the proportion of the two models.
Equation (10) is a six-parameter model, because A1 = A2 = A. Various types of flow stress–
strain curves can be flexibly described, as this model employs more (six) fitting parameters
as compared with the foregoing models with two to three parameters.

3.1.2. Strain Hardening/Softening Model

After strain hardening, ductile materials often exhibit strain softening (see Figure 1),
which eventually leads to fracture. According to the ductile damage model built in
Abaqus [32] and GISSMO in Ls-Dyna [33], damage (D) initiates from the maximum flow
stress point (D = 0) and couples with the strain hardening constitutive behavior there-
after, which decreases the flow stress with strain after the maximum-flow-stress point
(see Figure 1a). In such coupled damage models, fracture is assumed to occur when the
damage value reaches unity (D = 1). Elements with such damage values are eliminated in
the explicit finite element simulation, which leads to a load drop in the simulated structure
(the description on the damage localization is omitted here to abide by the subject of this
study—constitutive behavior).
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Damage can also be modeled as uncoupled with the constitutive behavior. In such
uncoupled damage models, fracture criteria can be based on many physical quantities such
as stress triaxiality, Lode parameter, and mixed strain/stress state. The simplest fracture
criterion may be the fracture equivalent strain criterion, which is employed in the “shear
failure” fracture model in Abaqus [32], the failure option in the “piecewise linear plasticity”
material model in LS-Dyna [33], and versatile material/fracture models in many finite
element codes such as Autodyn [9] and Dytran [48]. In the foregoing uncoupled damage
model, elements with such a critical value of equivalent strain (fracture equivalent strain)
are eliminated in the explicit finite element simulation [9,48].

Uncoupled models generally have the advantages of easy implementation in finite
element codes and few parameters to identify compared with coupled damage models.
Their disadvantage is that the decrease in load-carrying capacity after the maximum load
is rarely described. This disadvantage can be overcome if the strain softening part of the
stress–strain curve is modeled as part of the constitutive model. For instance, in [49–51],
the strain hardening as well as the softening part of the stress–strain curve was regarded
as constitutive behavior. Both parts were inputted to simulation code as the constitutive
behavior, and fracture was assumed to have occurred when the employed uncoupled
fracture criterion (e.g., fracture equivalent strain criterion) was met. Subsequently, the
characteristic feature of Ti6Al4V (serrated chip) was successfully simulated by employing
the strain hardening/softening constitutive model and an uncoupled fracture model.

The following mathematical functions are proposed herein to model the strain harden-
ing/softening behavior of the stress–strain curve shown in Figure 1b. When ε ≤ εc

σ = A + Bεn

or
σ = A + B[1− exp(−Cε)]

When ε > εc
σ = σc − p(ε− εc)− q(ε− εc)

2 (11)

where σc is the maximum (critical) flow stress at ε = εc: σc = A + Bεn
c or σc = A +

B[1− exp(−Cεc)], respectively. The above way of modeling enables one to describe the
deformation behavior of strain hardening/softening material efficiently (see Figure 1b). If
the fracture behavior of the strain hardening/softening material needs to be simulated, an
uncoupled fracture model (e.g., fracture equivalent strain model or triaxility- and Lode
parameter-dependent model) can be employed conveniently.

3.2. Strain-Rate Hardening Factors

This section reviews several available forms of the strain-rate hardening factors (g
( .
ε
)
)

considered in existing studies. The function g
( .
ε
)

is hereafter referred to as the rate factor.
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3.2.1. Power-Law Rate Factor

According to Kleemola and Ranta–Eskola [52], J.H. Hollomon (Metals Technology,
vol. 13, Tech Publication, No. 2034, 1946) used the power-law form to describe the strain-rate
dependence of the flow stress:

σ = q
.
ε

p (12)

where q (in Pa) and p (dimensionless) are the fitting parameters. The exponents, bases,
and arguments of a mathematical function are non-dimensional. Thus, the variable

.
ε in

the base in Equation (12) is understood herein as
.
ε/

.
ε∗, where

.
ε∗ (dimension controller)

value is set as 1 s−1 herein. Any reported (calibrated) values of q and p have meanings only
when the unit and magnitude of

.
ε∗ are specified. As observed in Hosford and Caddell [53],

Equation (12) subsequently leads to the relation:

σ = σ0

( .
ε
.
ε0

)p

(13)

where σ0 is the flow stress at
.
ε =

.
ε0. Analyzing Equation (13) in accordance with Equation (3)

(σ = f (ε)g
( .
ε
)
h(T)), f (ε) = σ0, h(T) = 1, and the rate factor, g

( .
ε
)
, is:

g
( .
ε
)
=

( .
ε
.
ε0

)p

(14)

Equation (14) is called the power-law rate factor, where p is the fitting parameter and
.
ε0 is the reference strain rate at which the constitutive model that employs Equation (14)
is calibrated.

.
ε0 is usually set arbitrarily as an interested/convenient value (e.g., 1 s−1) in

the calibration process;
.
ε0 is a set parameter. The rate factor value becomes unity at

.
ε =

.
ε0,

thereby simplifying the strain-rate-dependent constitutive model under the framework of
σ = f (ε)g

( .
ε
)

to the form σ = f (ε) at
.
ε =

.
ε0.

Equation (14) was employed as the rate factor in constitutive models such as the
Lin–Wagoner [12] and Khan–Huang–Liang [14] models. Allen, Rules, and Jones [54,55]
also employed Equation (14) in their study but

.
ε0 was limited to 1 s−1. The role of

.
ε0 in

their study was limited to the role of the dimension controller that made the base of the
exponential function non-dimensional.

The variation of the power-law rate factor with log (
.
ε/

.
ε0) is illustrated in Figure 2 for

different values of c. Although the change in the power-law function with its independent
variable is not new, Figure 2 is presented herein as it will also be used later as the comparison
reference for other rate factors such as the Cowper–Symonds and Shin–Kim factors. As
can be observed in Figure 2,

.
ε0 shifts the rate factor curve along the abscissa, which flexibly

describes the log (
.
ε/

.
ε0) dependence of the flow stress as compared with the case where

.
ε0

is fixed to a constant (e.g., unity in Allen, Rules, and Jones [54,55]).
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Figure 2. Change in the power-law rate factor with log (
.
ε/

.
ε0) when

.
ε0 is (a) 1 and (b) 102 s−1.

The
.
ε0 in Equation (14) can be regarded as the fitting parameter in the calibration

process of the constitutive model that employs Equation (14). In such a case, because the
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symbol
.
ε0 is generally reserved for the setting variable, it may be appropriate to express

Equation (14) as:

g
( .
ε
)
=

( .
ε

c

)p

(15)

where c (s−1 unit) and p (dimensionless) are the two fitting parameters. The employment
of Equation (15) in a constitutive model means that the strain rate (c) at which the rate
factor becomes unity is determined in the calibration process using the experimental data,
instead of being set arbitrarily by the user (Equation (14)). In this regard, Equation (15) is a
modified version of the power-law rate factor (Equation (14)).

3.2.2. Wagoner Rate Factor

Wagoner [12] modified the power-law rate factor as:

g
( .
ε
)
=

( .
ε
.
ε0

)m0

√ .
ε· .ε0

m1

(16)

where m0 and m1 are the two fitting parameters.
.
ε0 herein has the same definition and char-

acteristics as those described in the previous section. A modified version of Equation (16)
with two fitting parameters (i.e., γ1 and γ2) was introduced in [13] as:

g
( .
ε
)
=

( .
ε
.
ε0

)γ2+(γ1/2) log (
.
ε· .ε0)

(17)

The factor
.
ε· .ε0 in the exponent and argument of the logarithmic function in Equa-

tions (16) and (17), respectively, are understood herein as
.
ε· .ε0/

.
ε

2
∗, where

.
ε∗ (dimension

controller) is 1 s−1.
The variation in the Wagoner rate factor with log (

.
ε/

.
ε∗) is illustrated in Figure 3. m1

and γ1 in Figure 3a,b, respectively, control the curve slope at
.
ε >

.
ε∗. As observed in

Figure 3b, this rate factor can result in a negative strain-rate dependence in the regime
where

.
ε <

.
ε∗ depending on γ1. In a separate test (resulting figures not shown), m0 and γ2

in Figure 3a,b, respectively, were proportional to the slope of the curves at
.
ε =

.
ε∗.
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Figure 3. Change in Wagoner rate factor ((a) Equation (16) and (b) Equation (17)) with log (
.
ε/

.
ε∗)

(
.
ε∗ = 1 s−1).

3.2.3. Cowper–Symonds Rate Factor

Cowper and Symonds introduced their rate factor as [55–58]:

g
( .
ε
)
= 1 +

( .
ε

C

) 1
P

(18)

where C and P are fitting parameters with units of (time)−1 and unity, respectively. This
rate factor adds unity to a power-law rate factor form (Equation (15)), which offsets the
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g
( .
ε
)

vs. log (
.
ε/C) curve by unity along the vertical (g

( .
ε
)
) axis (Figure 4a). In Equation (18),

parameter C controls the strain rate at which the rate factor value becomes two instead of
unity because of the addition of unity. Parameter P controls the curve shape at a given C
value, as in the case of the power-law factor (Figure 2).
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Figure 4. Changes in the (a) Cowper–Symonds rate factor with log (
.
ε/C) and (b) Johnson–Cook rate

factors with log (
.
ε/

.
ε0) for different parameters.

The Cowper–Symonds rate factor was implemented indeed in many material models
in commercial software (LS-Dyna [33]) and was also considered in many studies [55–58],
despite the drawbacks below. As observed in Figure 4a, it is difficult to make the Cowper–
Symonds rate factor value unity at a specific strain rate by controlling the C and P values.
In Figure 4a, this rate factor reaches unity only when the strain rate is zero; the reference
strain rate that makes this rate factor value unity is 0 s−1. Because infinite time is required
to measure a stress–strain curve at 0 s−1, the reference stress–strain curve ( f (ε) in Equation
(3)) is rarely measured at such a strain rate. Therefore, the reference stress–strain curve of
the Cowper–Symonds rate factor (at 0 s−1) is unfamiliar to researchers. If the power-law
rate factor (Equation (14)), its modified version (Equation (15)), or the Shin–Kim (SK) rate
factor (discussed later) is employed in a constitutive model, the reference strain rate can
be set at, for instance, 0.01–1.0 s−1, which is close to the quasi-static strain rate that can
be routinely achieved in a laboratory. Then, the reliability of the calibrated values of the
constitutive parameters of the reference stress–strain curve ( f (ε)) can be checked (verified)
suitably because the reference stress–strain curves of the foregoing models are not much
different from the familiar curves routinely measured in a laboratory. Thus, the power-law
rate factor, its modified version, and SK rate factor are desirable for use as compared with
the Cowper–Symonds factor.

If the rate factor value can be made unity at an ambient
.
ε0 condition (e.g., 0.01–1.0 s−1)

like in the foregoing rate factor models, the temperature softening factor (h(T)) can be
conveniently calibrated using additional stress–strain curves measured at different tem-
peratures but at the mentioned

.
ε0 condition. In other words, the admissibility of the h(T)

calibration result can be readily checked at an ambient
.
ε0 condition. However, if the

Cowper–Symonds rate factor is employed, the h(T) calibration result cannot be readily
verified because the rate factor value cannot be made unity at an ambient

.
ε0 condition

(but at 0 s-1). Overall, no benefit is found for adding unity to the power law-type factor
(Equation (15)), which results in the Cowper–Symonds model and sets the

.
ε0 value as 0 s−1.

In the Cowper–Symonds rate factor, the slope of the rate factor curve in the quasi-static
regime (log (

.
ε/C) < 0) and that in the high strain-rate regime (log (

.
ε/C) > 0) cannot be

independently controlled. For instance, in Figure 4a, consider the curve for p = 0.5 when
log (

.
ε/C) < 0. This curve is positioned at the bottom among the considered ones. If then,

the slope of this curve (p = 0.5) should be most rapid when log (
.
ε/C) > 0. Other slow-slope

curves (for instance, p = 0.00625) are not allowed in the regime where log (
.
ε/C) > 0. This

characteristic is also similarly observed in the power-law (Equation (14) and Figure 2) and
modified power-law (Equation (15)) rate factors. However, in the SK rate factor (introduced
later), the slope of the rate factor curve when log (

.
ε/C) < 0 and the rate factor value at log

(
.
ε/C) > 0 can be varied independently.
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3.2.4. Johnson–Cook (JC) Rate Factor

The JC constitutive model [10] employs a rate factor:

g
( .
ε
)
= 1 + C ln

( .
ε
.
ε0

)
(19)

where C is a fitting parameter. As mentioned,
.
ε0 is a set parameter at which all of the

parameters of the overall constitutive model employing Equation (19) are calibrated. The
variation of the JC rate factor with log (

.
ε/

.
ε0) depending on the C values is illustrated in

Figure 4b. This rate factor describes a linear increase in the flow stress ( f (ε)) with log (
.
ε/

.
ε0),

which is a major limitation in that it cannot describe the stress upturn phenomenon, which
will be described later.

3.2.5. Huh–Kang Rate Factor

The Huh–Kang rate factor [59] is:

g
( .
ε
)
= c1 ln

.
ε + c2

(
ln

.
ε
)2 (20)

where c1 and c2 are the two fitting parameters;
.
ε in the argument of the logarithmic function

is understood herein as the quantity divided by the unit strain rate
.
ε/

.
ε∗, where

.
ε∗ is 1 s−1.

The variation of the Huh–Kang rate factor with log (
.
ε/

.
ε∗) depending on c1 and c2 is

illustrated in Figure 5. c1 controls the slope of the curves at
.
ε =

.
ε0, whereas c2 controls the

curve slope when
.
ε >

.
ε0. This rate factor can result in a negative strain-rate dependence

in a low strain-rate regime at
.
ε <

.
ε∗ depending on the c2 value. Setting

.
ε∗ values other

than unity in Equation (20) modifies the Huh–Kang rate factor to flexibly describe the
rate hardening behavior by shifting the curves along the abscissa (as in Figure 2 for the
power-law rate factor).
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ε/

.
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(b) 0.2 (
.
ε∗ = 1 s−1).

3.2.6. Shin–Kim (SK) Rate Factor

The SK rate factor [11] is:

g
( .
ε
)
= D ln

( .
ε
.
ε0

)
+ eE

.
ε/

.
ε0 (21)

where D and E are the fitting parameters,
.
ε0 is as previously defined. When the value of E

is set to zero, Equation (21) approximates the JC rate factor.
The variation in the value of Equation (21) with log (

.
ε/

.
ε0) depending on D and E

is illustrated in Figure 6. In Figure 6, the D value controls the slope of the rate factor
curve when

.
ε ≤ .

ε0, that is, the slope in the linearly rising regime (usually the quasi-static
strain-rate regime). The E value controls the onset point of the stress-upturn phenomenon
at a given D value. The slope at

.
ε <

.
ε0 and the rate factor value at

.
ε >

.
ε0 are controlled

independently via D and E values, respectively. As aforementioned, the SK rate factor



Technologies 2022, 10, 52 11 of 44

overcomes the limitations of the power-law rate factor (Equation (15)), Cowper–Symonds
rate factor (Equation (18), and JC rate factor (Equation (19)).
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.
ε/

.
ε0) for different E values when

(a) D = 0.02 and (b) 0.06.

The stress upturn phenomenon generally occurs at approximately
.
ε > 103 s−1, mean-

ing the E value is generally less than approximately 10−4 s−1 as observed in Figure 6. When
.
ε =

.
ε0, Equation (21) becomes practically unity, because E is a small number.

3.2.7. Lim–Huh Rate Factor

Huh et al. [60] proposed a strain-dependent rate factor as follows:

g
( .
ε
)
=

1 + q(ε)
.
ε

m

1 + q(ε)
.
ε0m , q(ε) =

q1

(ε + q2)
q3

(22)

where q1, q2, q3, and m are the fitting parameters.
.
ε and

.
ε0 in the bases of exponential

function in Equation (22) are understood herein as the quantities, each of which is divided
by the unit strain rate:

.
ε/

.
ε∗ and

.
ε0/

.
ε∗, respectively, where

.
ε∗ is 1 s−1. Equation (22) is called

the Lim–Huh model in [61].
The variation in the value of Equation (22) with log (

.
ε/

.
ε∗) is illustrated in Figure 7a

using parameters for 4340 steel [60]: q1 = 0.013, q2 = 0.012, q3 = 0.420, and m = 0.275 when
.
ε0 = 10−3 s−1. As observed in Figure 7a, the degree of rate hardening is dependent on the
strain value: the higher the strain, the lower the degree of rate hardening. In Figure 7b,
where

.
ε0 is increased to 10+3 s−1, as anticipated, the reference value of the strain rate

controls the strain rate at which the rate factor value becomes unity, and the rate factor
curves mainly shift along the log (

.
ε/

.
ε∗) axis.

As q1 increases by ten times in Figure 7c (from 0.013 to 0.13), the rate factor curves
increase more rapidly at

.
ε ≥ .

ε∗, and the vertical gap between the curves increases. As
q2 increases by 40 times to 0.48 (Figure 7d), the rate factor curves increase less rapidly at
.
ε ≥ .

ε∗, diminishing the vertical gap between the curves.
As q3 increases three times to 1.26 (Figure 7e), the stress upturn phenomenon is more

significant at a smaller strain. As m increases three times to 0.825 (Figure 7f), all the rate
factor curves increase more rapidly at

.
ε ≥ .

ε∗, regardless of the strain values, and the
influence of m is more or less similar to that of q1 and is roughly inverse to the influence of
q2. As this rate factor model employs four fitting parameters (i.e., q1, q2, q3, and m) and one
set parameter (

.
ε0), the strain rate dependence of the flow stress can be flexibly described.

3.3. Temperature-Softening Factors

This section reviews some available forms of temperature-softening factors (h(T))
in previous studies. The function h(T) is also referred to hereafter as the temperature
factor (TF). As later observed, the thermal softening phenomenon is often inappropriately
described in many constitutive models because they employed inappropriate TFs. Thus, to
explicitly elucidate the characteristics of TFs using their names, the TFs considered herein
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are named based on their characteristic thermal softening behavior rather than the names
of authors.
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Figure 7. (a) Lim–Huh rate factor for 4340 steel (q1 = 0.013, q2 = 0.012, q3 = 0.420, and m = 0.275 when
.
ε0 =10−3 s−1). Change in curve shapes as (b)

.
ε0 increases to 10+3 s−1; (c) q1 increases ten times to 0.13,

(d) q2 increases 40 times to 0.48; (e) q3 increases three times to 1.26; (f) m increases three times to 0.825.

The temperature of the material results from the environment (e.g., in hot forming or
hot forging) and the heat generated during material deformation owing to plastic work. The
temperature in the constitutive model is the current temperature of the material resulting
from both sources.

3.3.1. Absolute Temperature-Based Factor

The homologous temperature (T∗) is the non-dimensional temperature of a material,
expressed as a function of its melting point. The simplest form of homologous temperature
may be T∗ = T/Tm, which has been used extensively to describe thermally assisted
recrystallization [62]. To describe the thermal softening of metals, Gray et al. [63] employed
the foregoing form of homologous temperature (T∗ = T/Tm) in their TF:

h(T) = 1−
(

T
Tm

)m
(23)

where m is the fitting parameter.
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The variation in the value of Equation (23) with T is illustrated in Figure 8a for a range
of m values. The value of this TF is unity at the absolute temperature. By this reason, this
factor is named herein as the absolute temperature-based factor. As observed in Figure 8a,
the m value controls how rapidly the TF decreases with temperature from the value at
0 K (unity).
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Figure 8. Changes in (a) absolute temperature-based TF; (b) limited range TF (T0 = 298 K); flexible
TF ((c) T0 = 0 K and (d) T0 = 298 K) as a function of T/Tm (Tm = 1773 K). These TFs coerce zero flow
stress at melting point.

3.3.2. Limited-Range Temperature Factor

Johnson and Cook [10] employed the following TF in their constitutive model:

h(T) = 1−
(

T − T0

Tm − T0

)m
(24)

where m is the fitting parameter and (T − T0)/(Tm − T0) is the homologous temperature
(T∗). The reference temperature (T0) is the temperature at which the parameters of the
constitutive model employing Equation (24) are calibrated. T0 is set arbitrarily as the tem-
perature of interest (e.g., 298 K) in the calibration process; T0 is a set parameter. The value
of the TF becomes unity when T = T0, thereby simplifying the temperature-dependent
constitutive model under the framework of σ = f (ε)h(T) to the form σ = f (ε) at T = T0.

Figure 8b illustrates the change in the value of Equation (24) with T for a range of m
values. As observed in Figure 8b, this TF is limited in that its value cannot be calculated
at T < T0 because the base on the right side of Equation (24) becomes negative. Because
Equation (24) is defined only when T ≥ T0, it is herein named as the limited-range TF.
Furthermore, for some m values (e.g., m = 0.3), the curve shape is unrealistic near the
reference temperature; the TF decreases overly rapidly at around T0.

3.3.3. Flexible Temperature Factor

To overcome the limitations of the limited-range TF, Khan, Suh, and Kazmi [14]
introduced a TF as:

h(T) =
(

Tm − T
Tm − T0

)m
(25)



Technologies 2022, 10, 52 14 of 44

which employed a different form of the homologous temperature (T∗ = (Tm − T)/(Tm − T0))
from that in the JC model (T∗ = (T − T0)/(Tm − T0)).

Shin and Kim [11] also independently overcame the limit of the limited range TF by
introducing a TF:

h(T) =
[

1−
(

T − T0

Tm − T0

)]m
(26)

which employed the JC-type homologous temperature (T∗ = (T − T0)/(Tm − T0)). Note
that Equation (26) is simplified to Equation (25). In Reference [11], the function shapes
of Equation (26) were illustrated for a range of m values (Figure 8d) with reference to the
limited-range TF (Figure 8b).

The curve shape when T0 = 0 K (Figure 8c) is comparable to that of the absolute
temperature-based factor (Figure 8a); however, their curve shapes are notably different.
As observed in Figure 8d (T0 > 0 K), the TF value of Equation (26), that is, (25), can be
calculated at temperatures even below T0, unlike the limited-range factor (Figure 8b). This
is because the base for the exponent m in Equation (25), that is, (26), is positive even at
T < T0.

The value of Equation (25), that is, (26), can be made unity at an arbitrary temperature
of interest, and thermal softening behavior is very flexibly described. Accordingly, this
factor is referred to as the flexible TF herein. All the TFs illustrated in Figure 8 coerce the
TF value to zero at the melting point, which is physically natural.

3.3.4. Pseudo-Linear Temperature Factor

Varshni [64] described the temperature dependence of the shear modulus as µ(T) = µ0h(T),
where µ and µ0 are the shear moduli at T and 0 K, respectively. A TF (h(T)) with an expo-
nential function was introduced as:

h(T) = 1− α

exp(T1/T)
(27)

where α and T1 are fitting parameters.
The variation of Equation (27) with T depending on T1 is illustrated in Figure 9a.

Equation (27) describes a roughly linear decrease in flow stress with temperature, which is
why this model is called the pseudo-linear TF herein. In Figure 9a, T1 controls the slope of
the thermal softening curve. The increase in α shifts the curves in Figure 9a downward (not
shown). For most T1 values, this TF is not zero at the melting point, which is unrealistic.
This TF and the other three TFs illustrated in Figure 9 do not coerce the zero-flow stress at
the melting point, unlike the TFs illustrated in Figure 8. However, the Follansbee–Kocks
(FK) constitutive model [26–31] employed Equation (27). The consequence of employing
the pseudo-linear TF is presented later in the FK model section.

3.3.5. Linear Temperature Factor

Hutchinson [65] considered a linear TF:

h(T) = 1− α(T − T0) (28)

where α is the fitting parameter, and T0 is the reference temperature. The variation of
Equation (28) with T depending on the α value is illustrated in Figure 9b. Based on
Equation (28), the value of this factor is unity at T0. However, as in the pseudo-linear factor
(Figure 9a), this TF becomes zero at Tm only for a specific value of α, which limits the role of
α as a calibration parameter. However, this factor was employed in the models of Steinberg
et al. [21,22] and Preston–Tonks–Wallace [24,25]. The consequences of employing this TF
are presented later in the respective model sections.
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Figure 9. (a) Pseudo-linear; (b) linear; (c) power-law I; (d) power-law II TFs for different parameters
(T0 = 298 and Tm = 1783 K). These TFs did not coerce zero flow stress at the melting point.

3.3.6. Power-Law Temperature Factor I

According to [13], Zuzin et al. (Zuzin, W.I.; Broman, M.Y.; Melnikov, A.F. Flow
Resistance of Steel at Hot Forming. 1964, Metallurgy) introduced a power-law TF as follows:

h(T) =
(

T
T0

)β

(29)

where β is the fitting parameter, and T0 is the reference temperature.
The change in this TF (Equation (29)) with T depending on β is illustrated in Figure 9c.

This TF describes the ratio of the flow stress at varying temperatures with reference to
that at the reference temperature (T0). It describes a relatively rapid decay of flow stress
with the temperature at T < T0, whereas the flow stress decreases relatively little with the
temperature at T > T0. This TF was employed in the Lin–Wagoner (LW) model [10]. The
consequence of employing this factor is presented later in the LW model section.

3.3.7. Power-Law Temperature Factor II

Lubahn and Schnectady [66] considered a different power-law form TF with only one
fitting parameter:

h(T) = a(
T

Tm ) (30)

where a is the fitting parameter, and Tm is the material constant (melting point). The
variation of Equation (30) with T depending on a is illustrated in Figure 9d. Similar to
the other TFs in Figure 9, this factor is not zero at Tm for most of a (the fitting parameter).
It becomes zero at an excessively low temperature when the a value is tiny, for example,
a = 10−5.



Technologies 2022, 10, 52 16 of 44

4. Phenomenological Constitutive Models
4.1. Johnson–Cook (JC) Model

To describe not only the strain dependence but also the strain rate and temperature
dependencies of the flow stress, Johnson and Cook [10] modeled the flow stress as:

σ = [A + Bεn]

[
1 + C ln

( .
ε
.
ε0

)][
1−

(
T − T0

Tm − T0

)m]
(31)

where A, B, n, C, and m are the five fitting parameters. When
.
ε =

.
ε0 and T = T0 (reference

state), only the Ludwik strain hardening model (Equation (8)) remains in Equation (31);
the parameters A, B, and n then describe the flow stress–strain curve in the reference state.
This model probably has been applied most extensively to simulate high strain-rate events.

The JC model parameters for oxygen-free high thermal conductivity (OFHC) copper,
available in [10], are listed in Table 1. Using these parameters, the JC model-predicting
flow stresses were calculated herein for a wide range of strain rates and temperatures,
and the results are presented in Figure 10. The predicted stress–strain curves at 300 K for
different strain rates and the curves at

.
ε = 1 s−1 for different temperatures are presented in

Figure 10a,b, respectively. As assumed in this model, the stress–strain curves at strain rates
and temperatures different from the reference state (

.
ε0 and T0) are determined by multiply-

ing the reference curve by the constants (i.e., rate and temperature factors, respectively).

Table 1. Parameters of the JC model for OFHC [10] (
.
ε0 = 1 s−1, T0 = 298 K, and Tm = 1356 K).

Parameter A B n C m

Unit MPa MPa 1 1 1

Value 90 292 0.31 0.025 1.07
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Figure 10. Flow stress–strain curves of OFHC copper predicted using the JC model (a) at 300 K for
different strain rates and (b) at

.
ε = 1 for different temperatures. Change in flow stress at ε = 0.5 (c) with

log (
.
ε/

.
ε0) for different temperatures and (d) with T/Tm for different strain rates.

Therefore, there is no fundamental shape change in the stress–strain curve with the
change in strain rate or temperature. The shape of the stress–strain curves in Figure 10a,b
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resulting from the decoupled framework of Equation (3) will serve as a comparison refer-
ence for the stress–strain curves predicted using constitutive models under the coupled
frameworks (Equations (4) and (5)), which are introduced later in the LW [12], SKW [13],
and ZA-FCC [17,18] model sections.

The changes in flow stress values at ε = 0.5 are illustrated with log (
.
ε/

.
ε0) and tempera-

ture in Figure 10c,d, respectively. In Figure 10c, the flow stress increases linearly with log
(

.
ε/

.
ε0) because of the employed rate factor (Equation (19) and Figure 4b). As mentioned, in

Figure 10d, the temperature softening is described at T > T0. This model should not fail to
describe the flow stress over a wide range of strain rates and temperatures for no reason
(except for a temperature range below T0).

4.2. Shin–Kim (SK) Model

The flow stress of ductile materials generally increases slowly with log (
.
ε/

.
ε∗) at a

low strain rate (the Arrhenius type increase), whereas beyond a certain range of the strain
rate (103–104 s−1), the flow stress rapidly turns upward [67–69]. This phenomenon, called
stress upturn, results from a viscous drag on dislocations at high dislocation velocities.
To describe the stress upturn phenomenon and to overcome the limitations of the limited
range TF (Equation (24); Figure 8b), Shin and Kim [11] modeled the flow stress as follows:

σ =
[

A + B
{

1− e−Cε
}][

D ln
( .

ε
.
ε0

)
+ eE

.
ε/

.
ε0

][
1−

(
T − T0

Tm − T0

)]m
(32)

where A, B, C, D, E, and m are the six fitting parameters. Only the Voce model (Equation (9))
remains at the reference state (

.
ε =

.
ε0 and T = Tm); parameters A, B, and C describe the

stress–strain curve in the reference state.
The SK model parameters for OFHC copper, available in [70], are listed in Table 2.

Using these parameters, the SK model-predicting flow stresses were calculated herein for a
wide range of strain rates and temperatures, and the results are presented in Figure 11. As
this model also belongs to the decoupled framework (Equation (3)), the curve shapes in
Figure 11a,b are determined by multiplying the constants with the reference curve.

Table 2. Parameters of the SK model for OFHC [70] (
.
ε0= 1 s−1, Tref = 298 K, and Tm = 1356 K).

Parameter A B C D E m

Unit MPa MPa 1 1 1 1

Value 96 261 6.13 0.044 1.41 × 10−6 0.7

Figure 11c presents the change in flow stress at ε = 0.5, with log (
.
ε/

.
ε0) for different

temperatures, which illustrates how this model characteristically describes the stress upturn
phenomenon using one more rate parameter (E) than the JC rate parameter (C). The
necessity of employing one more parameter can be judged in comparison with the JC
model (Equation (31) and Figure 10c).

Figure 11d shows the flow stress softening with temperature. The flow stress is de-
scribed flexibly even at T < Tref because of the employed temperature factor of Equation (25),
i.e., (26) shown in Figure 8d. In Figure 11c,d, no reason can be found for why this model
should fail to describe the flow stress in wide ranges of strain rates and temperatures.

The reference stress–strain curve does not shift upward or downward solely by the
rate factor (Figure 11c), but it shifts as a result of the co-action with the temperature factor
(Figure 11d). The flow stress upturn at a high strain rate (Figure 11c) instantly shifts the
reference stress–strain curve upward (Figure 11a), resulting in notable increase in plastic
work. Subsequently, temperature increases significantly, which lowers the flow stress back
to some extent due to the thermal softening. In the case of a shaped charge jet simulation [9],
the increased plastic work due to the stress upturn resulted in an increased volume of melt,
which is interpreted to occur after significant thermal softening.



Technologies 2022, 10, 52 18 of 44

Technologies 2022, 10, x FOR PEER REVIEW 19 of 46 
 

 

a wide range of strain rates and temperatures, and the results are presented in Figure 11. 
As this model also belongs to the decoupled framework (Equation (3)), the curve shapes 
in Figure 11a,b are determined by multiplying the constants with the reference curve. 

Table 2. Parameters of the SK model for OFHC [70] (𝜀  = 1 s−1, 𝑇  = 298 K, and Tm = 1356 K). 

Parameter A B C D E m 
Unit MPa MPa 1 1 1 1 

Value 96 261 6.13 0.044 1.41 × 10−6 0.7 
 

  

  

Figure 11. Flow stress–strain curves of OFHC copper predicted using the SK constitutive model (a) 
at 300 K for different strain rates and (b) at 𝜀 = 1 for different temperatures. Changes in flow stress 
at 𝜀 = 0.5 (c) with log (𝜀/𝜀 ) for different temperatures and (d) with T/Tm for different strain rates 
(Tm = 1356 K). 

Figure 11c presents the change in flow stress at 𝜀 = 0.5, with log (𝜀/𝜀 ) for different 
temperatures, which illustrates how this model characteristically describes the stress up-
turn phenomenon using one more rate parameter (E) than the JC rate parameter (C). The 
necessity of employing one more parameter can be judged in comparison with the JC 
model (Equation (31) and Figure 10c). 

Figure 11d shows the flow stress softening with temperature. The flow stress is de-
scribed flexibly even at T < Tref because of the employed temperature factor of Equation 
(25), i.e., (26) shown in Figure 8d. In Figure 11c,d, no reason can be found for why this 
model should fail to describe the flow stress in wide ranges of strain rates and tempera-
tures. 

The reference stress–strain curve does not shift upward or downward solely by the 
rate factor (Figure 11c), but it shifts as a result of the co-action with the temperature factor 
(Figure 11d). The flow stress upturn at a high strain rate (Figure 11c) instantly shifts the 
reference stress–strain curve upwards, resulting in notable increase in plastic work. Sub-
sequently, temperature increases significantly, which lowers the flow stress back to some 
extent due to the thermal softening. In the case of a shaped charge jet simulation [9], the 
increased plastic work due to the stress upturn caused significant thermal softening to-
gether with an increased volume of melt. 

0.0 0.2 0.4 0.6 0.8 1.0
0

300

600

900

1200

1500

1800

 

 

(a) T = 300 K

Fl
ow

 s
tre

ss
 (M

Pa
)

Strain

.
ε = 1x106 s-1

.
ε = 1x103 s-1

.
ε = 1 s-1

.
ε = 1x10-3 s-1

.
ε = 1x10-6 s-1

0.0 0.2 0.4 0.6 0.8 1.0
0

150

300

450
.ε

 

 

Fl
ow

 s
tre

ss
 (M

Pa
)

Strain

(b)    = 1 s-1
T = 100 K

T = 600 K

T = 900 K

T = 300 K

T = 1200 K

-6 -4 -2 0 2 4 6
0

200

400

600

800

. .
ε0ε

ε

 

 

Fl
ow

 s
tre

ss
 (M

Pa
)

log (     /     )

(c)    = 0.5

T = 100 K

T = 600 K

T = 900 K

T = 300 K

T = 1200 K

0 0.2 0.4 0.6 0.8 1
0

500

1000

1500

2000

 

.ε = 1x10-6 s-1

 

(d) ε = 0.5

Fl
ow

 s
tre

ss
 (M

Pa
)

T/Tm

.ε = 1x103 s-1

.ε = 1x10 6 s -1

.
ε = 1 s-1

.ε = 1x10-3 s-1

Figure 11. Flow stress–strain curves of OFHC copper predicted using the SK constitutive model (a) at
300 K for different strain rates and (b) at

.
ε = 1 for different temperatures. Changes in flow stress

at ε = 0.5 (c) with log (
.
ε/

.
ε0) for different temperatures and (d) with T/Tm for different strain rates

(Tm = 1356 K).

4.3. Lin–Wagoner (LW) Model

To describe the change in the shape of the flow stress–strain curve with temperature
(coupling of strain hardening with temperature), Lin and Wagoner (LW) [12] described the
flow stress based on the framework of σ = F(ε, T)h(T)g

( .
ε
)
:

σ = σ0

{
1− Ae[C+D(T−T0)]ε

}( T
T0

)m( .
ε
.
ε0

)β

(33)

where σ0, A, C, D, β, and m are the six fitting parameters.
The LW model parameters for SS310 steel, available in [12], are listed in Table 3. Using

these parameters, the LW model-predicting flow stresses were calculated herein for a wide
range of strain rates and temperatures, and the results are presented in Figure 12. As
the influence of strain rate is decoupled in this model, in Figure 12a, no fundamental
change in the shape of the stress–strain curve is noted with strain rate; the curves at strain
rates other than the reference rate are obtained by simply multiplying constants with the
reference curve.

Table 3. Parameters of the LW model for SS310 (
.
ε0 = 0.002, T0 = 298 K, and Tm = 1727 K) [12].

Parameters σ0 A C D β m

Unit MPa MPa 1 K−1 1 1

Value 989.3 0.7287 −3.791 −0.0086 0.0098 −0.574

As observed in Figure 12b, the curve shape changes with temperature. To describe
such coupling, this model employs one more fitting parameter (σ0, A, C, D, and m) than the
decoupled model with the Voce hardening law (A, B, C, and m in Equation (32)). In separate
trial, when the 300 K curve was multiplied by approximately 0.5, a curve similar to the
1200 K curve were obtained. If multiplied by approximately two, a curve shape different
from the 100 K curve was obtained. Therefore, the LW model describes the thermal coupling
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of the stress–strain curve at cryogenic temperatures (e.g., 100 K), while the predicted curve
shapes at ambient and high temperatures seem to be obtained roughly similarly to the
case of a decoupled model (Figure 11b) that employs the same Voce function. The price of
employing one more parameter reveals its value at T < 300 K.
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strain rates and (b) at

.
ε = 1 for different temperatures. Change in flow stress at ε = 0.5 (c) with log

(
.
ε/

.
ε0) for different temperatures and (d) with T/Tm for different strain rates (Tm = 1727 K).

According to the power-law rate factor (Figure 2), a small β value (0.0098 in Table 3)
results in a roughly linear increase in the flow stress with log (

.
ε/

.
ε0), as shown in Figure 12c.

The curve shape in Figure 12c will vary if β changes from 0.0098, as shown in Figure 2.
As observed in Figure 12d, this model describes the flow stress softening with tem-

perature from an overly high stress value at 0 K. Because the temperature dependence
of the flow stress is not solely described using power-law temperature factor I, (T/T0)m

(Figure 9c), but it also employs the Voce-type function, understanding the variations of the
σ vs. T/Tm curve with m necessitates some effort. In separate tests (resulting figures not
presented herein), the m of this model needed to be negative to describe the decreasing
nature of the flow stress with temperature. An m of −0.2 shifted the current curves in
Figure 12d (with m = −0.574) upward, whereas an m of −0.9 shifted the current curves
downward; the curve shape was always convex down with such changes in m. In the case
of SS310, this model predicts a notable flow stress value at the melting point (T/Tm = 1),
which is unrealistic.

4.4. Sung–Kim–Wagoner (SKW) Model

To describe the coupling of strain hardening with temperature, Sung, Kim, and Wag-
oner (SKW) [13] employed the form,

σ = F(ε, T)h(T)g
( .
ε
)

(34)
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as in the case of the LW model [12]. The function g
( .
ε
)

is given by Equation (17). The
functions F(ε, T) and h(T) were selected from the study of Sung et al [13]:

F(ε, T) = α(T)Hεn + [1− α(T)]V
(

1− Ae−Bε
)

(35)

α(T) = α1 − α2(T − T0) (36)

h(T) = 1− β(T − T0) (37)

where H, n, α1, α2, V, A, B, and β, and the parameters in Equation (17) (γ1 and γ2) are ten
fitting parameters. Equations (17) and (34)–(37) are the SKW model.

The SKW model parameters for DP590 steel, available in [13], are listed in Table 4.
Using these parameters, the SKW model-predicting flow stresses were calculated herein for
a wide range of strain rates and temperatures, and the results are presented in Figure 13.
According to Equation (34), the strain rate dependence of the stress–strain curve is described
by multiplying the reference curve (the curve at

.
ε =

.
ε0) by a constant. Therefore, as

illustrated in Figure 13a, there is no fundamental change in the curve shape with the change
in strain rate such as in the case of the decoupled models (i.e., JC and SK).

Table 4. Parameters of the SKW model for DP590 steel (
.
ε0 = 1 s−1,

.
ε∗ = 1 s−1, T0 = 298 K, and

Tm = 1750 K) [13].

Parameters H n V A B α1 α2 β γ1 γ2

Unit MPa 1 MPa 1 1 1 K−1 K−1 1 1

Value 1051 0.179 643.9 0.576 22.44 0.818 0.00193 2.7 × 10−4 0.001 0.1
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Figure 13. Flow stress–strain curves predicted for DP590 steel using the SKW model (a) at 300 K for
different strain rates and (b) at

.
ε = 1 for different temperatures. A change in flow stress at ε = 0.5

(c) with log (
.
ε/

.
ε0) for different temperatures and (d) with T/Tm for different strain rates (

.
ε0 = 1 s−1,

.
ε∗ = 1 s−1, T0 = 298 K, Tm = 1750 K).

Because the temperature dependence of the stress–strain curve in this model is not
solely described using the linear temperature factor (Equations (36) and (37)), but it also
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employs the Voce-type function (Equation (35)), investigating the variation of the curve
shape with temperature is of interest. In Figure 13b, there is indeed a change in the shape of
the stress–strain curve with temperature. At 1200 K, even the strain-softening phenomenon
is described. In the temperature range from cryogenic temperature (100 K) to approximately
600 K (Figure 13b), the stress–strain curves can be predicted more or less similarly (although
not perfectly) using a decoupled model that employs the same Voce function, i.e., by
multiplying a reference curve (e.g., the curve at 300 K) by constants. The price of employing
ten fitting parameters repays at temperatures higher than approximately 600 K, provided
that the shape of the predicted curve in the high-temperature regime is verified.

The log (
.
ε/

.
ε0) dependence of the flow stress value (at ε = 0.5) is illustrated in Figure 13c.

The influence of the Wagoner strain rate law (Figure 3) employed in Equation (34) appears.
The variation in the curve shape depending on the values of γ1 and γ2 can be inferred from
Figure 3.

In Equation (35), the Voce and Ludwik hardening laws are multiplied by two linear
temperature factors (Equations (36) and (37)) differently. Thus, the investigation of the
appearance of σ vs. T/Tm curves is of interest. Figure 13d shows the σ vs. T/Tm curves
(at ε = 0.5) for different temperatures. The collaboration of the functions F(ε, T), α(T), and
h(T) results in a convex-down and roughly quadratic/linear decrease in the flow stress
with temperature. The strain rate dependence of the σ vs. T/Tm curve in Figure 13d is
much higher than that of the LW model (Figure 12d). Further study is necessary to elucidate
which one (either Figure 13d or 12d) is more realistic. In Figure 13d, the magnitude of
the flow stress at the melting point (T/Tm = 1) is still apparent except at an overly slow
strain rate. The flow stress at the melting point notably increases with strain rate, which
is unrealistic.

4.5. Khan–Huang–Liang (KHL) Model

The degree of strain hardening after yielding generally increases with strain rate in
most ductile materials (Figure 10a, Figure 11a, Figure 12a, and Figure 13a). However, the
degree of strain hardening of Ti–6Al–4V decreases with the strain rate [14]. Motivated
by this observation, Khan, Huang, and Liang (KHL) [14] described the coupling of the
influences of strain and strain rate based on the framework of σ = F

(
ε,

.
ε
)
h(T):

σ =

[
A + B

(
1−

ln
( .
ε/

.
ε0
)

ln
( .
εub/

.
ε0
))n1

εn0

]( .
ε
.
ε0

)c( Tm − T
Tm − T0

)m
(38)

where A, B, n1, n0, c, and m are six fitting parameters, and
.
εub is the upper-bound strain

rate, which was set arbitrarily as 106 s−1 in the original study.
The KHL model parameters for Ti–6Al–4V, available in [14], are listed in Table 5. Using

these parameters, the KHL model-predicting flow stresses were calculated herein for a
wide range of strain rates and temperatures, and the results are presented in Figure 14. In
Figure 14a, this model characteristically describes a diminished degree of strain hardening
as the strain rate increases. To describe the coupling of the influences of strain and strain
rate on the flow stress, this model employs one more fitting parameter (A, B, n1, n2, and m)
than the decoupled model employing the Ludwik hardening law (i.e., A, B, n, and m in
Equation (31)). The necessity of employing one more parameter to describe the coupling of
strain and strain rate (Equation (38) and Figure 14a) for a given material can be judged by
comparing the stress–strain curves at different strain rates in Figure 10a (the JC model that
employs the same Ludwik hardening model). In Figure 14a, the degree of strain hardening
decreases from approximately 103 s-1, which eventually leads to the disappearance of the
strain hardening phenomenon at 106 s-1; the upper-bound strain rate is 106 s-1 (see Table 5).
When the strain rate is near the value of the upper bound (e.g.,

.
ε = 105 s−1), the magnitude

of the flow stress can be lower than a lower strain rate counterpart (e.g., the curves at 1 and
103 s-1), especially when the strain is high.
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Table 5. Parameters of the KHL model for Ti–6Al–4V (
.
ε0 = 1 s−1,

.
εub = 106 s−1, T0 = 296 K, and

Tm = 1933 K) [14].

Parameters A B n1 n0 C m

Unit MPa MPa 1 1 1 1

Value 1069 874.8 0.5456 0.4987 0.02204 1.3916
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Figure 14. Flow stress–strain curves of Ti–6Al–4V predicted using the KHL model (a) at 300 K for
different strain rates and (b) at

.
ε = 1 for different temperatures. Change in flow stress at ε = 0.5

(c) with log (
.
ε/

.
ε0) for different temperatures and (d) with T/Tm for different strain rates (

.
ε0 = 1 s−1,

.
εub = 106 s−1, T0 = 296 K, and Tm = 1933 K).

As the influence of temperature is decoupled in this model (Equation (38)), the curves
at temperatures other than the reference temperature are obtained by multiplying the
reference curve with the constants, as in the case of the JC and SK models. Consequently, in
Figure 14b, no fundamental difference in the shapes of the stress–strain curves is observed
for different temperatures.

Because this model describes the strain rate dependence of the flow stress using
not only the power-law rate factor (Equation (14)) but also the Ludwik-type function
(Equation (38)), investigating the variation of the flow stress with log (

.
ε/

.
ε0) is of interest.

Figure 14c illustrates the σ vs. log (
.
ε/

.
ε0) curves (at ε = 0.5) for different temperatures.

Interestingly, the values of the flow stress (at ε = 0.5) reaches a maximum at approximately
103 s−1 and decreases thereafter, which is believed to be unrealistic.

To avoid the appearance of the maximum flow stress, the
.
εub value was separately set

to a higher value, e.g., 108 s−1 (resulting figures not presented herein). As a result, unlike
the curves in Figure 11a, similar shapes of the stress–strain curve were observed despite
the change in strain rate. The coupling of strain hardening with strain rate was broken if an
excessively high

.
εub value was set.

According to Equation (25), i.e., (26) (Figure 8d), an m of 1.3916 (Table 4) results in a
σ vs. T/Tm curve with a convex-down shape as observed in Figure 14d. How the curve
shape in Figure 14d will change depending on the m values can be inferred from Figure 8d.
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4.6. Rusinek–Klepaczko (RK) Model

Rusinek, Zaera, and Klepaczko (RK) [15,16] considered the full coupling of the influ-
ences of strain, strain rate, and temperature in the framework of σ = G

(
ε,

.
ε, T
)
:

σ = Er(T)
[

B
( .
ε, T
)
(ε0 + ε)n(

.
ε,T) + σ∗

( .
ε, T
)]

(39)

Er(T) = 1− (T/Tm)eTc(1−Tm/T)

B
( .
ε, T
)
= B0

[
(T/Tm) log

( .
εUB/

.
ε
)]−B1

n
( .
ε, T
)
= n0

[
1− n1(T/Tm) log

( .
ε/

.
εLB
)]

σ∗
( .
ε, T
)
= σ0

[
1− σ1(T/Tm) log

( .
εUB/

.
ε
)]σ2

where
.
εLB and

.
εUB are the strain rates of the lower- and upper-bounds, respectively; ε0, Tc,

B0, B1, n0, n1, σ0, σ1, and σ2 are nine fitting parameters.
The RK model parameters for mild steel ES, available in [16], are listed in Table 6.

Using these parameters, the RK model-predicting flow stresses were calculated herein for a
wide range of strain rates and temperatures, and the results are presented in Figure 15. The
.
ε dependence of the stress–strain curves at T = 300 K (Figure 15a) and the T dependence of
the stress–strain curves at

.
ε = 1 s−1 (Figure 15b) indicate that there is no apparent change

in the shape of the curve with
.
ε or T, as in the case of a decoupled model, e.g., JC and SK

(Equations (31) and (32)).

Table 6. Parameters of the RK model for mild steel ES (
.
εLB = 10−6 s−1,

.
εUB = 106 s−1, and

Tm = 1793 K) [16].

Parameter ε0 Tc B0 B1 n0 n1 σ0 σ1 σ2

Unit 1 1 MPa 1 1 1 MPa 1 1

Value 0.0018 0.59 591.6 0.2 0.285 0.19 406.3 0.48 2.8
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Figure 15. Flow stress–strain curves predicted for mild steel ES using the RK model (a) at 300 K
for different strain rates and (b) at

.
ε = 1 for different temperatures. Change in flow stress at ε = 0.5

(c) with log (
.
ε/

.
ε∗) for different temperatures and (d) with T/Tm for different strain rates (

.
ε∗ = 1 s−1,

.
εLB = 10−6 s−1,

.
εUB=106 s−1, and Tm = 1793 K).
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As observed in Figure 15a, the description capability of the flow stress at high strain
rates (e.g.,

.
ε = 106 s−1) is limited. This is because the function B

( .
ε, T
)

cannot be calculated at
such a high strain rate. In Figure 15b, the flow stress description capability is also limited at
high temperatures (T ≥ 900 K), which is because the function σ∗

( .
ε, T
)

cannot be calculated
at such high temperatures.

The log (
.
ε/

.
ε∗) dependence of the flow stress (

.
ε∗ = 1 s−1; ε = 0.5) is shown in Figure 15c.

The T/Tm dependence of the flow stress (at ε = 0.5) is shown in Figure 15d. These figures
indicate the calculable limits in

.
ε and the temperature, respectively, which results from the

mentioned characteristics of the B
( .
ε, T
)

and σ∗
( .
ε, T
)

functions, respectively.

5. Physically Based Constitutive Models
5.1. Zerilli–Armstrong (ZA) Model

Zerilli and Armstrong (ZA) [17,18] considered the mechanism of dislocation motion
depending on the crystalline structure. In FCC materials, dislocations traverse the barriers
of forest dislocations, and the thermal activation area decreases with plastic strain because
of the increase in dislocation density. In BCC materials, dislocations overcome Peierls–
Nabarro barriers, and the thermal activation area is independent of strain. Consequently,
the yield stress of FCC materials is considered to be mainly governed by strain hardening,
whereas it is primarily governed by strain rate hardening and temperature softening in
BCC materials. Consequently, ZA proposed different constitutive relations for FCC and
BCC materials. The ZA model also claimed to describe the behavior of HCP materials
because of the intermediate characteristics between BCC and FCC materials.

To develop the crystalline structure-dependent constitutive model, ZA employed the
Ludwik hardening model (σ = C0 + C5εn) to which a dislocation-mechanics-based term
was added to couple the influences of strain, strain rate, and temperature:

σ = C0 + C5εn +
[
C1 + C2

√
ε
]
e{−C3+C4 ln (

.
ε)}T (40)

where n (dimensionless), C0, C1, C2, C3, C4, and C5 are the seven fitting parameters.
.
ε in

the argument of the logarithmic function in Equation (40) is the quantity that should be
divided by the unit strain rate:

.
ε/

.
ε∗, where

.
ε∗ is 1 s−1. In Equation (40), the added term

after the Ludwik hardening model describes the coupling phenomenon, G
(
ε,

.
ε, T
)
, which

stems from physics-based dislocation mechanics.
The actual number of fitting parameters in the ZA model are generally fewer than

seven because C1 = C5 = 0 for FCC materials (four fitting parameters; the n value is arbitrary);
Equation (40) is then in the framework of σ = C0 + G

(
ε,

.
ε, T
)
. For BCC materials, C2 = 0

(six fitting parameters); Equation (40) is then in the framework of σ = f (ε) + F
( .
ε, T
)
.

5.1.1. ZA-FCC Model

The parameters of the ZA-FCC model (σ = C0 + G
(
ε,

.
ε, T
)
) for copper, available

in [17], are listed in Table 7. Using these parameters, the ZA-FCC model-predicting flow
stresses were calculated herein for a wide range of strain rates and temperatures, and the
results are presented in Figure 16. In Figure 16a,b, the yield strengths are independent of
either the strain rate or temperature because of the employed framework for FCC materials:
σ = C0 + G

(
ε,

.
ε, T
)
.

Table 7. Parameters of the ZA model for an FCC material (copper) (
.
ε∗ = 1 s−1, Tm = 1356 K) [17].

Parameters C0 C2 C3 C4

Unit MPa MPa K−1 K−1 s−1

Value 46.5 890 0.0028 0.000128
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Figure 16. Flow stress–strain curves predicted for copper (FCC) using the ZA model (a) at 300 K
for different strain rates and (b) at

.
ε = 1 for different temperatures. Change in flow stress at ε = 0.5

(c) with log (
.
ε/

.
ε∗) for different temperatures and (d) with T/Tm for different strain rates (

.
ε∗ = 1 s−1,

Tm = 1356 K).

Figure 16a,b illustrate how the curve shape changes with
.
ε and T, respectively. In

Equation (40), an
.
ε- and T-independent yield strength (C0) is assumed, where the

.
ε- and

T-dependent flow stress is added. Therefore, the curve shape changes with
.
ε and T under

the constraint of a constant yield strength (σy); strain hardening is coupled with
.
ε and T

mainly because of the σy constancy. The σy of annealed copper may be constant within
limited ranges of

.
ε and T. However, unlike the treatment in ZA-FCC model, as-received

copper and other FCC materials [37,71,72] show different σy values with
.
ε and T.

In Figure 16c, (i) the increase in stress with log (
.
ε/

.
ε∗) is pseudo linear at the cryogenic

temperature, whereas the flow stress gradually increases nonlinearly at a higher temper-
ature in a high

.
ε regime (e.g., when log (

.
ε/

.
ε∗) >≈ 2); (ii) the flow stress decreases little

with temperature from approximately 900 K. These characteristics are also observed in the
ZA-BCC model that is introduced in the next section.

As shown in Figure 16d, the ZA-FCC model also characteristically describes the σ vs.
T/Tm curves to be convex down. When the range of

.
ε is less than approximately 1 s−1, the

magnitude of the flow stress is non-negligible at Tm. If the
.
ε value is 103 s−1, the magnitude

of the flow stress at Tm is quite notable and increases further with
.
ε, which is unrealistic.

5.1.2. ZA-BCC Model

The parameters of the ZA-BCC model (σ = f (ε) + F
( .
ε, T
)
) for tantalum, available

in [18], are listed in Table 8. Using these parameters, the ZA-BCC model-predicting flow
stresses were calculated herein for a wide range of strain rates and temperatures, and the
results are presented in Figure 17. In Figure 17a,b, the yield strength is now dependent on
both strain rate and temperature because of the employed framework for BCC materials:
σ = f (ε) + F

( .
ε, T
)
. Because of this framework, the stress–strain curves in Figure 17a,b shift

upward or downward depending on the function value of F
( .
ε, T
)
, which are added to

f (ε). Note that the curve shapes are identical despite the change in strain rate (Figure 17a)
or temperature (Figure 17b) due to the framework for BCC materials (C2 = 0); the strain
hardening (the stress–strain curve) is independent of

.
ε and T in the ZA-BCC model.
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Table 8. Parameters of the ZA model for a BCC material (tantalum) (
.
ε∗= 1 s−1, Tm = 3290 K) [18].

Parameters C0 C1 C3 C4 C5 n

Unit MPa MPa K−1 K−1 s−1 MPa 1

Value 30 1125 0.00535 0.000327 310 0.44
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(c) with log (
.
ε/

.
ε∗) for different temperatures and (d) with T/Tm for different strain rates (

.
ε∗ = 1 s−1,

Tm = 3290 K).

As shown in Figure 17c, the ZA-BCC model also predicts a higher strain rate depen-
dence of the flow stress as the temperature increases like the ZA-FCC model does. The
two temperature-dependent features mentioned in the ZA-FCC model (Figure 16c) are also
observed in Figure 17c. Such characteristics are uniquely observed in the ZA-FCC and
ZA-BCC models among the considered models herein.

In Figure 17d, the ZA-BCC model characteristically describes the σ vs. T/Tm curves
to be convex down as in the case of copper (ZA-FCC; Figure 16d). It is also noted that
when

.
ε < 103 s−1, the magnitude of the flow stress decreases rapidly at temperatures

less than approximately 0.4 Tm; the flow stress decreases overly rapidly at relatively low
temperatures. Furthermore, the magnitude of the flow stress is quite notable even at Tm at
all the investigated strain rates, which is unrealistic.

5.2. Voyiadjis–Abed (VA) Model

Voyiadjis and Abed [19] noted that the ZA model could not be applied to deformation
at high temperatures because of (i) the approximation in the formulation process and
(ii) negligence of the influence of strain rate on the thermal activation area. By considering
the evolution of dislocation density during plastic deformation in analyzing the thermal
activation of dislocations in FCC and BCC materials, VA developed a constitutive model
with the framework of σ = f (ε) + F

( .
ε, T
)

as in the ZA-BCC model [17,18]; the Ludwik
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strain hardening law was employed to which a dislocation mechanics-based term is added
to describe the coupling of strain hardening with

.
ε and T:

σ = Ya + Bεn + Ŷ
{

1−
[
β1T − β2T ln

( .
ε
)]1/q

}1/p
(41)

where Ya, B, n, Ŷ, β1, β2, q, and p are the eight fitting parameters.
.
ε in the argument of the

logarithmic function in Equation (41) should be the quantity that is divided by the unit
strain rate

.
ε/

.
ε∗, where

.
ε∗ is 1 s−1.

The VA model parameters of tantalum, available in [19], are listed in Table 9. Using
these parameters, the VA model-predicting flow stresses were calculated herein for a wide
range of strain rates and temperatures, and the results are presented in Figure 18. Because
of the employed framework (σ = f (ε) + F

( .
ε, T
)
), the stress–strain curves in Figure 18a,b

simply shift upward or downward depending on the function value of F
( .
ε, T
)
, which is

simply added to f (ε). According to Equation (41), the shape of the stress–strain curve is
independent of

.
ε and T.

Table 9. Parameters of the VA model for tantalum (
.
ε∗= 1 s−1, Tm = 3290 K) [19].

Parameters Ya B n Ŷ β1 β2 q p

Unit MPa MPa 1 MPa K−1 K−1 1 1

Value 50 310 0.44 1125 0.0014343 0.0000937 1.5 0.5
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Figure 18. Flow stress–strain curves predicted for tantalum using the VA model (a) at 300 K for
different strain rates and (b) at

.
ε = 1 for different temperatures. Change in flow stress at ε = 0.5

(c) with log (
.
ε/

.
ε∗) for different temperatures and (d) with T/Tm for different strain rates (

.
ε∗ = 1 s−1,

Tm = 3290 K).

In Figure 18b, the stress–strain curve does not necessarily shift downward as the
temperature increases. The origin of this phenomenon is explained below. The curves of
σ vs. log

( .
ε/

.
ε∗
)

show minima at high temperatures (Figure 18c) and the minima of σ vs.
T/Tm curves shifts toward higher temperatures with the strain rate in Figure 18d, which
is unrealistic.
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5.3. Testa et al. (TBRI) Model

As a physically based model for a BCC material that can describe the yield strength
at a wide range of strain rates (10−4–107 s−1) and temperatures (0–Tm), Testa, Borona,
Ruggiero, and Iannitti (TBRI) [20] described the flow stress as the sum of athermal stress
(σa), thermally activated stress (σth), and viscous-drag stress (σvd):

σ = σa + σth + σvd (42)

σth = σ0
th

[
1 + A exp

(
− T

T1

) ]
exp

[
−
(

T
T2

)m][
1 + λ ln

( .
ε
.
ε0

)]
(43)

σvd = σ0
vd

( .
ε
.
ε0
− 1
)

(44)

.
ε0 =

.
ε

0
vd

(
T

Tm

)m
(45)

where
.
ε0 is the pseudo-reference strain rate (the reason for this naming is explained below),

and the fitting parameters, σ0
th, A, T1, T2, and m in Equation (43) describe the thermally

activated stress (σth) at
.
ε0. The reference thermal stress (σ0

th) is the thermally activated stress
(σth) at

.
ε0 and 0 K. σ0

vd in Equation (44) describes the viscous-drag stress (σvd) at
.
ε0.

According to Equation (45),
.
ε0 is defined for each temperature; the temperature depen-

dence of
.
ε0 is plotted in Figure 19 for a range of m values.

.
ε0 increases with temperature

toward the saturation value of
.
ε

0
vd at the melting point. The saturation reference strain rate

at Tm (
.
ε

0
vd) is a set variable (

.
ε

0
vd = 106 s−1 for S508 steel [20]).
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According to Equation (45),
.
ε0 is a variable that depends on

.
ε

0
vd and m; it is not

independently set by the user in the calibration of the TBRI model, unlike the reference
temperature in other constitutive models (for instance, the JC, SK, and KHL models).
Therefore,

.
ε0 is referred to herein as the pseudo-reference temperature; “pseudo” means it

seems like the reference strain rate in other models if Equation (45) is hidden. As observed
in Figure 19, a higher m results in a higher temperature dependence, yielding a lower

.
ε0 at

a given temperature (T < Tm).
In the framework of the TBRI model, if

.
ε <

.
ε0, the viscous-drag stress (σvd) subtracts

the flow stress because of the multiplication of a negative (
.
ε.
ε0
− 1) factor to σ0

vd. Accordingly,

Equation (42) may need to be modified to include the σvd term only when
.
ε >

.
ε0.

The parameters of the TBRI model for A508 steel are listed in Table 8 [20]. As men-
tioned in [20], σa in Equation (42) can be modeled using the Hall–Petch equation. Taking σa

as a fitting parameter, eight fitting parameters exist together with one set parameter (
.
ε

0
vd)

and one material constant (Tm).
Unlike other considered models herein, the stress–strain curves cannot be predicted

solely using the TBRI model, because there is no strain term in the TBRI model. That is, the
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mathematical form of the reference thermal stress (σ0
th; thermally activated stress at

.
ε0 and

0 K) is open. Accordingly, the Voce model is employed herein (σ0
th = a + b[1− exp(−cε)])

to predict the strain rate- and temperature-dependent stress–strain curves using the TBRI
model. In such a case, a, b, and c are added to the fitting parameters; ten fitting parameters
exist in the TBRI model to predict stress–strain curves at different strain rates and temperatures.

For the case of A508 steel (m = 9.83≈ 10),
.
ε0 was approximately 0 s−1 at 0 K (Figure 19).

Thus, the thermally activated stress at
.
ε0 ≈ 0 s−1 and 0 K (σ0

th) was 407.0 MPa for A508
steel (Table 10). This thermally activated stress value of 407.0 MPa at 0 K and quasi-
static loading rate seems to be fairly low, considering that the predicted value of the yield
strength was 727.9 MPa at 0 K in [73] based on the values in many studies. Nevertheless,
σ0

th in Table 8 (407.0 MPa) was employed herein as the yield strength of A508 steel at 0 K:
σ0

th = 407.0 + b[1− exp(−cε)] (in MPa unit). b and c, which describe the work-hardening
behavior after yielding, were determined herein to be 363.77 MPa and 7.226, respectively,
by referring to the work hardening part of the stress–strain curve of A508 steel at −15 ◦C
available in [73]. The determination of b and c in this manner further assumes that the
work-hardening behavior after yielding is independent of temperature.

Table 10. Parameters of the TBRI model for A508 steel [20].

Parameters σa σ0
th A T1 T2 m λ Tm

.
ε
0
vd σ0

vd

Unit MPa MPa 1 K K 1 1 K s−1 MPa

Value 28.7 407.0 2.7 86.5 908.5 9.83 0.033 1623 106 0.005

Thus far, stress–strain curves at room temperature (300 K) were constructed for a range
of strain rates for comparison with other constitutive models (for instance, Figure 17a).
However, the thermally activated stress (σth) of A508 steel at room temperature (300 K) cannot
be calculated using the parameters listed in Table 10 because the factor, exp

[
−(300/T2)

m],
in Equation (43) can be calculated only when m is an integer when tested from unity to
15; this factor cannot be calculated when m is not an integer (e.g., m = 9.83 in Table 10).
To construct the stress–strain curves, a range of m values were assumed herein arbitrarily
(9.83 → 1, 2, 5, and 10) such that the values of exp

[
−(300/T2)

m] factor are 0.719, 1.115,
0.965, and 1.000, respectively.

The m value in Table 10 was first modified to unity, and σ0
th was modeled to be

σ0
th = 407 + 363.77[1− exp(−7.226ε)] (in MPa). Then, the TBRI model-predicting flow

stresses were calculated herein for a wide range of strain rates and temperatures, and the
results are presented in Figure 20. According to Equations (42) and (43), the shape of the
stress–strain (σ – ε) curve is determined by the multiplication of the reference curve of σ0

th
by rate factor constant and temperature factor constant; the influences of

.
ε and T are fully

decoupled. Accordingly, Figure 20a,b show that there is no change in curve shape with
either the strain rate (Figure 20a) or temperature (Figure 20b).
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Figure 20. Flow stress–strain curves predicted for A508 steel using the TBRI model (a) at 300 K for
different strain rates and (b) at

.
ε = 1 for different temperatures. Both diagrams were obtained when

m = 1.
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Figure 21 illustrates the variation of the flow stress (at ε = 0.5) with the strain rate for
a range of temperatures. When m = 1 (Figure 21a), the stress upturn phenomenon was
described. However, if m increased to two (Figure 21b), the locus of the stress at 900 K
was higher than that at 600 K. A similar phenomenon was also observed when m = 10
(Figure 21d), which is physically unrealistic. The order of the curves seemed to be normal
if m = 1 and 5. This observation means that the order of the curves, such as the ones in
Figure 20a, will be intermixed if m is 2 or 10. The origin for this observation is shown later
using the σ vs. T/Tm curves for varying m values.
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Figure 21. TBRI model-predicting flow stress (at ε = 0.5) for A508 steel with a change in log (
.
ε/

.
ε0)

when (a) m = 1; (b) m = 2; (c) m = 5; (d) m = 10.

As mentioned, the stress upturn phenomenon generally onsets at approximately
103–104 s−1 [67–69]. As observed in Figure 21, the stress upturn phenomenon at room
temperature (300 K) is predicted to onset at approximately

( .
ε.
ε0

)
≈ 104 regardless of the

m value. According to Figure 19, the values of
.
ε0 at 300 K (T/Tm = 0.185) are 1.85 × 105,

3.43 × 104, 217.29, and 0.05 s−1 for m = 1, 2, 5, and 10, respectively. Thus, the onset
.
ε

values of the stress upturn phenomenon are predicted to occur at approximately 1.85 × 109,
3.43 × 108, 2.17×106, and 500 s−1 for m = 1, 2, 5, and 10, respectively, which means that
unless the m value has a specific value, the predicted onset

.
ε value at room temperature

is unrealistic.
Figure 22 illustrates the variation of the flow stress (at ε = 0.5) with T/Tm for a range

of strain rates. When m = 1 (Figure 22a), the loci of the curves continue to decrease up to
the melting point. However, the flow stress does not reach zero at Tm and increases with
strain rate.

When m = 5 (Figure 22c), the loci of the curves are more or less similar to the
ones shown in Reference [20], whereas the 0 K flow stress is excessively high espe-
cially at high strain rates, and the flow stress becomes zero as early as at approximately
0.7 Tm. The behavior of the flow stress with temperature is unrealistic when m = 2 and 10
(Figure 22b,d, respectively).
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Figure 22. TBRI model-predicted flow stress (at ε = 0.5) for A508 steel with change in T/Tm when
(a) m = 1; (b) m = 2; (c) m = 5; (d) m = 10.

5.4. Steinberg et al. (SCGL) Model

To describe the dependence of shear modulus and yield strength on strain rates,
temperature, and pressure-dependent melting, Steinberg, Cochran, Guinan, and Lund
(SCGL) [21,22] described the full coupling of strain hardening with strain rate, temperature,
and pressure:

σ =
[
σa f (ε) + σt

( .
ε, T
)]µ(P, T)

µ0
(46)

µ(P, T) = µ0 +
∂µ

∂P
P

η1/3 +
∂µ

∂T
(T − 300); η = ρ/ρ0 (47)

where P is the pressure, σa is the athermal component of the flow stress, f (ε) is a function
describing strain hardening, σt is the thermally activated component of the flow stress, µ
and ρ are the shear modulus and density, respectively, and µ0 and ρ0 are the respective
values at the reference state (T = 300 K, P = 0, and ε = 0). The strain hardening function,
f (ε), is given by:

f (ε) = [1 + β(εi + ε)]n; σa f (ε) ≤ σmax (48)

where β, n, and εi are fitting parameters. The thermal component of the flow stress (σt),
which is the only physical quantity that depends on

.
ε, is calculated numerically using the

following equation [74]:

.
ε =

[
1

C1
exp

[
2Uk
kT

(
1− σt

σp

)2
]
+

C2

σt

]−1

(49)

where parameters Uk is the energy required to form a kink, k is the Boltzmann constant, σp
is the Peierls stress, and C1 and C2 are dislocation-related material constants. This model is
composed of five parameters to be fitted from the experiment on flow stress (σa, σmax, β, εi,
and n) and requires eight material constants (σp, Uk, C1, C2, µ0, ρ0, ∂µ/∂T, and ∂µ/∂P) that
can be obtained from existing studies or separate experiments.
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The SCGL model parameters of copper, available in [22], are listed in Table 11. Using
these parameters, the SCGL model-predicting flow stresses were calculated herein for a
wide range of strain rates and temperatures, and the results are presented in Figure 23.
A ∂µ/∂P value of zero was assumed. In Figure 23a, the magnitude of the stress–strain
curves does not vary significantly despite the notable change in the strain rate. According
to Equation (46), only σt accounts for the strain-rate dependence of the flow stress, whereas
the magnitude of σt is limited by the σp value (Equation (49)): 20 MPa (Table 11), which is
the maximum shift in the stress–strain curves along the vertical axis owing to the change in
strain rate.

Table 11. Parameters of the SCGL model for copper [22] (Tm = 1356 K).

Parameter σa σmax β εi n σp

Unit MPa MPa 1 1 1 MPa

Value 125 640 36 0.0 0.45 20

Parameter Uk C1 C2 µ0 ∂µ/∂T ∂µ/∂P

Unit eV s−1 MPa·s MPa MPa·K−1 1

Unit 0.31 0.71 × 106 0.012 47,700 −18.126 0

As will be shown later, when
.
ε was higher than approximately 103.2 s-1, Equation (49)

could not be satisfied although the σt value varied from zero to σp (20 MPa). At such a
strain rate, the maximum value of 20 MPa was assumed herein for the σt value. In this way,
the stress–strain curve at

.
ε = 106 s-1 was determined using Equation (46), and the result is

shown in Figure 23a.
Figure 23b plots the strain independent nature of σt, which is governed by Equation (49).

It also indicates that the strain rate dependent variation of σt is at best 20 MPa. Figure 23c
illustrates the temperature dependence of the stress–strain curves at

.
ε = 1 s−1. A notable

temperature dependence is observed, which results from the temperature dependence of
both (i) the shear modulus (Equation (46)) and (ii) σt (Equation (49)). Because the amount
of change in the temperature-dependent σt value is limited to 20 MPa (Figure 23d), the
notable dependence of flow stress on temperature (Figure 23c) mainly results from the
temperature dependence of the shear modulus.

Figure 23e presents the log (
.
ε/

.
ε∗) dependence of the flow stress (

.
ε∗ = 1 s−1, ε = 0.5) for

different temperatures. In Figure 23e, the value of the flow stress is weakly dependent on
log (

.
ε/

.
ε∗) at all investigated temperatures. As earlier mentioned, only σt accounts for the

strain-rate dependence of the flow stress. Accordingly, σt (at ε = 0.5) is plotted as a function
of log (

.
ε/

.
ε∗) in Figure 23f. As also mentioned, the σt value could not be determined when

.
ε was higher than approximately 103.2 s-1; the σt value at such a strain rate was assumed
as 20 MPa in Figure 23f. In Figure 23e, the σt vs. log (

.
ε/

.
ε∗) plot with a maximum value of

20 MPa leaves only the marks in the plot of σ vs. log (
.
ε/

.
ε∗).

Figure 23g shows a notable temperature dependence of the flow stress (at ε = 0.5),
which mainly results from the temperature dependence of the shear modulus (linear tem-
perature factor in Figure 9b) rather than the temperature-dependent σt (Figure 23h), which
varies within the limit of only 20 MPa. As a result of the characteristics of the employed
linear temperature factor (Equation (28) with T0 = 300 K; Figure 9b), the magnitude of the
flow stress is notable even at the melting point (T/Tm = 1), where the value of the flow
stress should be zero (Figures 10d, 11d and 14d).
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Figure 23. (a) σ vs. ε and (b) σt vs. ε curves predicted for copper at 300 K for different strain rates
using the SCGL model. (c) σ vs. ε and (d) σt vs. ε curves at

.
ε = 1 for different temperatures. (e) σ vs.

log (
.
ε/

.
ε∗) and (f) σt vs. log (

.
ε/

.
ε∗) curves for different temperatures at ε = 0.5. (g) σ vs. T/Tm and

(h) σt vs. T/Tm curves for different strain rates at ε = 0.5.
.
ε∗ = 1 s−1 and Tm = 1356 K.

5.5. Preston–Tonks–Wallace (PTW) Model

To simulate explosive loading and high-velocity impact, Preston, Tonks, and Wallace
(PTW) [24,25] modeled the dependence of the plastic strain rate on the applied stress at
low strain rates using the Arrhenius form. This form has singular activation energy at
zero stress; the deformation rate vanishes at zero stress. Strain hardening was modeled
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using the Voce law. They merged the flow properties of metals in the thermal activation
regime with those in the shock wave limit, where nonlinear dislocation drag effects are
predominant. The PTW model was proposed in the form σ = G

(
ε,

.
ε, T
)
:

τ̂ = τ̂s +
1
p
(
s0 − τ̂y

)
ln

1−
[

1− exp
(
−p

τ̂s − τ̂y

s0 − τ̂y

)]
× exp

− pθε(
s0 − τ̂y

)[
exp

(
p τ̂s−τ̂y

s0−τ̂y

)
− 1
]

. (50)

where τ̂ is the normalized flow stress, which is defined as τ̂ = τ/µ; τ is the shear stress;
µ is the shear modulus; τ̂s and τ̂y are the normalized work-hardening saturation stress
and normalized yield stress, respectively; the variables p, θ, and s0 are non-dimensional
material constants. τ̂s and τ̂y are given by:

τ̂s = max
{

s0 − (s0 − s∞)erf
[
kT̂ ln

(
γ

.
ξ/

.
ε
)]

, s0

( .
ε/γ

.
ξ
)β
}

(51)

τ̂y = max
{

y0 − (y0 − y∞)erf
[
kT̂ ln

(
γ

.
ξ/

.
ε
)]

, min
[

y1

( .
ε/γ

.
ξ
)y2

, s0

( .
ε/γ

.
ξ
)β
] }

(52)

where the material constants s∞ and s0 are the values assumed by τ̂s at a high temperature
and zero temperature, respectively. y∞ and y0 are interpreted similarly. Here, k and γ are
dimensionless material constants. The homologous temperature T̂ is defined as T̂ = T/Tm.

The material constant
.
ξ
−1

represents the time required for a transverse wave to cross an
atom. Therefore, the term

.
ε/

.
ξ in Equations (50) and (51) represents the dimensionless

strain-rate variable.
.
ξ is defined as:

.
ξ =

1
2

(
4πρ

3M

)1/3(µ

ρ

)1/2
(53)

where ρ is the density, and M is the mass of an atom. The shear modulus is described by
employing the linear temperature factor [65]: µ(P, T) = µ0

(
1− αT̂

)
, where µ0 is the shear

modulus at 0 K (P = 0 and ε = 0) and T1 in Equation (27) is zero.
The parameters, y0, y∞, y1, y2, s0, s∞, k, γ, θ, and p were fitted from the experiment

on flow stress (e.g., (split) Hopkinson bar experiment [75–83]) at different strain rates and
temperatures. The material constants, µ0, α, and

.
ξ are typically obtained from existing

studies. The first terms in the braces of Equations (50) and (51) describe the phenomenon
of thermally activated dislocation movement in the low strain-rate regime, and the second
terms therein delineate dislocation drag through phonons in the high strain-rate regime.
The strain hardening behavior is associated with the second term.

The PTW model parameters of tantalum, available in [24], are listed in Table 12. Using
these parameters, the PTW model-predicting flow stresses were calculated herein for a
wide range of strain rates and temperatures, and the results are presented in Figure 24.
The strain rate dependence of the stress–strain curves at T = 300 K is shown in Figure 24a.
While the curves in Figure 24a can be obtained at least up to 106 s−1, the flow stress values
are predicted to be practically zero regardless of the strain at such a low strain rate (e.g.,
.
ε = 10−6 s−1), which is unrealistic. The coupling of strain hardening with strain rate (change
in curve shape with strain rate) is not apparent at approximately

.
ε > 10−3 s−1.

The temperature dependence of the stress–strain curve at
.
ε = 1 s−1 is shown in

Figure 24b. While the curves can be obtained at least up to 1200 K, no apparent dif-
ference exists among curves at above approximately 600 K, which is unrealistic. The
coupling of strain hardening with temperature (change in curve shape with temperature) is
not apparent.

Figure 24c presents the log (
.
ε/

.
ε∗) dependence of the flow stress (

.
ε∗ = 1 s−1, ε = 0.5)

for different temperatures. An approximately linear increase in the flow stress with log
(

.
ε/

.
ε∗) is predicted at 100 K. However, as the temperature increases, there are log (

.
ε/

.
ε∗)
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ranges where σ vs. log (
.
ε/

.
ε∗) curves at different temperatures are superposed; the higher

the temperature, the wider the superposition range in log (
.
ε/

.
ε∗), which is unrealistic.

Table 12. Parameters of the PTW model for tantalum (Tm = 3290 K) [24].

Parameter θ p s0 s∞ y0 y∞ y1 y2

Unit 1 1 1 1 1 1 1 1

Value 0.00821 4 0.0129 0.00353 0.00923 0.00136 0.012 0.4

Parameter k γ β α µ0 ρ M Tm

Unit 1 1 1 1 GPa kgm−3 kg/atom K

Value 0.634 1.38 × 105 0.23 0.23 72.2 16,600 3.00471 × 10−25 3290
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Figure 24. Flow stress–strain curves predicted for tantalum using the PTW model (a) at 300 K for
different strain rates and (b) at

.
ε = 1 for different temperatures. Change in flow stress at ε = 0.5

(c) with log (
.
ε/

.
ε∗) for different temperatures and (d) with T/Tm for different strain rates (

.
ε∗ = 1 s−1,

Tm = 3290 K).

Figure 24d shows the temperature dependence of the flow stress (at ε = 0.5) for different
strain rates. When the strain rate is less than approximately 1 s−1, the flow stress decreases
rapidly at temperatures below approximately 0.5 Tm (resulting from the employment of
the linear temperature factor), followed by constant flow stress thereafter. At a strain rate
of approximately 103 s−1, the magnitude of the flow stress is notable even at the melting
point (T/Tm = 1). These features are also unrealistic.

5.6. Follansbee–Kocks (FK) Model

Follansbee and Kocks (FK) [23,26–31] described the current material structure at any
moment of deformation using an internal state variable called mechanical threshold stress,
which is the flow stress at 0 K; this model is often called the mechanical threshold stress
model, whereas it is referred herein as FK to maintain consistency with other model
names. The mechanical threshold stress (σ̂) is composed of athermal stress (σ̂a) and thermal
stress (σ̂t).

σ̂= σ̂a + σ̂t (54)
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The athermal component (σ̂a) accounts for strain-rate-independent dislocation inter-
actions with long-range barriers such as grain boundaries. The thermal component (σ̂t)
results from the strain-rate-dependent dislocation interaction with short-range barriers,
such as other dislocations.

In the FK model, the flow stress (σ) is a function of σ̂,
.
ε, and T, instead of ε,

.
ε, and T:

σ = σ
(
σ̂,

.
ε, T
)

(55)

σ = σ̂a + S
( .
ε, T
)
σ̂t = σ̂a + S

( .
ε, T
)
(σ̂− σ̂a) (56)

S =

1−
[

kT ln
( .
ε/

.
ε∗
)

g0µb3

]1/q


1/p

(57)

where k is the Boltzmann constant (1.3806 × 10−23 JK−1); b is the Burgers vector; g0, p, and
q are the fitting parameters. The original FK model [26] did not formulate the temperature
dependence of the shear modulus (µ). Later studies [27–31] employed the pseudo-linear
temperature factor [64] as illustrated in Figure 9a:

µ = µ0

(
1− α

exp(T1/T)− 1

)
(58)

where µ0 is the shear modulus at 0 K.
In the FK model, the plastic strain is implicitly characterized in terms of the mechanical

threshold stress σ̂. The strain hardening rate (slope) of the mechanical threshold stress,
θ = dσ̂/dε, is used to characterize the differential variation in σ̂ (structure parameter)
with strain:

dσ̂

dε
= θ = θ0[1− f (X)] = θ0

[
1− tanh2X

tanh2

]
(59)

θ0 = a0 + a1 ln
( .

ε
.
ε∗

)
+ a2

.
ε,

.
ε∗ = 1 s−1 (60)

X =
σ̂− σ̂a

σ̂s − σ̂a
(61)

where a0, a1, and a2 are the fitting parameters. σ̂s in Equation (61) is the saturation threshold
stress (when the strain is large). σ̂s is derived from the saturation threshold stress at 0 K
(σ̂s,0) and the strain rate at σ̂s,0 (

.
εs,0):

ln
( .

ε
.
εs,0

)
=

µb3 A
kT

ln
(

σ̂s

σ̂s,0

)
(62)

The plastic strain for monotonic and isothermal loading can be obtained by integrating
Equation (59):

ε =
∫ σ̂

σ̂a

1
θ

dσ̂ (63)

which was performed numerically herein.
The FK model parameters of copper, available in [26–31], are listed in Table 13. Using

these parameters, the FK model-predicting flow stresses were calculated herein for a wide
range of strain rates and temperatures, and the results are presented in Figure 25. In
Figure 25a, the stress upturn phenomenon at 106 s−1 is described. In Figure 25b, the flow
stress–strain curve is plotted at 1200 K but only up to a strain of approximately 0.378, which
was the maximum value that could be obtained by integrating from σ̂ = σ̂a to σ̂ = σ̂s in
Equation (63). In Figure 25a,b, similar to the case of the ZA-FCC model (Equation (40)),
an

.
ε- and T-independent yield strength (σ̂a) is assumed, in which the

.
ε- and T-dependent

flow stress is added. Therefore, the curve shape changes with
.
ε and T under the constraint

of a constant yield strength (σy). As earlier mentioned, although σy of annealed copper
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may be constant within a limited range of
.
ε and T, as-received copper and other FCC

materials [37,71,72] demonstrate different σy values with
.
ε and T.

Table 13. Parameters of the FK model for copper (Tm = 1356 K)) [26–31].

Parameter σ̂a p q
.
ε0 g0

.
εs,0 A σ̂s,0

Unit MPa 1 1 1 1 s−1 1 MPa

Value 40 2/3 1 1×107 1.6 6.2 × 1010 0.312 900

Parameter b a0 a1 a2 α T1 µ0 D(= αµ0 )

Unit nm MPa MPa MPa·s 1 K GPa GPa

Unit 0.249 2390 12 0.034 0.05848 165 51.3 3
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Figure 25. Flow stress–strain curves predicted for copper using the FK model (a) at 300 K for different
strain rates and (b) at

.
ε = 1 for different temperatures. Change in flow stress at ε = 0.5 (c) with log

(
.
ε/

.
ε0) for different temperatures and (d) with T/Tm for different strain rates (

.
ε∗ = 1 s−1, Tm = 1356 K).

The hardening of the flow stress with log
( .
ε/

.
ε∗
)

is presented in Figure 25c (
.
ε∗ = 1 s−1,

ε = 0.5). The stress upturn phenomenon is successfully described, whereas the flow stress
shows a saturating trend as the strain rate reaches approximately 106 s−1. As can be
observed in Figure 25, the flow stress cannot be calculated at low strain rates when the
temperature is high, for example, 900 and 1200 K. The temperature limit in calculating the
flow stress is shown in Figure 25d for each strain rate. Before the stress upturn (

.
ε ≤ 103 s-1),

a lower temperature limit is observed at a lower the strain rate in calculating the flow
stress. Within the calculable temperature limit, the flow stress does not decrease toward the
zero-stress value at the melting point except for a specific strain rate, which results from the
employment of the pseudo-linear TF (Equation (27) and Figure 9a). This characteristic and
the calculation limit shown in Figure 25d limit the application of the FK model especially
at high temperatures.
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6. Discussion

6.1. Reference Parameters (
.
ε0 and T0)

In majority of constitutive models including JC, SK, and KHL, the reference strain
rate (

.
ε0) is the strain rate at which a strain rate-dependent constitutive model is calibrated.

The reference temperature (T0) is the temperature at which a temperature-dependent
constitutive model is calibrated. The strain rate- and temperature-dependent constitutive
models are calibrated after setting

.
ε0 and T0. The calibrated parameters of the strain

hardening factors (for instance, A, B, and n in the JC model) represent the stress–strain
curve predicted at the reference state (

.
ε0 and T0). Consequently, the calibrated parameter

values (A, B, and n) depend on the set parameter values (
.
ε0 and T0). Therefore, it is necessary

to specify the set parameter values (
.
ε0 and T0) when reporting the constitutive parameters.

To predict the stress–strain curve at values other than
.
ε0 or T0, the JC (SK and KHL)

model shifts the reference stress–strain curve either upward or downward by multiplying
the rate factor and/or temperature factor. In the experiment, the stress–strain curves are
measured most extensively at ambient temperature and quasi-static strain rate. If T0 and
.
ε0 are set at such temperature and strain rate, respectively, the reference stress–strain
curve (described by A, B, and n in the JC model) is similar to the routinely measured ones;
thus, the physical significance of the parameter set (A, B, and n) can be readily recognized
after calibration. If T0 is set as the absolute temperature, A represents the yield strength
at the absolute temperature. Because the stress–strain curve is not routinely measured
at the absolute temperature, researchers are not familiar with the yield strength value at
0 K. Therefore, it is difficult to verify the calibrated parameter value of A. If constitutive
parameters are calibrated at ambient temperature and the flow stress can be predicted
down to the cryogenic temperature, such a model may be useful for the calibration, and
simulation of cryogenic machining. The flexible temperature factor is appropriate for such
a purpose.

6.2. Model Selection

The characteristics of the considered models are summarized in Table 14 in terms
of the following subjects: (i) the calculability of the constitutive model at wide

.
ε and T,

(ii) realization of the usually observed strain hardening behavior, more specifically, variable
σy with either

.
ε or T, (iii) materialization of the usually observed strain rate-hardening

behavior, i.e., exponential or nonlinear increase of σ with ln
( .
ε/

.
ε∗
)

(stress upturn), (iv) ad-
missibility of the temperature softening behavior, i.e., the gradual decrease of the thermal
softening curve (σ vs. T/Tm) toward zero at Tm. These four subjects were considered in
the model selection test. The result of the test in each subject is marked as symbols (o, ∆,
and ×) in Table 14. There is actually no general consensus for selecting subjects in a model
selection test; the subjects actually depend on the user of the constitutive models. Therefore,
it should be noted that the foregoing subjects were selected herein purely based on the
experience of the authors to assist the model selection from the viewpoint of applying the
models at wide strain rates and temperatures.

In Table 14, first of all, from the viewpoint of the calculability of the model at wide
strain rates and temperatures, the RK and TBRI models failed the model selection test.
The calculability of the FK model was limited at high temperatures. Unexpectedly, all
of the considered physically based models failed one of the important test subjects: the
“admissible thermal softening”. Furthermore, most (four out of six) physically based
models failed another important test subject: the “exponential (nonlinear) increase of σ with
ln
( .
ε/

.
ε∗
)

(stress upturn)”. Only the SK model passed all of the considered subjects. This
model flexibly describes the flow stress dependencies on the strain rate and temperature
using six fitting parameters, and can be applied to general ductile materials.

As mentioned, this study focuses on the application of constitutive models at wide
ranges of strain rates and temperatures. With the characteristics listed in Table 14 in mind,
the model selection can be carried out, of course, from different viewpoints. For instance,
note that the KHL model (with its characteristics shown in Table 14) was developed
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to describe the attenuation of the degree of strain hardening with strain rate observed
in Ti-6Al-4V. The LW and SKW models describe the attenuation of the degree of strain
hardening with temperature observed in SS310 and DP590 steel, respectively. Whether the
characteristics (deficiencies) listed in Table 14 are payable for describing the mentioned
coupled behaviors using the foregoing models can be judged only by the user based on the
tradeoff process. Elucidating whether a given user material will exhibit notable attenuation
of strain hardening with either strain rate or temperature is beyond the scope of this study.

Table 14. Flow stress description characteristics of the considered constitutive models in terms of (i) the
calculability of the model at wide

.
ε and T, (ii) variable σy with either

.
ε or T, (iii) exponential (nonlinear)

increase in σ with ln
( .
ε/

.
ε∗
)

(stress upturn), and (iv) admissible temperature softening. The symbols
mean that the respective phenomenon is o: described; ∆: partially described; ×: not described.

Type Models
Calculability
at Wide

.
ε

and T

Variable σy

with Either
.
ε

or T

Exponential
(Nonlinear)

Increase in σ vs.
ln(

.
ε/

.
ε*) Plot

Admissible
T Softening

Number
Fitting

Parameters

Number of
Material

Constants

Phenomenological

JC o o × ∆ 1 5 1
SK o o o o 6 1
LW o o × × 6 0

SKW o o o × 10 0
KHL o o × o 6 1
RK × o × × 9 1

Physically
based

ZA-FCC o × o × 4 0
ZA-BCC o o o × 6 0

VA o o × × 8 0
TBRI × o × × 10 1
SCGL o o × × 5 8
PTW o o × × 11 5
FK × × o × 14 1

1 σ incalculable at T < Tref (admissible T softening in limited T range). Abrupt softening for some m values
near Tref.

6.3. Some Origins of Model Deficiencies

The scope of this study is limited to assisting in solving the problems raised in Section 1
based on an understanding of the flow stress description characteristics of twelve consti-
tutive models; solving the model’s deficiencies, which could not be solved in the original
papers, cannot be the scope of a review paper. Nevertheless, some of the apparently ob-
served deficiencies and their origins are disclosed below in terms of the appropriateness of
the mathematical functions employed in the models, as they may assist model modification
or development in the future.

The unrealistic thermal softening of the flow stress at different temperatures in the
Steinberg et al. [21,22], PTW [24], and FK [26–31] models results from the employment
of the pseudo-linear or linear temperature factors (Figure 9a,b). The replacement of the
foregoing temperature factors with the flexible temperature factor (Figure 8c,d) can be
considered in the future modification of the aforementioned models. In the LW model [12],
the power-law I temperature factor, (T/T0)

m, resulted in unrealistic thermal softening.
In future modifications, the absolute temperature factor (1− (T/Tm)m in Figure 8a) or
flexible temperature factor (Figure 8c,d) can be considered. The foregoing temperature
factors cause zero flow stress at Tm. The limited applicability of the RK model [15,16] is
indebted to the fact that the σ∗

( .
ε, T
)

and B
( .
ε, T
)

factors in the model can be calculated only
up to limited strain rates and temperatures, respectively. For the ZA [17,18] and VA [19]
models, the unrealistic thermal softening results from the formulations of the main model
structures rather than any specific factor. The weak strain rate dependence of the flow
stress in the model of Steinberg et al. is attributed to the employment of Equation (49).
The negative strain-rate sensitivity at strain rates higher than approximately 103 s−1 in
the KHL model [14] is attributed to the formulation of the model itself. The incomplete
functioning of the model of Testa et al. [20] results from the limited calculable nature of the
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exp
[
−(T/T2)

m] factor. Further in-depth analysis of the origins of the deficiencies of the
models is needed for model modification or development in the future.

6.4. Activities Necessary

From the observed characteristics of the considered constitutive models, following
activities are suggested to be necessary. First, because there are numerous constitutive
models in the existing studies that may be potentially reliable in a wide range of strain rates
and temperatures, further mining of models is necessary. A methodology similar to ours,
for example, illustration of the flow stress description characteristics using diagrams such as
Figure 10 (JC model), may assist in the further mining process of potentially reliable models.

Second, a fully coupled model (for the phenomena of strain hardening, strain rate
hardening, and temperature softening) that can also pass all of the considered test subjects
herein (Table 14) should eventually be available in the future. The origins of the model
deficiencies in Section 6.3. can be referred to for model development and modification in
the future.

Third, unless more reliable models are available via either the mining process or model
development/modification, the tradeoff of the characteristics of available constitutive
models is unavoidable in selecting an appropriate model. Section 6.2 and especially
Table 14 can be referred in the tradeoff process.

7. Summary and Conclusions

The following problems were raised herein in using the currently available constitutive
models for ductile solids at a wide range of strain rates and temperatures: researchers
encounter difficulties in (i) selecting an appropriate model, (ii) understanding and inter-
preting simulation results obtained using the selected model, and (iii) finding a reference
material for developing future constitutive models. To assist in solving these problems, this
review paper provided the following contributions.

First, commonly employed mathematical functions in constitutive models, such as the
strain hardening/softening model, strain-rate hardening factor, and temperature-softening
factor, were reviewed and their predictions were illustrated for different values of their
parameters. The illustrated results may assist one to better understand the behavior of
a constitutive model that employs the considered function to uncover the origin of defi-
ciencies, if any, of an existing constitutive model and to avoid employing an inappropriate
mathematical function in a future constitutive model.

Second, the flow stress description characteristics of six phenomenological constitutive
models and six physically based models were illustrated at a wide range of strain rates
(10−6–106 s−1) and temperatures (0–Tm). The characteristics of the considered models were
compared in Table 14 from the viewpoint of model selection.

Third, several origins of deficiencies in some considered models were disclosed from
the viewpoint of the appropriateness of the employed mathematical functions in the
constitutive models. The elucidated origins of deficiencies in Section 6.3. can be referred in
future modification and development of constitutive models.

The considered models were tested for model selection in terms of the following
subjects: (i) the calculability of the constitutive model at wide

.
ε and T; (ii) realization of the

usually observed strain hardening behavior, more specifically, variable σy with either
.
ε or T;

(iii) materialization of the usually observed strain-rate hardening behavior (i.e., exponential
or nonlinear increase of σ with ln

( .
ε/

.
ε∗
)

(stress upturn)); (iv) admissibility of temperature
softening behavior, i.e., the gradual decrease in the thermal softening curve (σ vs. T/Tm)
toward zero at Tm. Only the SK model passed all of the considered subjects. This model
flexibly describes the flow stress dependencies on the strain rate and temperature using six
fitting parameters, and can be applied to general ductile materials.

The results of the model selection test necessitate further mining of reliable models
among numerous ones in the literature via a methodology similar to ours, for example,
see the diagrams in Figure 10 for the JC model. The above observations also necessitate
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further development of reliable constitutive models or the modification of existing models.
Unless more reliable models are available for a wide range of strain rates and temperatures,
the tradeoff of the characteristics of available constitutive models is unavoidable when
selecting an appropriate model. Section 6.2. and especially Table 14 can be referred to in
the tradeoff process.
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Nomenclature

ε axial strain in the uniaxial stress state in the plastic deformation regime
.
ε strain rate (time derivative of ε)
.
ε0 reference strain rate at which a strain-rate-dependent constitutive model is calibrated
.
ε∗ dimension-controlling strain rate constant with a value of 1 s−1

σ axial stress in the uniaxial stress state in the plastic deformation regime (flow stress)
T temperature
T0 reference temperature at which the temperature-dependent constitutive model is calibrated
1 unit of dimensionless quantity
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