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Particle image velocimetry ~PIV! and high-speed photography are used to measure the flow

structure at the closure region and downstream of sheet cavitation. The experiments are performed

in a water tunnel of cross section 6.3535.08 cm2 whose test area contains transparent nozzles with

a prescribed pressure distribution. This study presents data on instantaneous and averaged velocity,

vorticity and turbulence when the ambient pressure is reduced slightly below the cavitation

inception level. The results demonstrate that the collapse of the vapor cavities in the closure region

is the primary mechanism of vorticity production. When the cavity is thin there is no reverse flow

downstream and below the cavitation, i.e., a reentrant flow does not occur. Instead, the cavities

collapse as the vapor condenses, creating in the process hairpin-like vortices with microscopic

bubbles in their cores. These hairpin vortices, some of which have sizes as much as three times the

height of the stable cavity, dominate the flow downstream of the cavitating region. The averaged

velocity distributions show that the unsteady collapse of the cavities in the closure region involves

substantial increase in turbulence, momentum, and displacement thickness. Two series of tests

performed at the same velocity and pressure, i.e., at the same hydrodynamic conditions, but at

different water temperatures, 35 °C and 45 °C, show the effect of small changes in the cavitation

index ~s54.69 vs. s54.41!. This small decrease causes only a slight increase in the size of the

cavity, but has a significant impact on the turbulence level and momentum deficit in the boundary

layer downstream. Ensemble averaging of the measured instantaneous velocity distributions is used

for estimating the liquid void fraction, average velocities, Reynolds stresses, turbulent kinetic

energy and pressure distributions. The results are used to examine the mass and momentum balance

downstream of the cavitating region. It is shown that in dealing with the ensemble-averaged flow in

the closure region of attached cavitation, one should account for the sharp ~but still finite! gradients

in the liquid void fraction. The 2-D continuity equation can only be satisfied when the gradients in

void fraction are included in the analysis. Using the momentum equation it is possible to estimate

the magnitude of the ‘‘interaction term,’’ i.e., the impact of the vapor phase on the liquid

momentum. It is demonstrated that, at least for the present test conditions, the interaction term can

be estimated as the local pressure multiplied by the gradient in void fraction. © 2000 American

Institute of Physics. @S1070-6631~00!00804-7#

I. INTRODUCTION

Sheet cavitation appears on lifting surfaces as the pres-

sure on parts of the body, typically near the leading edge, is

reduced below the vapor pressure. At early phases, when the

cavitation index is just below the inception level, the cavity

is typically thin and has a glossy leading edge with either a

blunt front or a series of sharp thin ‘‘fingers.’’ Their occur-

rence depends on the surface roughness ~a discussion fol-

lows!. The liquid–vapor interface becomes wavy, unstable

and eventually breaks up at the trailing edge ~closure region!

of the vapor sheet. The flow downstream of the cavity is

dominated by bubble clusters and contains, even in mild

cases, large-scale eddies ~for example, Ref. 1! that are more

powerful ~i.e., strength and size are larger! than any bound-

ary layer structure that exists prior to the cavitation. At the

present time we have no substantiated quantitative or quali-

tative explanation for these phenomena and their relation-

ships to the body geometry, boundary layer structure, etc.

The development of attached cavitation from nuclei in

flows with laminar separation was demonstrated first by Ar-

akeri and Acosta2 and later confirmed by Gates and Acosta3

and Katz.4 They showed that ‘‘band type cavitation’’ oc-

curred as free stream bubbles were entrained into the sepa-

rated region through the reattachment zone, where they were

pushed upstream by the reverse flow. Within the relative

quiescent flow of the separated region the bubbles grew

slowly. These observations provided for the first time a clue

on the process of sheet formation. However, they were also

puzzling, since sheet cavitation occurs on surfaces without

laminar separation. Thus, the basic mechanism of sheet for-

mation in attached flows remains unanswered.

If the cavitation nucleus is a free stream bubble, it is

typically separated from the solid boundary by some liquid.

The attachment of this bubble to the surface and the mecha-

nism that prevents the bubbles from being swept away, as

demonstrated by Li and Ceccio,5 are unresolved issues. The

process must involve favorable conditions that may include

the local pressure distribution, boundary layer thickness,

super-saturation ~supply of gas! and local surface imperfec-
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tion. The latter creates localized flow separation with the

associated quiescent region, where bubbles may grow with-

out being swept away. Note also that the presence of a cavi-

tation bubble near the surface changes the local flow struc-

ture, and may cause local boundary layer separation. It is

well established that the size and shape of surface roughness

affect the conditions for inception.6 The origin of cavitation

can also be a surface nucleus, such as air pockets in cracks

on the model.7 Acosta and Hamaguchi8 demonstrated the

effect of surface nuclei. They coated a model with a thin film

of silicon oil ~which dissolves large amounts of air!, and

demonstrated that, as long as the film was new, it had sig-

nificant impact on the inception indices. Peterson9 showed

similar effects by degassing the surface of a body.

Predictions of the length of the cavity have been mostly

based on potential flow analysis and empirical data ~Refs.

10–14 and a summary by Wu15!. Recently, Laberteaux and

Ceccio16 compared measured results to theoretical predic-

tions and showed major discrepancies. Of the past efforts to

model the flow one should mention the singularity methods

of Furness and Hutton17 and the bubble two-phase flow

model developed by Kubota et al.18 The latter followed ear-

lier experiments ~Ref. 1! that had demonstrated that the flow

rolled up to large vortex structures as the cavity surface be-

came unstable. Their model predicted the unsteady shedding

process in the closure region of the cavity. However, the

origin of the vorticity causing the rollup was still in the

boundary layer upstream of the cavitation and the rollup oc-

curred as the shear layer ~interface! became unstable. As will

be shown in this paper, although some vorticity is generated

in the boundary layer upstream, the dominant origin of the

vorticity downstream of the cavitation is the collapse of cavi-

ties in the closure region. It is also worthwhile to mention

that not all sheet cavities necessarily shed cloud cavitation.

Some cavities are ‘‘closed,’’ especially those forming on

three-dimensional test objects.

As the pressure is reduced the cavitating region grows

and becomes increasingly unstable. Portions of the cavity are

being shed in larger sections and at lower frequencies to

form large bubbly clouds. This shedding process involves

substantial changes to the length of the attached sheet. The

development, motion and collapse of the cloud is the most

destructive form of cavitation. We have very little data or

even qualitative understanding of the breakdown of the cavi-

tation and the bubble size distribution within the cloud. Sur-

face pressure fluctuations measured under the cloud are ex-

tremely high.19,20 The flow mechanism causing these high-

pressure fluctuations is also unclear, and the current models

are based on the assumption that they are caused by shock

waves that develop within the bubble cloud ~for example,

Refs. 21–25!.
The shedding process of large sections of the cavity has

puzzled researchers for quite a while. If potential flow analy-

sis is used, there must be an unsteady reverse flow in the

closure area and below the cavity. Thus, it has been argued

that the shedding is caused by a ‘‘reentrant jet,’’ a reverse

flow that forms below the cavity and ‘‘pinches’’ it intermit-

tently ~Refs. 1, 17, 18, 20, and 26–32 and many others!.
Velocity measurements performed by Kawanami et al.20 pro-

vided evidence of reverse flow with magnitude of the same

order as the free stream velocity. They also showed that

small fences installed on the wall, close to the point where

the sheet cavitation ended, prevented the shedding of cloud

cavitation. The noise levels and drag force also decreased.

Callenaere et al.32 demonstrated the upstream motion of the

contact point of the cavity with the wall prior to cloud shed-

ding. However, they mention that when the cavity is thin

there can be a situation where adverse pressure gradients are

too weak for a reentrant jet. This situation is consistent with

the present observations that at early stages of cavitation

there is no reverse flow below or downstream of the attached

cavitation.

The present paper describes part of our on-going effort

to resolve the flow structure around and downstream of sheet

cavitation. We use PIV to map the flow ~instantaneous and

mean!, vorticity and turbulence as the cavitation index is

reduced below the inception level. We provide evidence that

the collapse of the cavities is a primary source of vorticity

and that small change in the size of the cavity cause substan-

tial increase in the turbulence level and momentum thickness

in the boundary layer downstream. We then address model-

ing issues of the ensemble-averaged flow.

II. EXPERIMENTAL APPARATUS
AND INSTRUMENTATION

A. Test facility

To provide detailed answers on the flow structure, it is

convenient to perform the experiments in an apparatus that

allows careful observations on the flow structure and bubble

distribution. Some of the measurements must be performed

at a very high magnification under controlled conditions that

include boundary layer thickness and characteristics, local

pressure gradients, surface roughness and properties, popula-

tion of nuclei, etc. However, the facility must also allow

operations at relevant Reynolds numbers (.106). These

considerations have led to the design of the present experi-

mental apparatus. A schematic description of the test facility

is provided in Fig. 1 and the test section is described in more

detail in Fig. 2. The pumps are located 5 m below the test

section, reducing the likelihood of pump cavitation, and the

1000 l tank is used for separating undesired free stream

bubbles. The settling chamber contains screens and honey-

combs to reduce the turbulence level ~along with the 9:1

contraction! and the vertical tank above is used for control-

ling the pressure in the facility. The 6.3535.08 cm2 test

section has a minimum length of 41 cm and maximum en-

trance velocity of 13 m/sec. Thus, it enables generation of

boundary layers with Reynolds numbers ~based on axial dis-

tance! well into the 106 range. Windows on all sides and a

transparent contoured nozzle ~which is actually part of the

bottom window! enable unobstructed observations from all

directions.

The contoured surfaces in the test section were designed

using a commercial CFD code ~Fluent Inc.!. We chose pres-

sure distributions that resemble a typical suction side of lift-

ing surfaces at incidence. This typical pattern includes a re-

gion with low speed ~stagnation!, sharp decrease in pressure

896 Phys. Fluids, Vol. 12, No. 4, April 2000 S. Gopalan and J. Katz



to a minimum, recovery to a pressure lower than the ambient

pressure, a region of fairly constant low pressure and further

increase to the ambient conditions. The computational grid

was made sufficiently fine that further refinement did not

affect the results and we used renormalization group ~RNG!
for turbulence modeling. We assumed a free stream turbu-

lence level of 1% ~in reality it is significantly lower—about

0.1%! and a uniform inflow to the test section. A turbulent

boundary layer was used since the beginning of the nozzle

was located 10 in. from the origin of the test section. Slits on

the top and bottom walls of the tunnel, located upstream of

the nozzle, were used for boundary layer suction. This was

used for determining the effect of the boundary layer on the

cavitation ~qualitative observations only!. In reality, the

boundary layer turned out to be laminar. If we had to repeat

the design, we would use a laminar boundary layer. System-

atic evaluation of a series of designs eventually led to the

geometries and pressure distributions shown in Fig. 3 ~they

are all fifth-order polynomials!. They have different pressure

gradients and minimum levels, but similar recovery at the

trailing edge. Four nozzles identified as shapes 13, 14, 19

and 22 were manufactured using computer numerical control

~CNC! at an accuracy of 0.03 mm. As noted before, the

nozzle and the bottom window were machined as one unit to

allow unobstructed visual access and to prevent inaccuracies

associated with matching them. For one of these cases ~shape

13! we compared the computed velocity to measured data

and that will be discussed shortly.

B. Measurement techniques

Planar velocity measurements are performed using PIV.

The data acquisition and analysis procedures have been de-

veloped in our laboratory for several years.33–41 In the

present experiments the light source is a dual head, 300 mJ/

pulse, Nd:YAG laser whose beam is expanded to a 1-mm

wide sheet. Images are recorded using a 204832048 pixels,2

4 frames/sec, digital camera manufactured by Silicon Moun-

tain Design. This camera has a custom, hardware-based im-

age shifter that allows us to record two images on the same

frame with a prescribed, fixed displacement ~image shift!
between them!.42 This feature solves the directional ambigu-

ity problem. We use in-house-developed, correlation-based

software for computing the velocity distributions from the

images. The vorticity is determined using a second-order fi-

nite difference scheme. Calibrations and uncertainties of our

procedures are discussed in detail in Refs. 33, 39, and 43.

Extended discussion on uncertainty in PIV measurements

can be found also in Refs. 44 and 45. The uncertainty can be

kept at about 1% provided there are a sufficient number of

particles per interrogation window ~;4–5 according to our

analysis! and the displacement between exposures exceeds

20 pixels. In the PIV analysis of the present flow the size of

an interrogation window is 1.35 mm and the distance be-

tween vectors is 0.68 mm, i.e., 50% overlap between win-

dows.

As discussed by Sridhar and Katz,39,40 by using fluores-

cent particles as velocity tracers we can easily distinguish

between bubbles and particles within the illuminated plane.

Bubbles reflect light, and as a result, maintain the original

laser color ~green—532 nm!, whereas the particles fluoresce

at 560–570 nm. During liquid velocity measurements we use

a filter that removes the green light, which eliminates most of

the bubble traces. When the bubble motion is measured, we

FIG. 1. Schematic description of the experimental facility.

FIG. 2. Details of the test section.

FIG. 3. Geometry of the nozzle surface and the corresponding pressure

distributions.

897Phys. Fluids, Vol. 12, No. 4, April 2000 Flow structure and modeling issues in closure region of attached . . .



can use a filter that transmits only the laser wavelength ~re-

flection from the microscopic particles is weak!.

III. CAVITATION INCEPTION INDICES AND GENERAL
FEATURES

Although detailed validation of the computed pressure

distributions is beyond the present scope, it is still useful to

compare the measured minimum pressure to the computed

data in order to verify the pressure field. The computed ve-

locity distribution and sample instantaneous PIV data, both

for shape 13, are presented in Fig. 4. Near the minimum

pressure point the ratio of the ~maximum! instantaneous ve-

locity to the inlet velocity is 2.4, whereas this ratio for the

computed velocity averaged over the area covered by the

interrogation window is 2.23. Even this 7% difference is

caused in part by the thicker ~turbulent! computational

boundary layer, whereas the experimental boundary layer is

laminar. Consistent with the numerical results, boundary

layer separation does not occur in the high adverse pressure

gradients downstream of the minimum pressure point. Fur-

ther downstream, at x/L.0.58 @Fig. 4~d!, data shown from

x/L50.66], the experimental results show the effect of

boundary layer transition in a region with adverse pressure

gradients, with the typical rollup of large-scale eddies close

to the inflection point in the boundary layer mean velocity

profile. The mean velocity in this region is still positive,

namely there is no boundary layer separation. Note that tran-

sition occurs also on the upper wall at almost the same axial

location, but with a thinner layer. The numerical results, be-

ing steady and with an initially turbulent boundary layer, do

not show these trends @Fig. 4~c!#. Since all the cavitation

phenomena that we focus on occur at x/L,0.5, these flow

phenomena associated with transition are beyond the scope

of the present paper. For the present purpose, the comparison

seems to indicate that the computed minimum pressure is

reliable.

The cavitation inception indices of sheet cavitation (s i)

for the three nozzles are shown in Fig. 5. They are defined as

s i5

P inlet2P
v

0.5rV inlet
2

, ~1!

where P inlet is the pressure measured at the inlet to the test

section, P
v

is the vapor pressure, r is the density of the

liquid and V inlet is the velocity at the inlet. The inception

indices are measured using visual observations by keeping

the velocity constant and gradually reducing the pressure un-

til cavitation appears. In the case of sheet cavitation, visual

observation is straightforward. Each point is an average of

several measurements that do not differ significantly. In all

cases s i is lower than the computed 2Cpmin and there is

little dependence on velocity. However, the difference be-

tween s i and 2Cpmin increases with increasing pressure gra-

FIG. 4. ~a! Computed velocity field using Fluent. ~b! Instantaneous measured velocity using PIV. ~c! Computed velocity field downstream. ~d! Instantaneous

measured velocity field downstream.
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dients near the minimum pressure point and can be as much

as 10%. The fact that s i52Cp min does not hold for sheet

cavitation has been discussed in Refs. 46–48. However, the

fact that the differences in Cp min and s i depend on the pres-

sure gradients ~induced by the geometry of the test object! is

new. Thus, the model geometry seems to have some ~but not

substantial! effect on the inception indices beyond the mag-

nitude of 2Cp min . The reasons for these differences are not

clear, and may be related to the length of the region with

pressure below the vapor pressure, which may affect both the

availability of surface nuclei and the duration of exposure of

free stream nuclei ~in the order of 100 msec in the present

experiments!. We performed tests with deaerated water ~3–5

ppm! and saturated water (;15 ppm! and could not see ma-

jor impact on the inception indices of ‘‘sheet cavitation’’

~which is not the case for bubble cavitation!. Consistent with

previous results on sheet cavitation,49 the dissolved air con-

tent and free stream bubble distributions have insignificant

effects on the inception indices. However, when the test fa-

cility contains a high concentration of ‘‘large’’ bubbles

(.1 mm! they destroy the ‘‘stable,’’ upstream portion of the

attached sheet, as reported before by Katz4 and Ceccio and

Brennen.5

Sample photographs of the cavitation in nozzle 13 are

presented in Fig. 6. Figures 6~a! and 6~b!, respectively, show

the same flow conditions before and after polishing the sur-

face of the very same nozzle. The small roughness elements

of the unpolished surface are sufficient for fixing the origin

of the cavitation on specific points near the minimum pres-

sure point. Polishing the surface changes the shape of the

leading edge of the cavitation to a broad and ‘‘blunt’’ pattern

with a glossy leading edge. When the pressure is reduced

further ~to s,3!, as shown in Fig. 6~c!, the glossy leading

edge becomes aligned along the same axial location. The

interface is still initially laminar ~glossy! and is followed by

a region with distinct, orderly, two-dimensional interfacial

waves. These waves have been observed before by

Brennen50 on the surface of large-scale cavitation around

spheres. According to Brennen, this phenomenon is a result

of organized, boundary layer instability at the interface, i.e.,

Tollmien–Schlichting waves. After a short distance the in-

terface becomes increasingly unstable and three-dimensional

and rolls up into a series of bubbly eddies that are being shed

intermittently behind the attached sheet. The relationship be-

tween the instabilities on the surface close to the leading

edge and the large-scale vapor-filled cavities/structures

downstream seems to be a process of growth of interfacial

instabilities. The size and shedding frequency of these eddies

on the same test object depend on the cavitation index. As

already discussed in many studies, at sufficiently low cavita-

tion indices the shedding process may involve formation of

cloud cavitation ~e.g., Refs. 1, 18, 20, 26, 28, and 32 and

others mentioned in the Introduction!. Different phases in

formation of cloud cavitation in the present facility are illus-

trated in Fig. 6~d!.
In the present paper, however, we focus on the flow

structure in the closure region when the cavitation index is

high enough that massive cloud shedding does not occur.

Two top views are shown in Figs. 6~b! and 6~e!. They both

demonstrate clearly that the flow downstream of the closure

region contains what appears to be hairpin-like structures

containing bubbles. The transition between the continuous

sheet to these hairpin structures is demonstrated in Figs. 6~f!
and 6~g! in a sequence of successive images ~side view! re-

corded at 1000 frames/sec using a high-speed digital camera

~Kodak Ektapro EM Motion Analyzer, Model 1012!. These

images show the evolution of the same cavity ~indicated by

arrows! as it progresses downstream. The initially

‘‘rounded’’ mostly vapor cavity shrinks as the vapor con-

denses due to the local increase in pressure, tilts forward

~presumably due to differences in magnitudes of the local

velocities! and becomes a slender hairpin vortex with a bub-

bly core. This vortex is considerably taller than the vapor

cavity from which it evolves and, in some cases, it reaches a

height of as much as three times the height of the cavitation

upstream ~height of stable sheet cavity '5 mm; refer to

Table I!. Examinations of the high-speed movies show also

that the process involves an increase in the angular velocity,

i.e., as the cavity shrinks, the bubbles also start spinning at

increasing speeds. Measured vorticity will be introduced

later. The process repeats itself and, in fact, Fig. 6~f! also

shows in the lowest frame a thicker cavity in the process of

rolling up in addition to the thin hairpin vortices. In Table I

we present some quantitative information obtained from the

frames.

IV. FLOW STRUCTURE

A. Instantaneous flow

All the data presented in this section have been obtained

with shape 13. Sample velocity and vorticity distributions at

different sections along the nozzle are presented in Figs.

7~a!–7~h!. As the pressure is reduced below the inception

level (s54.69 vs s i56), there are no signs of new vorticity

along the stable glossy region of the interface. The veloc-

FIG. 5. Measured cavitation inception indices at different inlet velocities

compared to computed minimum pressure coefficients.
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ity is shown in Fig. 7~a! and the vorticity is not presented,

since besides two very small peaks near the interface at

x/L.0.25 the map does not show any other phenomena ~it
can be found in Ref. 51!. Note that the PIV interrogation

window size, 1.36 mm, and the distance between windows,

0.68 mm, do not resolve the laminar boundary layer up-

stream of the cavitation. Signs of high vorticity peaks start

appearing as the interface becomes wavy @velocity and vor-

ticity in Figs. 7~b! and 7~c!, respectively#, but become quite

pronounced only at the trailing edge of the cavitation @Figs.

7~d!–7~g!#, i.e., at x/L50.35. This region is characterized by

unsteady, intermittent patches of cavities at various stages of

FIG. 6. Appearance of the leading edge from the top during low levels of cavitation and when the surface is ~a! ‘‘rough’’ and ~b! ‘‘smooth.’’ Also, note the

hairpin like structures in ~b!, where the cavity collapses. ~c! The leading edge of the sheet cavity ~top view! during advanced stages of cavitation. Glassy

finger-like structures are visible, which immediately become wavy. ~d! Photographs ~side view! showing different stages of the unsteady ~advanced! cavitation

phenomenon. ~e! The trailing edge of the sheet cavity, as seen from the top. At least one hairpin ~or horseshoe! -like structure with a bubbly core is clearly

visible. ~f! and ~g! High-speed series of a side view. Time interval between frames is 1 msec. Note the slender structure generated after the cavity collapses.

Flow is from right to left.
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collapse as demonstrated by the three characteristic examples

of the instantaneous flow. In one of the samples @Fig. 7~e!#,
one can even identify two inclined cavities that resemble the

shapes of the vapor cavities seen in the high-speed photo-

graphs as hairpin vortices are being formed. In all cases the

collapse of the cavities involves formation of high vorticity

peaks of both signs, but mostly negative. Thus, the collapse

of the vapor cavities involves substantial vorticity production

in the closure region of the sheet cavity. The large eddies

generated in this region are convected downstream without

evidence of additional significant level of vorticity produc-

tion. In Fig. 7~h! that covers the region upstream of the fully

wetted boundary layer transition @see Fig. 4~d!#. The eddies

reach elevation of almost three times the height of the sheet

cavity—consistent with the photographs shown in Figs. 6~f!
and 6~g!.

To summarize the process, the PIV data and the photo-

graphs show that as the water vapor interface becomes wavy

and condensation starts, portions of the cavitation become

detached. These odd-shaped, mostly vapor, cavities are con-

vected briefly downstream but condense quickly ~within

about 2 msec!, creating in the process powerful vortices. As

the sample velocity distributions in the closure region dem-

onstrate @Figs. 7~a!, 7~b!, and 7~d!#, under the present flow

conditions, i.e., just below inception with cavity height of

about 3 mm, there is no reverse flow even very close to the

wall at the trailing edge of the cavitation. This conclusion is

based on careful examination of all the PIV images of the

flow in the closure region ~a total of 120 instantaneous vector

maps, as will be discussed shortly!. To confirm this conclu-

sion we have also checked the traces of individual particles

very close to the wall in a few images to examine whether

there is reverse flow at scales smaller than the interrogation

window. We have seen no evidence of reverse flow. There is

no reentrant flow under the present flow conditions. The

‘‘large’’ vapor cavities simply shrink as the vapor condenses

and the horizontal velocity around them remains positive.

This observation is not consistent with the typical reentrant

flow model for the closure region of attached cavitation. It

agrees, however, with a comment made in a recent paper by

Callenaere et al.32 that when the cavities are thin, the adverse

pressure gradients may be too weak for creating a reentrant

jet. Note also that we do not claim here that there is no

reverse flow under more developed states of cavitation. In

TABLE I. Data from high speed frames @Figs. 6~f! and 6~g!#.

Height of cavity/structure

~mm!

Convection speed of

cavity/structure ~m/sec!

Frame No. Figure 6~f! Figure 6~g! Figure 6~f! Figure 6~g!

1 8.6 8

2 9 10.3 8.3

3 10.4 10.9 10.6 10.6

4 13.2 11.8 12 10.6

5 14.3 12.9 13 11

FIG. 6. ~Continued.!
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FIG. 7. ~a! Sample instantaneous ve-

locity map at the leading edge of the

cavity for s54.69. ~b! and ~c! show

velocity and vorticity slightly down-

stream. ~d!–~h! all show instantaneous

vorticity at various axial locations. In-

crement in contour lines is 500 l/sec.

Dotted lines represent negative vortic-

ity, i.e., clockwise rotation.
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fact, intermittent reverse flow occurs under the giant bubbly

vortices that are being shed behind the closure region, even

in the present facility, but only during advanced stages of

cloud cavitation ~much lower s!. From observations so far,

we say that an adverse pressure gradient is a necessary con-

dition for the formation of a reentrant flow. The question

remains as to the magnitude of the adverse pressure gradient

that would cause the reentrant flow. There can be two rea-

sons for an adverse pressure gradient—~a! induced by the

geometry of test object and ~b! caused by the cavitation

@pressure downstream of cavitation is higher than P
v

, Fig.

19~a!#. In our experiments in the region 0.2,x/L,0.3, ~a! is

very mild and ~b! is clearly dominant. If the cavitation is

extended ~by lowering s! to x/L50.4, we see reverse flow

because of the strong geometry-induced adverse pressure

gradient ~Fig. 3! in addition to the one already caused by the

cavitation. We have not made any systematic study of these

trends. However, increased likelihood of reverse flow under

the cavitation with increasing adverse pressure gradients

along the wall prior to the onset of cavitation is consistent

with the observations of Callenaere et al.32 This advanced

level of cavitation is not in the scope of the present study.

B. Mean flow and void fraction distributions

Two data series, both at the same velocity and pressure,

but at different water temperatures, 35 °C and 45 °C, have

been recorded. They provide essentially the same hydrody-

namic conditions with V inlet55.2 m/sec ~the effect on viscos-

ity is negligible!, but the resulting cavitation indices, 4.69

and 4.41, respectively, vary slightly due to the different va-

por pressure. This slight change has a strong impact on the

extent of cavitation, flow structure and turbulence. Trends in

cavity length as a function of the cavitation index s ~usually

scales as 1/s) are examined in Ref. 16. We analyzed 72

images at s54.69 and 48 PIV images at s54.41. Running

FIG. 8. Running average of ~a! horizontal velocity, ~b! vertical velocity, and ~c! and ~d! normalized stresses at random sample points to illustrate convergence

of data. Turbulence level is maximum at x/L50.31 and significantly drops at x/L50.34.
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averages of velocity components and Reynolds stress for

s54.69 are shown in Fig. 8. The data show that convergence

is reasonably achieved. Due to the presence of bubbles along

the walls, each image had to be examined carefully to re-

move the bubble traces before computing the velocity distri-

butions ~although the laser wavelength was filtered, there is

some secondary reflection of fluorescent light from the sur-

face of the bubbles!. Otherwise, the bubbles contaminated

the liquid velocity measurements. As discussed before, the

length of the cavities varied from one image to the next and

odd-shaped detached patches appeared frequently. Still, it

was evident that the height and length of the cavitation in-

crease substantially with the small change in s.

When one attempts to determine the ensemble average

of the flow in the closure region, the averaging process

should take into account the existence of two phases with

nonuniform spatial distributions and the phase change. The

ensemble-averaged continuity equation for the liquid is

]~a lr l̄!

]t
1

]~a lr l̄u l ī!

]x i

5FDa
v
r

v̄

Dt
G , ~2!

where over-bar indicates ensemble average, the subscripts l

and v refer to liquid and vapor, respectively, and a i is the

void fraction, i.e. the fraction of observations ~images! for

which a certain interrogation window contains the phase i.

Note that a l51 corresponds to a
v
50. A ‘‘phasic indicator’’

was used on each image and vapor/voids were given a value

of 0, and liquid were given a value of 1. Then an ensemble

average was obtained ~from 72 images for s54.69 and 48

for s54.41; thus, data at s54.69 is more reliable!, providing

the distribution of a l . In principle it is possible that ‘‘holes’’

could show up on PIV images from bubbles that are not in

the light sheet plane but between the sheet and camera. This

is not the case in the present data since the cavities are small

compared to the size of the camera lens that is located quite

close to the light sheet. Thus, out-of-plane cavities do not

block details in the light sheet plane. Equation ~2! brings into

account that the only source of mass for the liquid is con-

densation of the vapor phase. Assuming that the mean flow is

steady and that the liquid density is constant,

]~a lu ī!

]x i

52

]~a
v

~r
v

/r l!u
v ī!

]x i

. ~3!

Due to the substantial differences in density, the source term

on the right-hand side is negligible and, assuming that the

averaged flow is two-dimensional, the continuity equation

becomes

]~a lū l!

]x
1

]~a lv̄ l!

]y
50. ~4!

Distributions of a l , u l̄ and a lu l̄ for s54.69, u l̄ and a lu l̄ for

s54.41, v l̄ and a lv l̄ for s54.69 and v l̄ and a lv l̄ for s54.41

are presented in Figs. 9–13, respectively. As Fig. 9 shows, in

both cases a l gradually increases from zero to one, but the

dimensions of the cavitating region increase substantially

with the slight decrease in s. This trend is evident for all the

values of void fraction, but especially for the a l50.1 and 0.2

lines. Also, the vertical and horizontal gradients in a l in-

crease with decreasing s. Thus, while attempting to model

the void fraction distributions, the expressions that come to

mind are in the form of

a l~s2s i ,Cp!512expF2KxS x2x ref

hcav
D nx

2KyS y2y0

hcav
D nyG ,

~5!

where K i and n i are coefficients, hcav is the height of the

cavity, x ref is a reference location ~such as the location of the

maximum height of the cavitation! and y0 is the wall eleva-

tion. All these coefficients are functions of (s2s i) and the

pressure coefficient in the closure region. In the present pa-

per we present only examples of the effect of s2s i , but

other studies, such as Ref. 32, demonstrate also the substan-

tial effect of the pressure gradients on the flow structure and

cavitation in the closure region ~including the formation of a

reentrant jet!. In the present flow conditions ]Cp /]x;0.

x ref can be chosen as the location of the transition between

stable to intermittent shedding/collapse of the cavitation. Be-

sides being a function of s2s i and pressure gradients, since

the interface stability is affected by the Reynolds number,50

a l is probably also a function of the Reynolds number. Since

we did not determine the distribution of a l for many condi-

tions, we cannot report on trends. However, for the present

data at s54.69, nx52.07, ny52.6, Kx50.027 and Kx

51.24. This distribution is shown in Fig. 14. The relative

rms difference between this curve and the experimental data

@Fig. 9~a!# in the region between the wall and y /L50.14,

0.215,x/L,0.36, is 4%.

Another feature of the closure region can be observed in

the distributions of vertical velocity ~Figs. 12 and 13!. Above

the immediate vicinity of the wall ~1–2 mm! and all around

the cavity in the closure region, the vertical velocity is nega-

tive, a trend associated with the flow surrounding the cavita-

FIG. 9. Measured distributions of void fraction (a l) for ~a! s54.69 and ~b!
s54.41. Increment in contour lines is 0.1.
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tion. For both the cavitation indices v l̄ and a lv l̄ are positive

very close to the wall. Examination of the instantaneous ve-

locity distributions in this region shows that this phenom-

enon is caused by the collapse of the vapor cavities and the

generation of large vortices. Sample close-up velocity and

vorticity maps demonstrating this are presented in Fig. 15.

They show that the vertical velocity is positive on both sides

of the collapsing vapor cavities. The upward motion of the

lower cavity wall contributes to this positive motion below

the cavity. The vortical motion that develops as a result of

the cavity collapse @Fig. 15~b!# causes the positive vertical

velocity above the cavity.

V. MODELING ISSUES

A. Mass balance

Due to the sharp gradients in a l , as expected, the high

gradients in vertical velocity (] v̄ l /]y,0, Fig. 12! are not

balanced by ] ū l /]x.0 ~Fig. 10! of the same magnitude.

Clearly, the average liquid velocity distributions, by them-

selves, do not satisfy the two-dimensional incompressible

flow continuity equation. In fact, in some cases both gradi-

ents have the same sign. On the other hand, the values of

]a lv l̄/]y,0 are matched by the proper values of ]a lu l̄/]x

.0, satisfying Eq. ~4!. To illustrate this conclusion, Fig. 16

shows the distribution of h and ha , defined as

h5

~] ū l /]x1]v l̄/]y !2

~]u l̄/]x !2
1~] v̄ l /]y !2

;

~6!

ha5

~]a lū l /]x1]a lv l̄/]y !2

~]a lū l /]x !2
1~]a lv̄ l /]y !2 .

These distributions are obtained in the two-phase region, viz.

0.23,x/L,0.3, 0.118,y /L,0.14, for s54.69, hence ob-

tained from 72 instantaneous realizations. Note that distribu-

tions of u l̄, v l̄, a lu l̄, a lv l̄ are presented in Figs. 10 and 12,

respectively. We did not compute h and ha for s54.41. The

quantity h equals 0 when the continuity equation is satisfied

FIG. 10. Distributions of ~a! ū and ~b! a lū for the case s54.69. Hatched

zone represents the region where points have less than 20 measurements,

i.e., liquid velocity.

FIG. 11. Distributions of ~a! ū and ~b! a lū for the case s54.41. Hatched

zone represents the region where points have less than 20 measurements,

i.e., liquid velocity.
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and is larger than 1 when both velocity gradients have the

same sign. The average value of h is 1 when u and v are

random, unrelated numbers.52 The results clearly show that

introducing the void fraction causes a substantial drop in the

number of cases with values equal to or greater than 1, and

an increase in the number of cases with values less than 0.25.

Clearly, the closure region must be treated as a two-phase

flow.

B. Reynolds stresses, momentum balance and
interaction terms

The Reynolds averaged momentum equations for the liq-

uid phase, neglecting the viscous terms, can be written as

~from Ref. 53!

]~a lū lū l!

]x
1

]~a lū lv̄ l!

]y
52

1

r

]a l p̄

]x
2

]~a lu l8u l8!

]x

2

]~a lu l8v l8!

]y
1M x , ~7!

]~a lū lv̄ l!

]x
1

]~a lv̄ lv̄ l!

]y
52

1

r

]a l p̄

]y
2

]~a lu l8v l8!

]x

2

]~a lv l8v l8!

]y
1M y2g , ~8!

FIG. 12. Distributions of ~a! v̄ and ~b! a lv̄ for the case s54.69. Dashed

lines represent negative quantity.
FIG. 13. Distributions of ~a! v̄ and ~b! a lv̄ for the case s54.41. Dashed

lines represent negative quantity.

FIG. 14. Empirical distribution of the void fraction for s54.69, using Eq.

~5!. The coefficients are nx52.07, ny52.6, Kx50.027and Ky51.24.
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where M i is the interaction term, i.e., the effect of the vapor

phase on the momentum of the liquid phase. Distributions of

normal stresses a lu l8u l8, a lv l8v l8 and shear stress a lu l8v l8 and

the estimated turbulent kinetic energy a lk*50.75(a lu l8u l8

1a lv l8v l8) ~it is based on the assumption that the third com-

ponent is the average of the two measured components! for

s54.69 are presented in Fig. 17 ~note the multiplicative con-

stants!. Although the number of samples for s54.41 is

smaller ~48 as compared to 72 for s54.69!, we present the

turbulent kinetic energy ~Fig. 18! to demonstrate the effect of

a lower s. As seen in the figures, along the wall the turbu-

lence level increases considerably with the slight decrease in

s. The peaks in a lk* more than double and their locations

shift downstream. Note that the highest velocity fluctuations

actually occur upstream of the regions indicated in Figs. 17

and 18, but their impacts are diminished by the multiplica-

tion with the void fraction ~Fig. 9!. Interestingly, above the

cavitation, namely at x/L,0.27 and away from the wall, the

effect of s is relatively small, i.e., in both cases a lk* have

similar magnitudes. Also the data at s54.69 show that

a lu l8u8l and a lv l8v8l have comparable magnitudes. The

peaks in 2a lu l8v l8 are about 25%–40% of the a lk* peaks, a

ratio that characterizes separated flows with large coherent

structures, consistent with the instantaneous distributions.

Note that these levels are significantly higher than velocity

fluctuations in turbulent boundary layers,54 but are compa-

rable to peak levels within a separated region, for example,

behind backward-facing steps.55

It is also important to determine the effect of the inter-

FIG. 15. Sample close-up of ~a! velocity and ~b! vorticity during cavity

collapse. First contour level is 6500 l/sec ~dashed lines represent negative

vorticity! and increments are of 500 l/sec.

FIG. 16. Distributions of h and ha @Eq. ~6!#, illustrating the effect of void

fraction on the continuity equation.

FIG. 17. Distributions of ~a! and ~b! normal Reynolds stresses, ~c! shear

stress, and ~d! turbulent kinetic energy for s54.69.
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action terms. Since we cannot determine the magnitude of

M i directly, one needs to evaluate the rest of the terms in the

momentum equation and determine whether the interaction

terms contribute substantially to the overall liquid momen-

tum. A troublesome term is the pressure gradient. It is not

clear to us that the streamwise pressure distribution in the

closure region satisfies the boundary layer assumption, i.e.,

that the pressure is predominantly a function of x only. To

partially answer this question, one can look at the pressure

distribution above the cavitation, where the turbulent terms

are negligible and a l51. Consequently, the horizontal and

vertical pressure gradients can be determined from the accel-

eration terms only. Pressure gradient distributions at differ-

ent elevations, estimated from the values of 2( ū l] ū l /]x

1 v̄ l] ū l /]y) and 2(u l̄] v̄ l /]x1 v̄ l] v̄ l /]y)2g , are pre-

sented in Fig. 19. Here the pressure is scaled with U2/L ,

where U510.5 m/sec is the velocity in the undisturbed re-

gion above the cavitation (U2/L5441 m/sec2 or 45 g!. It is

clear that ]p/]x varies significantly with y, as one would

expect, considering that the pressure near the cavity interface

should be close to vapor pressure. Thus, the best that we can

do with the present data is to choose the pressure as close as

possible to the cavitation interface, where the liquid void

fraction is still one, i.e., y /L50.14. Note that near the clo-

sure region of the cavitation there are substantial adverse

pressure gradients that do not exist in the noncavitating flow

~compare to Fig. 3!.
Interestingly, since we measure the pressure at the en-

trance to the test section ~to determine s!, where the u l

55.2 m/sec, we can use the Bernoulli equation to estimate

the pressure at any point in the test section as long as

viscous/turbulence effects are not important. Using this ap-

proach one can determine, for example, that the absolute

pressure at x/L50.215, y /L50.215, where the velocity is

almost uniform and ]p/]y'0, is 1.643104 Pa over the va-

por pressure. Then, vertical integration using the measured

values of ]p/]y ~Fig. 19! leads to a pressure of approxi-

mately 5000 Pa over vapor pressure at y /L50.132, x/L

50.215. This result also shows the validity of our measure-

ments since this point is located near the cavitation interface

and hence the pressure should be close to P
v

. Once the local

pressure can be evaluated, ](a lp)/]x and ](a lp)/]y can be

computed at every point along y /L50.132.

Thus, using the pressure gradients at y /L50.14, the

terms in the momentum equations are now available and we

can substitute them in order to estimate the interaction terms.

In order to reduce the jitter associated with the derivatives,

the vectors are spatially filtered prior to differentiation. A

simple ‘‘box filter’’ is used, i.e., each velocity vector is re-

placed with an average of the 434 neighboring vectors.

Again, all the results are scaled with U2/L ~545 g! and are

summarized in Figs. 20 and 21. In the horizontal momentum

balance the turbulent stresses have little impact on the re-

sults. The dominant terms are clearly the pressure gradients

and a lu l]u l /]x , but a lv l]u l /]y is not negligible. M x is

significantly smaller than the convective terms and pressure

gradients except for x/L,0.23, where it becomes negative.

In this region, due to the proximity to a50, we suspect that

there are significant differences between ]p/]xuy /L50.132 and

]p/]xuy /L50.14 @evident in Fig. 19~a!, where the gradients

begin to vary considerably as the cavity is approached!,
which may cause this deviation from zero. Conversely, in the

vertical pressure gradients @Fig. 19~b!# the changes with el-

FIG. 18. Distribution of turbulent kinetic energy for s54.41.

FIG. 19. Distributions of ~a! (1/r)]p/]x and ~b! (1/r)]p/]y at several

elevations. The quantities are normalized by U2/L~545 g!.
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evation are small, yielding more reliable results for the ver-

tical momentum equation.

All the terms in the vertical momentum equation are

small compared to the horizontal terms except for

](a lp)/]y . This term is large for a significant fraction of the

closure region due to the large vertical gradients in a l ~Fig.

9!, leading to a high interaction term in the y direction. Since

a l]p/]y is small, rM y is essentially equal to p]a l /]y , very

clearly seen in Fig. 21.

In the equations derived by Drew and Lahey53 for flows

without phase change, the expression for M i is

rM i5p
]a l

]x i

2t i j

]a l

]x j

1M i8 , ~9!

where t i j is the viscous stress and M i8 is a fluctuating term

resulting from ensemble averaging. In the present measure-

ments, both the viscous stresses and the fluctuating terms are

small ~e.g., see the effect of Reynolds stresses on the bal-

ance! compared to the convective terms and pressure gradi-

ents, resulting in

rM i'p
]a l

ax i

. ~10!

Thus, at least for the present low levels of cavitation, the

interaction term is equal to the pressure multiplied by the

gradients of the void fraction. Consequently, in order to ana-

lyze the flow in the closure region one can solve the follow-

ing momentum equation,

a lū l j

] ū li

]x j

52

a l

r

] p̄

]x i

2

]~a lu li8 u l j8 !

]x j

. ~11!

Since, for the existing conditions, the gradients of the Rey-

nolds stresses are still substantially smaller than the other

terms, a l may be canceled and Eq. ~11! can be reduced to a

simple ‘‘Euler equation’’ for the liquid velocity. Note that

this conclusion is appropriate only for conditions where the

stress gradients ~viscous and Reynolds! are small. However,

a l still remains in the continuity equation.

C. Momentum and displacement thickness

Finally, for boundary layer modeling, it is of interest to

determine the effect of cavitation on the momentum thick-

ness u, a lu and the displacement thickness, d*, a ld*. They

are defined as

u5 (
wall

y /L50.19
u

uy /L50.19
S 12

u

uy /L50.19
DDy ,

d*5 (
wall

y /L50.19 S 12

u

uy /L50.19
DDy ,

~12!

a lu5 (
wall

y /L50.19
a lu

uy /L50.19
S 12

u

uy /L50.19
DDy ,

a ld*5 (
wall

y /L50.19

a lS 12

u

uy /L50.19
DDy .

Distributions of u, a lu , d* and a ld* are presented in Fig.

22. Note that the integral momentum equation would include

the terms multiplied by a l . It is clear that the turbulence

generated by the collapse of the cavitation causes a substan-

tial increase in the momentum deficit near the boundary. Up-

stream of ~or in the absence of! the cavitation, the entire

boundary layer thickness is smaller than our vector spacing

of 0.675 mm. Also, the slight change in the cavitation index

increases ~almost doubles! the magnitude and extends the

horizontal length of the region with high momentum and

displacement thickness. Both a lu and a ld* decrease as the

void fraction recovers to 1.0, but their magnitudes remain

substantially higher than any value that exists in the bound-

ary layer upstream of the cavitation. The momentum deficit

is created predominantly in the closure region. The shape

FIG. 20. Terms of the horizonal momentum balance @Eq. ~7!#. M x is the

interaction term. Quantities are normalized by U2/L~545 g!.

FIG. 21. Terms of the vertical momentum balance @Eq. ~8!#. M y is the

interaction term. Quantities are normalized by U2/L~545 g!.
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factor d*/u;1.2, which presently occurs at x/L

50.25– 0.35, is characteristic to turbulent boundary layers.56

VI. SUMMARY AND CONCLUSION

Particle image velocimetry is used to resolve the flow

structure in the closure region and downstream of attached

cavitation. The present paper focuses on the flow when the

ambient pressure is reduced only slightly below the cavita-

tion inception level, i.e., when the cavity is thin ~3–5 mm!.
Two sets of vector maps recorded at the same hydrodynamic

conditions but at slightly different water temperatures, 35 °C

and 45 °C, provide data on the effect of small changes to the

cavitation index ~4.69 vs 4.41! on the instantaneous and av-

eraged flow structure, turbulence and vorticity production.

The instantaneous velocity distributions show that when

the cavity is thin there is no reverse flow downstream and

below the cavitation, i.e., there is no reentrant flow. Instead,

the cavities collapse as the vapor condenses. Note that this

conclusion applies to conditions where, in the absence of

cavitation, there are no adverse pressure gradients in the clo-

sure region ~there are substantial adverse pressure gradients

when cavitation occurs!. As discussed in Ref. 32, reverse

flow and a reentrant jet start developing when the closure

region is located in a region with adverse pressure gradient

even without cavitation. Consistent with this conclusion, we

do see reverse flow when the cavitation is extended to the

diverging part of the present nozzle.

The shape of the cavities in the closure region is highly

irregular and unsteady. The flow measurements and high-

speed photographs show that the process of cavity collapse

involves rollup of large hairpin-like vortices and substantial

vorticity production. These vortices extend to elevations that

are considerably higher than the height of the stable part of

the cavitation. Ensemble averaging of the velocity distribu-

tions shows that the unsteady cavity collapse involves sub-

stantial increases in turbulence, momentum and displacement

thickness in the boundary layer. The small decrease in cavi-

tation index between the two data sets increases the height

and length of the cavity, and has a strong impact on the

turbulence level and momentum deficit in the boundary layer

downstream of the cavitation. The region with the highest

turbulence level is located just downstream of the closure

region. The Reynolds shear stresses reach levels of 25%–

40% of the normal stresses. Such high correlations are char-

acteristic of flows containing large coherent vortex struc-

tures, consistent with the observations. However, unlike

typical turbulent shear flow, the large eddies ~i.e., turbulence

production! originate as the vapor cavities collapse.

It is demonstrated that in dealing with the ensemble-

averaged flow in the closure region of the attached cavita-

tion, one should account for the sharp gradients in the liquid

void fraction. Since the collapse process occurs over a finite

region, the incompressible 2D continuity equation can be

satisfied only when a l is included in the analysis. Using the

momentum equation it is possible to estimate the magnitude

of the ‘‘interaction term,’’ i.e., the impact of the vapor phase

on the liquid momentum. It is demonstrated from the experi-

mental data that, at least for the present test conditions, the

interaction term can be estimated as the local pressure mul-

tiplied by the gradient in void fraction. Equation ~11! is the

resulting ensemble-averaged momentum equation.
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