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Summary of the Amazon EC2 and Amazen RDS Service Disruption in the US East Region
April 29, 2011

Now that we have fully restored functionality to 2ll affected services, we would like to share more details
with our customers about the events that occurred with the Amazon Elastic Compute Cloud ("EC2") last
week, our efforts to restore the services, and what we are doing to prevent this sort of issue from
happening 2gain. We are very aware that many of our customers were significantly impacted by this
event, and as with any significant service issue, our intention is to share the details of what happened
and how we will improve the service for our customers.

The issues affecting EC2 customers last week primarily involved a subset of the Amazon Elastic Block
Store ("EBS") volumes in a single Availzbility Zone within the US East Region that became unable to
service read and write operations. In this document, we will refer to these as "stuck” volumes. This
caused instances trying to use these affected volumes to also get "stuck” when they attempted to read
or write to them. In order to restore these volumes and stabilize the EBS cluster in that Avzilzbility Zone,
we disabled all control APIs (e.g. Create Volume, Attach Volume, Detach Volume, and Crezte Snapshot)
for EBS in the affected Availability Zone for much of the duration of the event. For two periods during the
first day of the issue, the degraded EBS cluster affected the EBS APIs and caused high error rates and
Iztencies for EBS calls to these APIs across the entire US East Region. As with any complicated
operational issue, this one was caused by several root causes interacting with one another and therefore
gives us many opportunities to protect the service against any similar event reoccurring.

Overview of EBS System

It is helpful to understand the EBS architecture so that we can better explain the event. EBS is 2
distributed, replicated block data store that is optimized for consistency and low latency read and write
access from EC2 instances. There are two main components of the EBS service: (i} a set of EBS clusters
{each of which runs entirely inside of an Avazilzbility Zone) that store user data and serve requests to EC2
instances; and (ii} a set of control plane services that are used to coordinate user requests and
propagate them to the EBS clusters running in each of the Availability Zones in the Region.

An EBS cluster is comprised of 2 set of EBS nodes. These nodes store replicas of EBS volume data and
serve read and write requests to EC2 instances. EBS volume data is replicated to multiple EBS nodes for
durability and availability. Each EBS node employs 2 peer-to-peer based, fast failover strategy that
aggressively provisions new replicas if one of the copies ever gets out of sync or becomes unavailzble.
The nodes in an EBS cluster are connected to each other via two networks. The primary network is a
high bandwidth network used in normal operation for all necessary communication with other EBS nodes,
with EC2 instances, and with the EBS control plane services. The secondary network, the replication
network, is a lower capacity network used as 2 back-up network to zllow EBS nodes to relizably
communicate with other nodes in the EBS cluster and provide overflow capacity for data replication. This
network is not designed to handle all traffic from the primary network but rather provide highly-reliable
connectivity between EBS nodes inside of an EBS cluster.

When 2 node loses connectivity to a node to which it is replicating data to, it assumes the other node
failed. To preserve durability, it must find 2 new node to which it can replicate its data (this is called re-
mirroring). As part of the re-mirroring process, the EBS node searches its EBS cluster for another node
with enough available server space, establishes connectivity with the server, and propagates the volume
data. In a normally functioning cluster, finding 2 location for the new replica occurs in milliseconds. While
data is being re-mirrored, all nodes that have copies of the data hold onto the data until they can confirm
that another node has taken ownership of their portion. This provides an additional level of protection
2gainst customer data loss. Also, when data on 2 customer's volume is being re-mirrored, access to that
data is blocked until the system has i i a new orimary {or writable) renlica, This is reauired for

“The trigger for this

event was a network

configuration change”
—AMmazen



Networks in Practice

" Summary of the Amazon EC

& C | [} aws.amazon.com/message/65648/ [0 Bl

#» CEO Addresses Sept. 10 Se

&~ C | [ support.godaddy.com/godaddy/cec-addresses-sept-... @ 57 =

S

=I5 or Create Account 2417 Supgort: (480) 5058877 [T
0Dadd Ese

Commercials | Day

Al Products v ¥icarty

Go Daddy

e . _ “The service outage

@ Product Support  ® Forums E Blogs 1 Groups

Rl was due to a series of

Log in to view your
f CEO Addresses Sept. 10 Service Outage Support tickets
Date Submitted: 9-11-2012 by |y Go Dad and product help.
Go Dac¢dy Customears and Community SREOTE

.
V\h; owe you 8 Dig apok 'Oée'onxe wwleﬂh&?\ﬂ? hs;w ce - 22(][;:0&7;3'“ =
we ex on lember 1 ma; Ve ¢
m%?éc yowp::bs 1e and your interaction with i i ] How are we Doing?
Daccy.com.

The service oulage was due 10 a senes of intermnal network Not what |y Letus
events that corrupted router data tabies. Once the issues Tooki 1 know in a
were wentified, we 1004 comective actions 1o restore services We want your survey!
for our customers and GoDa« om. We have implemented feedback

— T
measures 10 preverl ms from occu"\ﬂg again. —— We value |

Al no time was any sensitive customer information, such as Topec: Go Dagdy Ssuchwck. a O p e d O e
credi card data, passwords of niames and addresses. Scoop ( | | l I l l
compromised. AT

Known 1s: ted:
Dvmﬁgmwnsn #e have provided 99.999% uptime in ¥ Tweet *‘ég&mt
ey lory, o P

infrastructure. This s the level of pedormance G
gustomers nave coms to exgect from us snd tnat us expecl Rl 5 @ Nolssuss to
from on providing N report
SEW‘CE [t ‘m?l Q.I' m\JC(S our site expenence and

1 Leamn More
We have let our customers down and we know it. | cannot expless how sorry | am to I —
those of you who were inconvenienced. We will leam from this.

I'a e to express my profound gratitude 1o af our customers. We a'e thankful for your 2417 Support
straigntforward feedback and the confidence you have shown in us

In appreciation, we will reach out 1o affected customers in the coming days with a 9000 v
oyaity

la.m gesture that acknowedges the disruption. We are grateful for your continued Toyal
and support.
Call us anytime
g e _G O D a
Hablamos
fi Scoft Wagner
35 Bacay CEO -
& 7 min expected
Comments are ciosed. .
N feddnded et deded b dnded Creatg & Support
Contact Us

Online

Get jnvolved in
Porms




Networks in Practice

 © Summary of the Amazon EC

<« C' | [] aws.amazon.com/message/65648/ @

#» CEO Addresses Sept. 10 Se

& ™ [N _cunnart andaddv cam/nadaddu/cen_addreccac_cont— mdsl =

[ Log [} United Continental Holding:

¢ | [J ir.unitedcontinentalholdings.com/phoenix.zhtml?... @ 57 =

All

Medla Centor Ievestor Relations

° °
UAL Price: Change: Volume: Minimum 15 e a | r | | I e
1 (NYSE) $20.25 2 3633407  minute delay Investor Resources
SEC Filings
News Historical Pro Forma Results o
C Quarterly Results
Stock Price
1 Investor Relations > News Anaiyet Coverage
? Annual Reports
fi & View printer-friendly version Investor Updates
f CE <<Back  Fieet Information
H
Dat United Airlines Restoring Normal Flight Operations Following Friday %
Go Computer Outage A, o . L] , ,
We| united.com provides latest flight information and operations summary;
ot travel waiver issved
& CHICAGO, June 18, 2011 (PRNewswire via COMTEX! — 0
Tne United Airlnes, a subsidiary of United Continental Holdings, Inc. (NYSE:
eve UAL), is In the process of resuming normal operations Saturday, June 18,

wed following a temporary computer outage Friday. The airine experienced a Investor Relations

med network connectivity issue at about 7:15 p.m. CT Frday, which was resolved L4 L4 L4
i at midnight.

At Anil Khorana —

cre| United apclogizes for the disruption caused to travelers at affected airports Senior Manager

<o and is reaccommodating travelers whare necessary. Investor Relations

Tre| “Whide we will be expenencing some residual effect on our fight operations

g*-" throughout the weekend, Unded is committed 10 restonng normal operations e

f)& as soon as possidle,” said Alexandna Marren, senor vice president System (312) 997-8510

e Operations Control. "We encourage customers 10 print heir boarding pass Investor Relations @ united.con
u s i , o aetia th

1 prior 1o amval at the airpon and gve themselves exira time. Reci stear & Transfr

We| "We are reaching out through multiple channels 10 ask customers who were Computershare Investor

o inconvenienced by this event 1o contact us.” Services

'sf, United has baen providing regular updates for customers through Twitter and 20:‘ LaSalle S!:eei
: other channels. A¥cago, 1L 60602

in (800) 918-7931

fant The computer problem interrupted the airfine's fight departures, ainport www.computer share.com

an processing and resarvations systems, including access 10 the united.com

intemet site.

Sin
Walver policy for United customers booked on June 17 and 18

fl Scdq Investor FAGs
Go) Unted is allowing fee-waived exceptions for customers whose travel plans -

were impacted by the June 17 computer cutage. Customers scheduled on
United fights on June 17 and 18 may reschedule ther itinerary with a one-
Cor time date or time change, and the change fees will be waived. For customers Stay Informed

wishing 1o cancel their travel plans, a refund in the anginal form of payment
| may b requested. Complete details and elgible travel dates are available at EIRSS Feeds

united.com and continental.com.

Customers should continue 10 manage ther reservations on the respective ‘"‘;‘Jgfé?,'.};. alents when
company’s website from which their ticket was purchased. Customers may 1ed Continental "?0‘5”'99
also book & new reservation, change an existing reservation or check fight posts updates.

status by caling United Reservations at 800-UNITED-1 or Continental E-mail:

Reservations at 800-525-0280 or their travel agent.
SOURCE United Continental Holdings, Inc.

ke

& Print Page ¢ E-msil Page

Quotes delayed a1 least 15 minutes. Market data provided by Interactive




Networks in Practice

Summary of the Amazon EC

C' [ aws.amazon.com/message/65648/ Q%=

> CEO Addresses Sept. 10 Se

& [N _cunnart nndaddv cam/nadaddu/cen_addreccac_cont— mds =

[Log [} United Continental Holding

C' [ ir.unitedcontinentalholdings.com/phoenix.zhtmi?... @ 5

UNITED 5} oSN ety Conter estor Relstions

|| “The airline
experienced a network
e connectivity issue..”
—United Airlines

Sarl fb‘.‘.q'.c(sc o

status by caling United Resecvations at 800-UNITED-1 or Continental E-mail:
Reservations at 800-525-0280 or their travel agent.

SOURCE Unvted Continental Holdings, Inc.

@ Print Page ¢ E-mail Page

Quotes delayed at least 15 minutes. Market data provided by Interactive




Networks in Practice




Networks in Practice

o
| — -~
R | >
e



Networks in Practice

i eralie also servers...

e
[ 2 S
_“,j& | /
4




Networks in Practice




Networks in Practice




Networks in Practice




Networks in Practice




Networks in Practice




Networks in Practice




Networks in Practice




Networks in Practice




Networks in Practice




Networks in Practice

Fach color represents a different set of control
plane protocols and algorithmes... this is
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Machine-Verified Controllers

Vision
 Develop programs in a high-level language
« Reason at a high level of abstraction
« Use a compiler and run-time system to o,

generate low-level control messages
« Machine-verified proofs of correctness

Contributions
« NetCore compiler + optimizer
« Featherweight OpenFlow model
» General framework for establishing
run-time system correctness
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OpenFlow Switches

Forwarding Table: prioritized list of rules

Rule: pattern, actions, and counters
Pattern Action Bytes Packets Pri ority

Pattern: prefix match on headers | Drop
Forward(2)

Action: forward or modify

Controller

Counters: total bytes and packets processed



m NOX

Network Events
« Topology changes

eDiverted packets
« Traffic statistics

Control Messages
*Modify rules
« Query counters




Issue #1: Switch-Level Errors

What happens if...
 The controller misses a keep-alive message?

 The controller sends a malformed message?
- Bad output port

- foo many actions

- Inconsistent actions

- Unsupported actions

* The switches runs out of space for rules?

Any of these can lead to essentially arbitrary
behavior



Issue #2: Malformed Patterns

What happens if the controller sends the following
message to a switch?

FlowMod AddFlow { match = { srcIPAddress = 10.0.1.*”, ... },
actions = [ flood ], ... }
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Issue #2: Malformed Patterns

What happens if the controller sends the following
message to a switch?

FlowMod AddFlow { match = { srcIPAddress = 10.0.1.*”, ... },
actions = [ flood ], ... }

We'd expect the switch to install a rule that
broadcasts all traffic from a host the given subnet...

..but it actually installs a rule that floods all traffic

Why? Switches silently ignore IP fields unless the
Ethernet frame type is P!



Issue #3: Message Reordering

What happens if the controller sends the following
pair of OpenFlow messages to a switch in sequence?

FlowMod AddFlow { match = { ethFrameType = ethTypelP,
srcIPAddress =
“10.0.1.99”, ... },
priority = 1,
actions = [ ] }
FlowMod AddFlow { match = { ethFrameType = ethTypelP,
srcIPAddress = “10.0.1.*”, ... },
priority = 2,
actions = [ flood ] }

The intention is to encode a negation...



Issue #3: Message Reordering

What happens if the controller sends the following
pair of OpenFlow messages to a switch in sequence?

FlowMod AddFlow { match = { ethFrameType = ethTypelP,
srcIPAddress =
“10.0.1.99”, ... },
priority = 1,
actions = [ ] }
FlowMod AddFlow { match = { ethFrameType = ethTypelP,
srcIPAddress = “10.0.1.*”, ... },
priority = 2,
actions = [ flood ] }

The intention is to encode a negation...

BeliRthe switch may process these in either orded
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NetCore

|
Compiler

AN
Optimizer

Run-time system



NetCore

Syntax

Inductive pred :
| onSwitch :
IngressPort :
D1Src : EthernetAddress -> pred
D1Dst : EthernetAddress -> pred
DlVlan : option VLAN -> pred

Type :=
Switch -> pred
Port -> pred

|

|

|

|

| ...

| And : pred -»> pred -> pred
| or : pred -> pred -> pred
| Not : pred -> pred

| A1l : pred

| None : pred.

Inductive PseudoPort : Type :=

| PhysicalPort : Port -> PseudoPort

| AllPorts : PseudoPort.

Inductive act : Type :=

| FwdMod : Mod -> PseudoPort -»> act

Inductive pol : Type :=
| Policy : pred -> list act -> pol
| Union : pol -> pol -> pol
| Restrict : pol -> pred -> pol.

NetCore
1
Compiler
) v N\
(* Predicates *) Flow tables Optimizer
l hat.

Run-time system

./

OpenFlow messages

Featherweight OpenFlow

(* Psuedo Ports *)

(* Actions *)

(* Policies *)




NetCore

Semantics etCore
Compiler
' R
Ilp = (sw, pt, pk) e @Zer
lpS S — pOl(Sw7 pt’ pk‘) Run—timf system
S — {| (T(Sw7pt0Ut)7pk) | (ptO’UJt?pk) = lpsout |} OpenFlow messages
{‘ lp ’} ) {’ lpl s lpn‘} ﬂ) S S, {‘ Zpl S lpn|} Featherweight OpenFlow

» Models hop-by-hop forwarding behavior of the network
» Abstracts away from the underlying distributed system
« Makes it easy to reason about network-wide properties



Compiler
'
Flow tables

|
Run-time system

()

Optimizer



NetCore to Flow Tables

Exa m ple NetCore
Priority | Pattern Action comf Her
65534 | inPort = 2,dISrc = dc:ba:65:43:21 | Fwd 2 o 2N
65533 | inPort = 2 Fwd 3 O' Ia = @'w
Run-time system
: ’
NetCore compiler R
- Key operation: flow table intersection o G o

« Must restrict to “valid” patterns

Optimizer
 Optimizer prunes (many) redundant rules
» Based on simple algebra of operations

Correctness Theorem

NetCore ~ FlowTable




Valid Patterns

Inductive ValidPattern : Pattern -> Prop :=
| SupportedIPPatternvalid : forall dlSrc dlDst dlVlan dlVlanPcp nwSrc nwDst nwTos
tpSrc tpDst inPort nwProto,
In nwProto SupportedL4Protos ->
ValidPattern (MkPattern d1lSrc dlDst (WildcardExact Const_0x8600)
dlvlan dlVlanPcp
nwSrc nwDst (WildcardExact nwProto)
nwTos tpSrc tpDst inPort)
| UnsupportedIPPatternvValid : forall dlSrc dlDst dlVlan dlVlanPcp nwSrc nwDst nwTos
inPort nwProto,
~ In nwProto SupportedL4Protos ->
ValidPattern (MkPattern dlSrc dlDst (WildcardExact Const_0x800)
dlVlan dlVlanPcp
nwSrc nwDst (WildcardExact nwProto)
nwTos WildcardAll WildcardAll inPort)
| ARPPacketValid : forall dlSrc dlDst dlvlan dlVlanPcp nwSrc nwDst inPort,
ValidPattern (MkPattern d1lSrc dlDst (WildcardExact Const_0x8606)
dlvlan dlVlanPcp
nwSrc nwDst WildcardAll
WildcardAll WildcardAll WildcardAll inPort)
| UnknownDlTypPatternValid : forall dlSrc dlDst d1Typ dlVlan dlVlanPcp inPort,
ValidPattern (MkPattern dlSrc dlDst dlTyp
dlVlan dlVlanPcp
WildcardAll WildcardAll WildcardAll
WildcardAll WildcardAll WildcardAll inPort)
| EmptyPatternvalid :
ValidPattern Pattern_empty.
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OpenfFlow Specification

& 42 pages...

= ..of informal English text

..and C struct definitions




Featherweight OpenfFlow

Syntax

Devices Switch 5 1=S(sw, pts, RT, inp.outp, inm, out
Controller C C(o, fin, fout)
Link L L(locspe, pks, locast)
OpenFlow Link to Controller M M(sw, SMS, CMS)
Packets and Locations Packet Dk w= abstract
Switch ID sw eN
Port ID pt €N
Location loc € sw X pt
Located Packet Ip € loc x pk
Controller Components Controller state o u= abstract
Controller input relation i € swx CM Xxo~0
Controller output relation et € o~ swxSMxo
Switch Components Rule table RT == abstract
Rule table Interpretation [RT] € lp = {llpy - Ip,} x{{CM;---C
Rule table modifier ART u= abstract
Rule table modifier interpretation apply € ART — RT — ART
Ports on switch pts € {pt1---ptn}
Consumed packets np € {lp,---lp,[}
Produced packets outp € {lipy--Ip,
Messages from controller inm € {SMy---SM,[}
Messages to controller outm € {CM,---CM,|}
Link Components Endpoints l0Csye, locgs € loc where locgye # locgst
Packets from locg,. to locgs: pks € [pky - pky|
Controller Link Message queue from controller SMS € [SM,---SM,]
Message queue to controller CMS € [OM,--- CM,]
Abstract OpenFlow Protocol Message from controller SM :=FlowMod ART | PktOut pt y
Message to controller oM == PktIn pt pk | BarrierReply n

Semantics

Key judgments:

e Control
e Control
e Networ

erin: (S?U,CM,O‘)WU/
2 lljg G EC

@sien: M — M

Models all essential asynchrony

(outp’, outm’) = [RT](lp)

S(sw, pts, RT, {|lp[} ¥ inp, outp, inm, outm) LiN S(sw, pts, RT, inp, outp’ & outp, inm, outm’ & outm)
(PKT-PROCESS)

SEND-WIRE
S(sw, pts, RT, inp, {|(sw, pt, pk)[} & outp, inm, outm) | L((sw,pt), pks, loc") ( )

—  S(sw, pts, RT, inp, outp, inm, outm) | L((sw, pt), [pk] + pks, loc")

RECV-WIRE
L(loc, pks + [pk] , (sw, pt)) | S(sw, pts, RT, inp, outp, inm, outm) ( )

i) L(loc, pks, (sw,pt)) | S(sw, pts, RT, {|(sw, pt, pk)[} & inp, outp, inm, outm)

RT' = apply(ART, RT)
S(sw, pts, RT, inp, outp, {FlowMod ART[} W inm, outm) — S(sw, pts, RT", inp, outp, inm, outm)
(SwrtcH-FLowMon)

pt € pts

S(sw, pts, RT, inp, outp, {PktOut pt pk[} & inm, outm) — S(sw, pts, RT, inp, {|(sw, pt, pk)[} & outp, inm, outm)

(SwitcH-PKTOUT)

fout(0) ~ (sw, SM, 0")
C(0, fin, four) | M(sw, SMS, CMS) — C(0”, fin, four) | M(sw, [SM] +SMS, CMS)

(CTRL-SEND)

fin(sw,0, CM) ~ o’
C(0, fin, fout) | M(sw, SMS, CMS + [CM]) — C(0”, fin, fout) | M(sw, SMS, CMS)

(CTRL-RECY)

SM # BarrierRequest n
M(sw, SMS +-[SM], CMS) | S(sw, pts, RT, inp, outp, inm, outm)
—  M(sw, SMS, CMS) | S(sw, pts, RT, inp, outp, {| SM [} & inm, outm)

(SwitTcH-RECV-CTRL)

M(sw, SMS + [BarrierRequest n], CMS) | S(sw, pts, RT, inp, outp, D, outm)
—  M(sw, SMS, CMS) | S(sw, pts, RT, inp, outp, (), {BarrierReply n[} & outm)
(SWITCH-RECV-BARRIER)

S(sw, pts, RT, inp, outp, inm, {| CM [} & outm) | M(sw, SMS, CMS) (e Gty

—  S(sw, pts, RT, inp, outp, inm, outm) | M(sw, SMS, [CM] -+ CMS)
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Run-Time System

Invariants NerCore
« Maintain a sound approximation of Comf”er .
overall flow table each switch Flow tables Optimizer
- Eventually process all diverted packets Run-tim%system b
OpenFlow messages
Theorem Featherweight OpenFlow

FlowTable = Featherweight OpenFlow

Run-time instances

e Trivial: processes all packets on controller

e Proactive: installs rules, falls back to Trivial when out of space
e Full: like Proactive, but also installs exact-match rules



Safe Wires

Inductive SafeWire : SF -> SF -> SF -> list CM -> Prop :=
| safeWire _nil : forall 1b ub,
extends ub 1lb ->
SafeWire 1b ub 1b nil
| safeWire cons_FlowMod : forall 1b ub sf sft 1st,
SafeWire 1b ub sf 1lst -»>
extends ub (apply SFT sft sf) -»>
SafeWire 1lb ub (apply SFT sft sf) (FlowMod sft :: 1lst)
| safeWire_cons_PktOut : forall 1b ub sf pt pk 1st,
SafeWire 1b ub sf 1lst -»>
SafeWire 1lb ub sf (PktOut pt pk :: 1lst)
| safeWire_cons_BarrierRequest : forall 1b ub sf n 1st,
SafeWire 1b ub sf 1lst -»>
SafeWire 1lb ub sf (BarrierRequest n :: 1lst).




Implementation

Source
« ~8,000 lines of Cog
« ~1 500 lines of Haskell

Components

NetCore compiler and optimizer
-low tables

~eatherweight Openflow
Run-time system instances

Proofs of correctness

Status
« Extracts to Haskell source code
« Compiles against Nettle libraries
« Running on “production” traffic in the lab




Performance

B Unverified
B Verified
5,000
3,750
ge
C
o
O
8
S~
1% 2,500
o)
=
2
9
UL,
1,250
0

Implementation



Conclusion

NetCore

Networks are critical infrastructure... |

Compiler

v =
. 2 Flow tables Optimizer
deve|oped USIDQ 1 9705 era Run—timlesystem i
techniques ¢

OpenfFlow messages

Featherweight OpenFlow

Software-defined networks are an
architecture that could be used to put
networks on a solid foundation

Machine-verified controllers based on
NetCore a first step in this direction
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