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Abstract—Defocus detection technology is the key technology in
the fields of laser direct writing, optical disc storage, and high-
precision lithography, which directly affects the accuracy of line
drawing. In this paper, using the principle of astigmatic method,
combined with differential technology, a nano-level defocus de-
tection method based on differential astigmatism for the high
numerical aperture systems is proposed. Firstly, by establishing
a mathematical model, the theoretical analysis and simulation of
the defocus detection method based on differential astigmatism are
carried out. In addition, the system parameters at the maximum
sensitivity of the high numerical aperture defocus detection system
is also solved. Secondly, the defocus detection experimental system
based on astigmatic method was built for experimental demonstra-
tion. Finally, using the objective lens with a numerical aperture of
0.8, the focus error signal curve with a good linear relationship
is obtained in this paper. The linear range is 6µm; the system
sensitivity can reach 5 nm; the system detection accuracy is 30 nm,
and the repeat positioning accuracy can reach 30 nm. The defocus
detection method based on the high numerical aperture objective
lens has the advantages of large detection range, high detection
accuracy and compact system structure, which can be widely used
in various new high-precision laser processing fields.

Index Terms—Astigmatic method, differential technology, high
numerical aperture, high sensitivity.

I. INTRODUCTION

I
N ORDER to portray high-precision lines, high numerical

aperture (NA) objective lenses are widely used in laser di-

rect writing, optical disc storage and high-precision lithography

[1]–[6]. The use of high numerical aperture and short focal depth

objectives puts forward new requirements for defocus error

detection technology [7]. The basic principle of defocus error

detection is to establish the relationship between the defocus
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amount of the sample and the intensity or shape change of

the light spot on the detector through the defocus detection

element. And through the corresponding processing method,

the linear relationship between the focus error signal and the

defocus amount is obtained. The current defocus error detec-

tion methods mainly include astigmatic method, critical angle

method, Foucault knife-edge method, decentered beam method,

pinhole focusing method, etc. [8], [9]. The astigmatic method is

widely used in high-precision defocus detection due to its simple

structure and high resolution [10], [11]. Its basic principle is to

use the astigmatic elements to change the energy distribution

of the laser beam returning from the sample, thereby forming

spots of different shapes on the detector, and establishing the re-

lationship between the defocusing amount of the sample and the

energy distribution of the detector spot [11]–[14]. By measuring

the focus error signal on the detector, the defocus amount of the

sample can be calculated.

At present, the research on the astigmatism defocus detection

technology has made good progress. Li Y et al. established

a high-precision displacement measurement system based on

the astigmatic method, achieving a detection accuracy of 0.1

µm [9], [15], [16]; Tian Yiqiang and Chen Li et al. analyzed

the influence of the parameters of the astigmatism and defocus

detection system on the amount of defocus, sensitivity and spot

size, and proposed the optimization and design principles of the

system parameters [17], [18]. The above-mentioned research

mainly focuses on focusing systems with low numerical aper-

ture. However, with the wide application of high numerical

aperture systems, the current research on focal plane detection

accuracy of 100nm-level is difficult to cope with the defocus

detection of high numerical aperture systems [19], [20]. For

example: for the focus of the vector light field, use an objective

lens with a numerical aperture (NA) of 1.4, and from the formula

DOF = 0.5λ/(NA)2, it can be seen that for a system with a laser

beam wavelength λ of 365nm, the focal depth DOF is lower than

100nm [11], [14], [21]–[23]. Therefore, for a high NA system,

it is necessary to design its system parameters reasonably to

improve the accuracy of its defocus detection to the nanometer

level.

In the field of high-precision focal plane detection, the stabil-

ity, noise resistance and adaptability of the detection system

to the measured surface also have a great influence on the

performance of the detection system. Since the astigmatic

method uses a single four-quadrant detector to collect the light
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intensity to obtain the defocus signal, the stray light and the

airflow disturbance of the external environment have a bad

influence on its stability and noise [24], [25]. The differential

technology has the advantages of improving the system sensi-

tivity and suppressing system noise [25]–[28]. Therefore, based

on the principle of differential technology, the defocus signal is

collected by two detectors, and the difference between the two

detection signals is used to express the defocus information, so

as to suppress the influence of environmental fluctuations and

stray light on the detection signal, and improve the stability and

noise immunity of the detection system.

In addition to the important indicators such as defocus de-

tection accuracy and stability, repeat positioning accuracy and

sensitivity are also important parameters to ensure the quality of

the depicted lines. At present, most of the literature only studies

the influencing factors of the defocus detection range, detection

accuracy and the optimization design of the focal plane detection

system parameters, while ignoring the discussion of the repeated

positioning accuracy and maximum sensitivity of the detection

system [11], [14], [15], [17], [18]. Therefore, for high-precision

lithography, while meeting the feasibility requirements of the

defocus detection range and spot size, and the compactness of

the system structure, it is necessary to optimize the design of

the defocus detection system parameters to solve the maximum

sensitivity. And through the measurement of static repeatability

positioning and dynamic repeatability positioning, the defocus

detection system is evaluated.

Therefore, based on the theory of astigmatism, combined with

differential technology, this paper proposes a defocus detection

method based on the differential astigmatic method, and con-

ducts theoretical research and simulation analysis on the high

NA system. The simulation analysis solves the system parame-

ters at the maximum sensitivity of the system on the basis of tak-

ing into account the practical feasibility. Finally, an experimental

platform was built to demonstrate, and the sensitivity, repeat

positioning accuracy and stability of the system were tested.

The results show that for the objective lens with a numerical

aperture of 0.8, the linear range of the experimental system can

reach more than 6µm; the sensitivity of the system is 5 nm; the

detection accuracy of the system reaches 30 nm; and the repeat

positioning accuracy can reach 30 nm. The research results of

this paper show that, under the premise of considering feasibility

and experimental requirements, the defocus detection system

based on the differential astigmatic method can be applied to

the field of new high-precision lithography machines.

II. PRINCIPLE AND MODEL

A. Principle of Astigmatic Method

The schematic diagram of the astigmatism method is shown in

Fig. 1(a). The combination of spherical lens (L0) and cylindrical

lens (CL0) is used as the astigmatic element. Since the cylindrical

lens only has a focusing effect on the meridian plane, there is a

difference in the focusing ability of the meridian plane and the

sagittal plane during imaging, so that the meridian focal line (t)

and the sagittal focal line (s) are formed behind the cylindrical

lens. The shape of the spot between the two focal lines gradually

Fig. 1. Schematic diagram of the principle of astigmatism. (a) Optical path.
(b) Light field distribution on FQD.

Fig. 2. Detection principle diagram of the FQD.

changes from a vertical ellipse to a horizontal ellipse, that is, the

energy distribution of the spot on the x-axis and y-axis changes

continuously along the optical axis. Therefore, the four-quadrant

detector (FQD) is used as the signal detection element to detect

the energy distribution of the spot at a specific position between

the two focal lines, and the defocus direction and defocus size

of the sample can be determined.

Due to the specific relationship between the image surface

light field energy distribution and the axial position of the

sample, the position where the image side light field distribution

is circular is defined as the positive focus position P0(called

“Posfocus”), as shown in Fig. 1(b-b0). When the sample is out

of focus and at the position P1(called “Frofocus”, it is in front

of the focal plane), the image side light field distribution is a

vertical ellipse as shown in Fig. 1(b-b1); when the sample is at the

position P2(called “Bacfocus”, it is in front of the focal plane),

the image side light field distribution is a horizontal ellipse as

shown in Fig. 1(b-b2).

The detection principle of the FQD is shown in Fig. 2. The spot

energy is divided into four parts: S1, S2, S3, and S4, the intensities

of which are respectively I1, I2, I3, and I4, and the total energy

is I0. When the sample is in the positive focus position, the light

field distribution on the detector is circular. At this time, the

energy of the light spots in the four quadrants of S1, S2, S3, and

S4 are completely equal. When the sample is at the Frofocus

position or the Bacfocus position, the light field distribution on

the detector changes to an ellipse, and the spot energy in the four

quadrants S1, S2, S3, and S4 is not equal. Therefore, the focus
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Fig. 3. Schematic diagram of astigmatic method optical path.

error signal (FES) can be defined as follows:

FES =
(I1 + I3)− (I2 + I4)

I1 + I2 + I3 + I4
=

(I1 + I3)− (I2 + I4)

I0
(1)

Assuming that the energy distribution of the light field on the

detector is uniform and symmetric; then, one can get:

Ii = CSi, (i = 1, 2, 3, 4) (2)

S1 = S3, S2 = S4 (3)

Where C is constant. Based on the formula of the geometric

area of the elliptical spot, S1, S2, S3, and S4 can be calculated as

follows:

S1 = S3 =
πrxry

2
− rxryarcsin

(

|ry|
√

rx2 + ry2

)

,

S2 = S4 = rxryarcsin

(

|ry|
√

rx2 + ry2

)

(4)

Where rx and ry are the x-axis and y-axis radius of the detector

FQD, respectively. Combining formulas (1)–(4), the focus error

signal (FES) can be calculated as:

FES = 1−
4

π
arcsin

(

|ry|
√

rx2 + ry2

)

(5)

Equation (5) shows that there are three special points about

the FES: when rx = ry, FES = 0, the optical field distribution

on the detector is circular; when ry = 0, FES = 1, the optical

field distribution on the detector is a vertical focal line; when rx
= 0, FES = -1, and the light field distribution on the detector is

a horizontal focal line. The values of rx and ry can be obtained

by the principle of geometric optical imaging, which will be

derived next.

The schematic diagram of the astigmatic method optical path

is shown in Fig. 3. a0 and b0 are the object and image distances of

the objective lens(L0), respectively. a1 and b1 are the object and

image distances of the cylindrical lens (CL0), respectively. The

distance between the two lenses is l, and the distance between

the CL0 and the detector CCD is d. The focal lengths of the L0

and the CL0 are f1 and f2, respectively. Combined with Gaussian

formula, one can get:

1

b0
+

1

a0
=

1

f1
,
1

b1
−

1

a1
=

1

f2
(6)

Assuming that the radius of the L0 and the CL0 are r1 and r2,

respectively. the geometric similarity relationship can be used

Fig. 4. Schematic diagram of the differential astigmatic method. (a) Optical
path. (b) Light field distribution on FQD1 and FQD2.

to obtain:

rx

r2
=

|d− b1|

b1
,
ry

r2
=

|a1 − d|

a1
,
r2

r1
=

a1

b0
(7)

From Fig. 3, one can know:

a1 = b0 − l =
a0f1 − a0l + f1l

a0 − f1
(8)

Combining (6)–(8), rx and ry can be calculated as:
⎧

⎨

⎩

rx = r1

(

1− l(a0−f1)
a0f1

)
∣

∣

∣

d(a0−f1)
a0f1−a0l+f1l

+ d
f2

− 1
∣

∣

∣

ry = r1

(

1− l(a0−f1)
a0f1

) ∣

∣

∣
1− d(a0−f1)

a0f1−a0l+f1l

∣

∣

∣

(9)

Eq. (9) is the functional expression of the spot radius rx and ry.

From the formula, it can be seen that the spot radius is affected

by parameters such as f1, f2, d, l, and a0. In addition, since

the cylindrical lens only has a focusing effect in one direction,

Therefore, rx has more term d/f2 than ry.

B. Principle of Differential Astigmatic Method

The above content is only the principle of astigmatic method

with a detector. Since the signal directly obtained by the detector

is light intensity, it is badly affected by the environment and has

poor anti-noise performance. In order to improve the anti-noise

performance of the astigmatic method, differential technology

is added to form the differential astigmatic method. The differ-

ential astigmatic method refers to placing two detectors in front

of and behind the focal plane of a cylindrical lens (shown in

Fig. 4(a)). Because the spot shapes of the two detectors are not

the same (shown in Fig. 4(b)), and the difference between the

focus error signals of the two detectors changes with the position

of the sample (Ps). Therefore, the sample displacement change

can be converted into the change of the difference between the

signals of the two detectors, thereby achieving the detection of

the sample defocusing displacement. The schematic diagram is

as follows:

For the calculation of the differential signal value, the focus error

signals of the detectors FQD1 and FQD2 can be obtained from

(5) as follows:

FES1 = 1−
4

π
arcsin

(

|r1y|
√

r1x2 + r1y2

)

,
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Fig. 5. FES simulation curve.

FES2 = 1−
4

π
arcsin

(

|r2y|
√

r2x2 + r2y2

)

(10)

Then the difference between FES values of the two detectors is:

∆FES = FES1 − FES2 =
4

π
(

arcsin

(

|r2y|
√

r2x2 + r2y2

)

− arcsin

(

|r1y|
√

r1x2 + r1y2

))

(11)

Taking the focal point (Pf, it is shown in Fig. 4(a).) of the

objective lens as the reference point (ie, a0 = f1 + ∆a), for

the given system parameters f1, f2, l, d1, d2 and the defocus

amount ∆a (As shown in Fig. 4(a), d1 is the distance between

the FQD1 and the CL0; d2 is the distance between the FQD2

and the CL0), the relationship between the focus error signal

difference (∆FES) and ∆a can be established by (9) and (11).

The relationship curve is called the S curve, and its monotonous

change interval can be used to detect the amount of defocus. In

the differential astigmatic method, since the influence of stray

light and environmental airflow disturbance on the two detectors

is the same, the difference between the two can reduce the

influence of the environment and improve the anti-noise ability

and stability of the measurement system.

III. SIMULATION AND ANALYSIS OF DIFFERENTIAL

ASTIGMATIC METHOD

A. Simulation and Analysis of ∆FES Signal Curve

According to the principle of the differential astigmatic

method, a measurement system of an objective lens and a cylin-

drical lens can solve the∆FES signal curve and optimize the sys-

tem parameters by (9) and (11). For high-precision lithography

systems, high NA objective lenses are often used for exposure,

so the lens parameters are preliminarily determined as follows:

objective lens focal length f1 = 3.6mm; objective lens radius r1
= 2.9mm; cylindrical lens focal length f1 = 100mm. According

to (9) and (11), the simulated S curve shown in Fig. 5 can be

obtained. The red curve in the figure represents the focus error

signal curve (FES1) of the detector FQD1 position, and the

green curve represents the focus error signal curve (FES2) of

the detector FQD2 position. The difference between the two

is represented by the blue dashed line, which represents the

Fig. 6. The influence of system parameters d1, d2, and l on the ∆FES curve.

differential signal curve (∆FES). It can be seen from the graph

that there are maximum points (ie, B2 and C2) and minimum

points (ie, B1 and C1) for the FES curve of a single detector,

which correspond to the horizontal focal line and the vertical

focal line respectively. This is in line with the analysis of (5)

above. The ∆FES curve is divided into 5 sections by these

4 extreme points, and the A1A2 section and A3A4 section

both have a monotonic interval with good linearity, and both

can be used as the effective interval for sample displacement

measurement.

It can be seen from (9) and (11) that the system parameters l,

d1 and d2 all have an effect on the ∆FES curve, so simulation

verifications were performed on them respectively, as shown in

Fig. 6. It can be seen that the smaller d1 and the larger d2, the

steeper the ∆FES curve and the larger the range of its linear

interval; the smaller l, the steeper the ∆FES curve, but the

range of its linear interval will be limited. Therefore, taking

the experimental requirements as the constraint condition and

combining (9) and (11), the system parameters with maximum

sensitivity can be solved to obtain the optimal focal plane

measurement.

B. Solve Optimal System Parameters

In the field of high-precision lithography, since the focal depth

of the high NA objective lens is about 1 µm, the focusing system

is usually required to have a defocus detection range of at least

5 µm. Therefore, the value range of the linear interval L is

initially set as: L ≥ 5µm. Considering the influence of the size

of the light spot on the detector on the detection accuracy, too

small a light spot may cause the detector to be insensitive and

unable to effectively detect signal changes. At the same time,

it also requires the system to have high assembly accuracy. If

the light spot is too large, it may exceed the detection range

of the detector, and the detector can only receive part of the

light, which seriously affects the signal detection. Therefore, it
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Fig. 7 Flow chart of system parameter optimization algorithm.

Fig. 8. Solution results. (a)The simulated ∆FES curve and its linear interval.
(b) The curves of rx and ry varying with the defocus amount.

Fig. 9. Experimental schematic diagram of the defocus detection system based
on differential astigmatic method.

is necessary to reasonably set the maximum radius Rx and Ry of

the elliptical spot in the x and y directions. Since the pupil radius

of the high NA objective lens in the experiment is 2.9mm, and the

target surface size of the four-quadrant detector is 5mm×5mm,

it can be defined as follows: 0.5mm ≤ Rx ≤ 2mm; 0.5mm ≤
Ry ≤ 2mm; To reduce the interference of external stray light,

the requirements are as follows: Rx ≈ Ry (ie, │Rx - Ry│< 1).

In order to reduce costs and save space, the entire measurement

system is required to have a compact structure, so the system

parameters are set as follows: l ≤ 200mm, d1 ≤ 150mm and d2
≤ 150mm.

According to the above conditions, the algorithm shown in

Fig. 7 is designed to optimize the system parameters. It can be

seen from Fig. 6 that the change of l has little effect on the A1A2

section of the∆FES curve. In the A3A4 section, the greater the l,

the higher the sensitivity, that is, for a measurement system that

meets the experimental requirements, the l should be as large

as possible. Therefore, the initial value is taken as: l = 200mm.

And using the system initial values f1, f2, r1, combined with Eq.

and (11), in the A1A2 and A3A4 sections of the curve in Fig. 5,

with the detection range L as the limiting condition, the value

range of d1 and d2 can be preliminarily determined (in order to

reduce parameter variables, the positions of the two detectors

are symmetrical about the focal plane of the cylindrical lens,

ie, d1+d2 = 2f2). Secondly, the radius of the detector is used

as a limiting condition to further narrow the range of values

of d1 and d2. Finally, find the system parameters value with

the highest sensitivity (Its value is represented by the variable

lmd0) in this range. It can be seen from Fig. 6 that the smaller

d1 and the larger d2 value, the greater the linear range and

sensitivity of ∆FES, so finally take the d1 and d2 calculated in

the previous step as the final parameter values of the system.

As for the quantification standard of sensitivity, considering

that astigmatism focusing systems generally measure small

displacements, the midpoint position derivative of the linear

monotonic interval of the∆FES curve is used to characterize the

sensitivity.

Solved by algorithm, the results are as follows: l = 200mm,

d1 = 70mm, d2 = 130mm. The simulation result is shown in

Fig. 8, and the ∆FES curve is the blue curve in the figure. The

slope on both sides of the curve peak is steep, indicating that the

system has high sensitivity; the interval with good linearity on

both sides is taken as the effective interval for sample defocus

measurement, as shown in the M1M2 section (L1 = 6.9µm)

and N1N2 section (L2 = 8.5µm) in Fig. 8(a). It can meet the

needs of the defocus detection range of the high NA lithography

system. The changes in the radius of the spot in the x and y

directions with the defocus amount are shown in Fig. 8(b). The

maximum radius Rx and Ry in the linear range are both greater

than 0.5mm and less than 2mm, which meets the requirements

of the four-quadrant detector target surface.

IV. EXPERIMENTAL SYSTEM AND RESULT DISCUSSION

In order to verify the simulation optimization results, a defo-

cus detection system based on differential astigmatic method as

shown in Fig. 9 was built for experiments. In our experiment,

the laser source (Laser) emits a light beam with a wavelength of

633nm. After the beam is collimated and expanded by the beam

expander, the polarization direction is adjusted by the 1/2 wave

plate (1/2WP). After passing through the polarization beam

splitter (PBS), 1/4 wave plate (1/4WP) and objective lens(L0),

the light beam is focused on the sample. The light reflected

from the sample surface passes through L0, 1/4WP, cylindrical

lens (CL0) and the beam splitter prism (BS), and received by

the four-quadrant detectors FQD1 and FQD2 respectively. At

the same time, the sample is mounted on the PZT (Nanome-

ter precision micro-motion stage), which can move axially at

nanometer level, and can form feedback through the focus error
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Fig. 10. The changes in the shape of the light spot during the axial displacement of the sample.

Fig. 11. FES curve collected by an FQD.

signal FES obtained by the four-quadrant detector. According

to theoretical calculations and application requirements in the

field of high-precision lithography machines, the parameters

are selected as follows: L0 selects a Nikon objective lens (NA

= 0.8), and its focal length is approximately as follows: f1 =
3.6mm; the focal length of CL0 is as follows: f2 = 100mm; the

distance between L0 and CL0 is taken as follows: l = 200mm;

the distances between CL0 and the detectors are as follows: d1
= 70mm, d2 = 130mm.

A. FES Curve Test and Verification

First, the experiment about the astigmatic method of a detector

was carried out. Fig. 10 shows the changes of the spot shape on an

FQD. When the sample is axially displaced, the shape of the spot

changes to a vertical ellipse (shown in Fig. 10(a)), a circle (shown

in Fig. 10(b)), and a horizontal ellipse (shown in Fig. 10(c)) in

turn. The FES curve is shown in Fig. 11 . It can be seen that there

are two extreme points corresponding to the meridian focal line

and the horizontal focal line. The experimental phenomena and

key points are basically consistent with the simulation calcu-

lation results. There is a certain gap between the experimental

results and the simulation, because there are aberrations in the

experimental system and the experimental beam is the Gaussian

beam, the spot shape corresponding to the extreme point is not

a strict focal line on the detector but an elliptical spot (ie, the

absolute value of the FES value corresponding to the extreme

point is less than 1).

Then, based on the differential principle, two FQDs (FQD1

and FQD2) were used to collect signals, and the experiment of

differential astigmatic method was performed, and the differen-

tial signal ∆FES curve was obtained, as shown in Fig. (12).

Fig. 12(a) and (b) show the curve of the signal intensity of

each quadrant of FQD1 and FQD2 changing with the defocus

Fig. 12. Experimental results of the differential astigmatic method. (a) The
signal changes of each quadrant in FQD1 (b) The signal changes of each quadrant
in FQD2 (c) The curves of FES1, FES2, and ∆FES varying with ∆a (d) The
division of FQD photosensitive target surface.

amount (∆a) of the sample. One can see that the signal intensity

curve collected by quadrant S1 of each FQD and the curve

of quadrant S3 almost overlap, and the signal intensity curve

collected by quadrant S2 and the curve of quadrant S4 almost

overlap, indicating that the light spot is located in the center

of the FQD and its shape change is symmetrical and uniform.

Fig. 12(c) shows the curves of FES1, FES2 and ∆FES changing

with the defocus amount. One can see that the curve is consistent

with the characteristics of the simulation curve shown in Fig. 8,

and is divided into 5 sections, and there are sections on both

sides of the wave crest with good linearity; the maximum linear

range is 6.0µm and 7.8µm respectively; the result is basically

consistent with the theoretical calculation. The slight difference

between the experimental ∆FES curve and the simulation curve

is due to the influence of aberration and the gap between the

FQD quadrants, which limits the change of FES1 and FES2,

thereby affecting the change of ∆FES curve. It should be noted

that the simulation curve was obtained by using the objective

lens focal point as the reference point for positive defocusing and

negative defocusing displacement, while the position of the focal

plane was uncertain during the experiment, and the defocusing

displacement can only be carried out in one direction, so the

abscissa value of the experimental curve was positive.
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TABLE I
DYNAMIC REPEATABILITY MEASUREMENT POINT POSITION VALUE WITHIN 1 HOUR (µM)

Fig. 13. Accuracy detection of the square wave signal. (a) A square wave
signal (signal 1) with an amplitude of 30nm. (b) The FES curve of the signal
1. (c) A square wave signal (signal 2) with an amplitude of 5nm. (d) The FES
curve of the signal 2.

B. The Sensitivity Test of the Differential Astigmatic Detection

System

To test the sensitivity of our experimental system, another

experiment was carried out. In the experiment, a square wave

signal was input to the PZT, and the sample was moved along

the optical axis at a certain frequency, which caused the sample

to defocus. This causes FES to change with time, as shown in

Fig. 13. Input the square wave signal shown in Fig. 13(a) to

the PZT controller to make the sample vibrate axially with an

amplitude of 30nm, that is, the defocus amount changes with

an amplitude of 30nm. Use the detection system established in

Fig. 9 to conduct experiments. Fig. 13(b) shows the experimental

results. One can see that the FES value also undergoes significant

periodic changes over time, and the output waveform is basically

the same as the input waveform, indicating that the defocus

detection system can accurately detect the focus distance of

30nm. Fig. 13(c) reduces the input signal amplitude to 5nm.

The measurement result is shown in Fig. 13(d). One can see

that the FES value changes periodically with time, indicating

that the system can also detect the defocus amount of 5nm. The

drift of the experimental curve was due to the influence of air

disturbance and environmental vibration.

C. Repeatability Tests of the Defocus Detection System

For the field of high-precision focal plane detection, not

only the defocusing detection system is required to have good

sensitivity, but also to have high repeat positioning accuracy. As

shown in Fig. 13(d), one can see that the measurement system

has drift. Therefore, three points were taken on the curve in

Fig. 12 and the dynamic repeatability displacement experiment

Fig. 14. The curve of ∆FES changing with time (the PZT keeps static and
motionless).

was carried out. Control the precision micro-motion stage PZT to

move the sample, make the detector measurement signal ∆FES

equal to−0.0773,−0.029, 0.0410, and record the corresponding

PZT position value, the interval is 8 minutes, a total of 9 groups

are taken, as shown in Table I. It can be seen that the drift amount

within one hour is 30nm, indicating that its repeat positioning

accuracy is high, and its repeat positioning accuracy reaches 30

nm within one hour.

In addition to dynamic repeatability, repeat positioning accu-

racy also includes static repeatability, that is, when the PZT

does not move, it measures the drift of ∆FES value of the

defocus detection system (ie, the noise of system). As shown

in Fig. 14, one can see that ∆FES changes randomly within

the range of 0.001, which is converted into the change of the

defocus amount in the range of 10nm, indicating that the defocus

detection system has good static repeatability. At the same

time, one can see that the above experimental results are all

produced by PZT, not from noise, and the results are accurate.

Therefore, our defocus detection system has a comprehensive

repeat positioning accuracy of up to 30nm and can respond

accurately to the defocus amount of 30nm, which can meet the

defocus detection requirements in the field of high-precision

lithography machines.

D. Noise Tests of the Defocus Detection System

Finally, in order to test the noise resistance and stability of

the system of differential astigmatic method, we conducted

a comparison experiment between the differential astigmatic

system and the single-channel astigmatic system. The PZT keeps

static and motionless. We use a laser with adjustable power,

change its power during the experiment, and measure the static

repeatability of the two detection systems. The results are shown

in Fig. 15. Fig. 15(a) and (b) are the static repeatability curves of

the single-channel astigmatic system, the FES value of which has

a variation range of 0.016, indicating that it has the obvious noise.

Fig. 15(c) is the static repeatability curves of the differential
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Fig. 15. Comparison of noise curves of the single-channel astigmatic system
and the differential astigmatic system. (a) Noise curve of the single-channel
astigmatic system 1 (received by detector FQD1). (b) Noise curve of the
differential astigmatic system 2 (received by detector FQD2). (c) Noise curve
of the differential astigmatic system.

astigmatic system. And the variation range of differential signal

∆FES value is only 0.003, which is far less than the noise

of the single-channel astigmatic system. It is verified that the

differential astigmatic system has better noise resistance and

better stability.

V. CONCLUSION

In this work, the high NA defocus detection system is ana-

lyzed, simulated and verified by experiments using the theory of

astigmatism combined with the principle of differential technol-

ogy. On the premise of taking into account the practical feasi-

bility, through theoretical analysis and algorithm simulation, the

system parameters with maximum sensitivity was solved. And

for the objective lens with a numerical aperture of 0.8, an experi-

mental system was established for experimental verification and

repeated positioning accuracy measurement. The experimental

results show that the high NA defocus detection system has a

good linear relationship. Its linear range can reach 6.0µm and

7.8µm. The system sensitivity is 5 nm, and its repeatability accu-

racy can reach 30 nm. It has better noise resistance and stability

than the single-channel astigmatic defocus detection system.

Theoretical and experimental results show that under the premise

of considering feasibility and experimental requirements, the

research of this high NA defocus detection system can be applied

to the field of new high-precision lithography machines to meet

its high-precision defocus detection requirements.
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