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ABSTRACT Fog computing is an emerging technology to address computing and networking bottlenecks
in large scale deployment of IoT applications. It is a promising complementary computing paradigm to
cloud computing where computational, networking, storage and acceleration elements are deployed at
the edge and network layers in a multi-tier, distributed and possibly cooperative manner. These elements
may be virtualized computing functions placed at edge devices or network elements on demand, realizing
the ‘‘computing everywhere’’ concept. To put the current research in perspective, this paper provides an
inclusive taxonomy for architectural, algorithmic and technologic aspects of fog computing. The computing
paradigms and their architectural distinctions, including cloud, edge, mobile edge and fog computing are
subsequently reviewed. Practical deployment of fog computing includes a number of different aspects such
as system design, application design, software implementation, security, computing resource management
and networking. A comprehensive survey of all these aspects from the architectural point of view is covered.
Current reference architectures and major application-specific architectures describing their salient features
and distinctions in the context of fog computing are explored. Base architectures for application, software,
security, computing resource management and networking are presented and are evaluated using a proposed
maturity model.

INDEX TERMS Cloud Computing, edge computing, fog computing, Internet of Things (IoT), advanced
internet architecture.

I. INTRODUCTION
As virtualization technologies mature and are pervasively
adopted, multi-tenancy is becoming possible not only in high-
end computing servers but also in network elements and
even end-user equipment. Thus, there is a trend towards
creating network and user functions as virtual functions
that are outsourced for execution in utility-based computing
stores. This trend is driven by the emergence of universal
composability that transforms monolithic applications into
composable micro-services. The tasks and the associated
micro-services vary widely in their requirements, includ-
ing computing resources, elasticity, interactivity, and latency.
These developments have given new life to the concept of
ubiquitous computing and the notion of ‘‘computing every-
where’’. In this new environment, each and every computing

The associate editor coordinating the review of this manuscript and

approving it for publication was Liang-Bi Chen .

resource may be selected as the best match for some virtual
functions or tasks because of location, resources and require-
ments. Fog computing provides a framework for task segmen-
tation, placement, offloading and execution in a distributed
and collaborative environment and hence will play a major
role in this new age of computing.

Cloud computing plays the leading role to provide on-
demand location-independent computing services in cloud
data centers that may be quite distant from the user. However,
with the advent and widespread adoption of cloud computing,
many new dimensions have been introduced to adapt it to
the needs of various computing paradigms. Multi-tier cloud
computing, edge computing, mobile edge computing and
more recently fog computing are among the complementary
trends emerged to help optimize resource utilization and to
meet application requirements.

In the context of the internet of things (IoT), smart appli-
cations need fast response time as well as large-scale data
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FIGURE 1. A view of multi-tier computing.

processing. The simultaneous satisfaction of both of these
requirements requires multi-level data processing as shown
in Figure 1. Computing resources at the edge may provide
first-order time-sensitive processes as well as data aggre-
gation and filtering. Higher-order processes could then be
placed the more powerful resource at the core.

Fog computing presents a new computing paradigm where
computation capability, storage capacity, and networking ser-
vices are placed at the edge and/or in the network, rather than
in the cloud over the Internet [1], [2]. Furthermore, manage-
ment of computing, networking, and storage facilities and
programming of networking resources is made possible in a
harmonized coordinated manner in fog computing [3], [4].
It provides a ubiquitous and decentralized environment where
devices communicate and potentially cooperate to perform
storage and processing tasks that can be done with or without
coordination with centralized cloud applications. As such,
fog computing is a well generalized computing paradigm to
be applied in IoT applications [5].

Practical deployment of fog computing needs attention to
a number of different aspects such as system design, appli-
cation design, software implementation, security, computing
resource management and networking. The current literature
does not cover a comprehensive review of all these aspects.
The inter-related nature of these various system dimensions
needs an integrated system view identifying the functional
components and their interfaces in various layers of the
system. Such an integrated view is the main thrust of this
paper towards which current state-of-the-art literature has
been comparatively reviewed and current trends and future
research directions are identified . This paper, however, does
not cover the underlying algorithms and enabling technolo-
gies in details. Due to their wide variety, they need to be
covered in separate surveys in further detail.

The rest of this survey is organized as follows. In Section II,
a review of the related works is presented. We have reviewed
the existing surveys on fog computing and have drawn
the distinction between this paper and previous surveys.
In Section III, the proposed comprehensive taxonomy for
computing research is presented. Section IV includes the
review of multi-tier computing paradigms including fog com-
puting and its competitive technologies. We have identified
the differences and similarities of the proposed architectures

starting with a comparative review of related technologies
including cloud computing, edge computing andmobile com-
puting to explore the road that has led to fog computing.
In Section V, the existing reference architectures such as
Clouds, Bonomi and AUT are presented. Section VI cov-
ers application-specific architectures such as IEC IOT and
5GPPP architectures as well as healthcare and connected
vehicle fog architectures. In Section VII, five other archi-
tectural aspects including application, software, networking,
computing resource and security architectures are introduced
and major underlying areas of research in each case are
explored. In Section VIII, a maturity model is developed to
evaluate the current proposed architectures through which the
future research directions are identified and finally, we draw
the main conclusions in Section IX.

II. COMPARING TO THE EXISTING SURVEYS
A considerable number of surveys have already been pub-
lished in the general field including [6]–[8]. In particular,
recently, there has been a number of survey papers addressing
various aspects of fog computing paradigm. A summary of
the existing surveys on fog computing is presented in Table 1.

In a pioneering work in [9], Bonomi et al. identified
two candidate applications, namely Smart Traffic Light
System (STLS) and Wind farm and discussed their require-
ments. In particular, they identified the need for a middle-
ware orchestrator to manage critical software components.
Abstraction/orchestration/data APIs are marked as essential
system components to provide resource/service/data abstrac-
tions. Foglet agents at fog node to interact with the orchestra-
tion engine and policy/capability databases are among other
components. The work in [10] appropriately focused on iden-
tifying emerging security and privacy concerns due to the
heterogeneous nature of fog systems. In their next survey [1],
Yi et al. identified seven areas of research as networking
among virtualized fog nodes, heterogeneous application qual-
ity of service, interfacing and programming model, account-
ing, billing and monitoring, computation offloading, resource
management and security. Some of the related technologies in
each case was reviewed.

In [11], the authors presented a general reference archi-
tecture for fog computing, but did not address other existing
architectures. A comparison of fog computing with cloud
and edge computing was provided and six key technologies
in fog computing including computing, communication and
storage technologies, naming, resourcemanagement, security
and privacy protection were explored.

In [12] a reference architecture for fog computing is pre-
sented which contains five distinct layers and some related
development and applications are also discussed. The bot-
tommost layer contains the end devices (sensors) as well as
edge devices and gateways. Elements from this layer use the
network layer for communicating between themselves, and
between them and the cloud. The cloud services and resources
form the next layer that supports resource management and
processing of IoT tasks that reach the cloud. On top of the
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TABLE 1. A review of the existing surveys in comparison to this paper: x=not covered, X=covered.

cloud layer, the resource management software exists which
manages the whole infrastructure and enable quality of ser-
vice to fog computing applications. The software defined
layer is further broken down into eight functional blocks
that mainly deal with platform functionalities such as data
management and application life cycle management. In the
topmost layer, there are intelligent applications that leverage
the fog computing to deliver service to end-users.

In [14], they introduced thirteen critical Internet of Things
applications and identified a number of use cases that can
benefit from fog computing. A thorough list of 17 archi-
tectural requirements, including geo-distribution, data-rich
mobility, agility, multi-layer programmability and multi-
tenancy in the context of fog computing use cases are
discussed.

A useful taxonomy for fog computing research was pro-
vided in [15]. They briefly reviewed issues involved in fog
computing and presented a comparative review of existing
work in the area of computation offloading models.

The work in [16] is an extensive survey concentrating on
fog computing use cases and application scenarios specif-
ically in the field of healthcare applications. In [16], only
application architecture is covered and other architectural
aspects are overlooked.

Naha et al. work [17] is the only paper that focuses on the
architectural aspects but it merely addresses the application
architectures. In line with the anticipation of large-scale
deployment of fog computing, differences among architec-
tural aspects with an emphasis on various system level

architectures have been covered. Fog application architec-
tures, as well as software, computing resource management,
and security aspects, are also covered from an architectural
point of view.

Yousefpour et al. [18] published the most recent survey.
It is a formidable effort to shed light on fog computing and
related computing paradigms. They provide a comprehensive
comparative review of computing paradigms. They catego-
rize the current research based on their objective and subject
matter. From objectives point of view, the twelve categories
defined are: foundation, QoS, cost, energy, bandwidth, secu-
rity, mobility, scalability, heterogeneity, management, pro-
grammability, and reliability/availability/survivability. From
a subject matter point of view, an elaborate taxonomy is
proposed that defines 17 subject areas. They do not explicitly
address architectural aspects but informally discuss some
elements of system and resource management architectures.

In this survey, various aspects of fog computing from the
architectural perspective have been investigated in order to
fill the existing gap in the literature. First of all, the cur-
rent taxonomies do not sufficiently cover all aspects of fog
computing research. Also, they fail to address architectural
alternatives in its various aspects. Each of the existing surveys
provide a partial and mostly mixed review of algorithmic,
enabling technologies and architectural proposals. In this
paper, a novel taxonomy that encompasses the current lit-
erature in an structured and well-defined manner has been
proposed based on which the existing architectures for sys-
tem, application, software, resource management, network
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FIGURE 2. The proposed taxonomy of the fog computing dimensions and
aspects.

and security are reviewed. In addition, a maturity model
to measure the state of current technologies from various
architectural aspects has been developed.

III. THE PROPOSED TAXONOMY FOR FOG
COMPUTING RESEARCH
A large body of work is devoted to various aspects of cloud
computing, edge computing and fog computing in recent
years. Due to the vast and diverse nature of research and
development efforts in the area of fog computing, provid-
ing a classification framework is essential to monitor the
challenges and trends and shape future directions. In [1],
the issues and challenges of fog computing were catego-
rized in seven major problem areas: networking, quality
of service, interface and programming model, computation
offloading, accounting/billing/monitoring, resource manage-
ment and security. In an attempt to establish a taxonomy
for fog computing research, Buyya, et al. in [15], identified
6 categories of related technologies: fog node design, nodal
collaboration, resource/service provisioning, management,
networking and security. They addressed these issues mostly
from a technology point of view and did not explicitly discuss
the architectural aspects. Mouradian, et al. in [16] divided the
current research and challenges into two categories: architec-
tures and algorithms. In the architecture side, they focused on
application architectures and algorithmic side, the resource
management and energy management were elaborated.

Considering the previous classifications and the diver-
sity of publications in this field, a new taxonomy which is
shown in Figure 2 has been proposed. Architectural design,
algorithms and technologies are the three top-level research
aspects. Architectural dimensions provide a high-level view
of the system identifying themain functional components and
system organization. Algorithms and technologies follow the
architectural dimensions and provide further details in terms
of underlying processes, tasks and implementation on various

TABLE 2. A bird’s-eye view of research issues based on the proposed
taxonomy.

aspects of the architectures. Each of these three aspects can be
applied in a number of subject areas that are divided into six
major categories: computing paradigm, application, software,
networking, computing resource management and security.
Therefore, a matrix of research areas is defined that encom-
passes previous classifications and provides a comprehensive
framework to which all previous classifications can be easily
mapped. Table 2 shows a bird’s-eye view of the existing
research issues based on the proposed framework. The main
focus of this paper, however, is on the architectural aspects
that is covered in the rest of this paper.

IV. MULTI-TIER COMPUTING PARADIGMS
Cloud computing, edge computing and mobile computing are
three technologies that are directly related to fog computing,
yet there are clear distinctions that are discussed in this
paper in order to clarify the application scenarios of the fog
computing.

A. CLOUD COMPUTING
Cloud computing has emerged as a compelling paradigm for
managing and delivering on-demand services over the inter-
net [25]. The fast-paced development of cloud computing
is swiftly changing the landscape of information technol-
ogy, and ultimately turning the long-held promise of utility
computing into a reality [26]. This paradigm attracts service
providers to dramatically reduce their provisioning plan over-
head. In addition, it enables them to scale their resources
based on demand [27]. Moreover, cloud computing offers
reliable services through next-generation data centers that are
made by virtualized compute, storage and network technolo-
gies. Furthermore, users are able to access applications and
data from a cloud anywhere and anytime [28].

In cloud computing, users are granted resources to use for
their infrastructure, platforms, and software from a shared
pool of resources by cloud providers (such as Google and
Amazon) for a fee [29]. Generally, public cloud vendors have
built large data centers with enough computing resources
to serve many users worldwide. Moreover, users can use
resources on-demand and elastically [30]. Cloud comput-
ing provides several features that are shown in Figure 3.
However, most of the Cloud datacentres are geographically
centralized and located at remote sites, far from the proximity
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FIGURE 3. Cloud computing characteristics and issues.

of the end-users. As a consequence, real-time and latency-
sensitive computation service requests often endure large
round-trip delay, network congestion, and service quality
degradation [31]. Figure 3 shows several issues of cloud
computing in a nutshell [32], [33] and [34].

To reduce network latency and distribute computing load
over geographically diverse cloud resources, various forms
of multi-tier cloud computing are proposed providing storage
and computation along a succession of datacenters of increas-
ing sizes [35].

B. MOBILE CLOUD COMPUTING (MCC)
Mobile devices are employed as an important tool for learn-
ing, entertaining, social networking, video and audio com-
munications, and getting news. However, due to resource
constraints of mobile devices (such as computation capacity,
battery lifetime, and storage capacity), mobile users are not
able to attain the same quality of experience in comparison
with desktop users. Mobile cloud computing (MCC) has
been introduced to solve the constrained resource problem
of mobile devices using cloud computing. MCC is defined
by the MCC forum as follow: ‘‘Mobile cloud computing at
its simplest, refers to an infrastructure where both the data
storage and data processing happen outside of the mobile
device.Mobile cloud applications move the computing power
and data storage away from mobile phones and into the
cloud, bringing applications andmobile computing to not just
smartphone users but a much broader range of mobile sub-
scribers’’. In other words,MCC is defined as a combination of
mobile applications and cloud computing where all complex
computing modules are processed in the clouds [6], [36].
Mobile devices communicate with the cloud with the help of
base stations, access points or satellites. Information that is
transmitted from the mobile devices is processed on the net-
work provider side. Hence, mobile network operators are in a
strong position to provide valuable services such as m-health-
care [37], m-learning [38], m-gaming and m-governance [39]
as these services are directly accessible from the mobile
devices [40].

FIGURE 4. Mobile cloud computing characteristic and issues.

The main advantages and some related challenges of MCC
are classified in Figure 4. Long WAN latencies are one of
the main problems, particularly due to the dramatic increase
in today’s traffic loads [41]. Bandwidth limitation in wire-
less access networks and QoS support for mission-critical
applications are among other issues facing MCC. On the
security and privacy side, awareness by the service provider
of the user’s location and activities can possibly cause privacy
issues. Security challenges in cloud computing in general
such as data leakage and data outsourcing concerns also exist.

C. EDGE COMPUTING
To overcome the limitations of cloud computing and MCC,
researchers and network engineers have developed innovative
solutions such as cyber foraging [42]–[44], cloudlets [45],
and computational offloading [46]. These techniques are pro-
posed to offload parts of the computation from the cloud to a
surrogate machine in the vicinity of the user. These solutions,
generally referred as edge computing, take advantage of loca-
tion awareness and can provide a far more timely response.
Edge computing is about pushing the frontier of computing
applications, data, and services to the logical extremes of a
network and away from centralized cloud nodes [47].

Mobile edge computing (MEC) is a particular form of edge
computing where a cloud server is running at the edge of
the cellular networks and its role is performing tasks, such
as augmentation of application performance and reduction of
network congestion which could not be done with traditional
network architecture (Figure 5) [48], [49]. MEC has been
defined by ETSI as ‘‘a model for enabling business-oriented,
cloud computing platform within the radio access network
at the close proximity of mobile subscribers to serve delay
sensitive, context-aware applications’’ [50].

A MEC platform allows computation and services to be
hosted at the network edge, which reduces the total latency
and bandwidth consumption of the subscribers [51]. Network
operators can allow the radio network edge to be handled
by third-parties, which in turn allows the rapid deployment
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FIGURE 5. MCC/MEC computing architectures.

FIGURE 6. Mobile edge computing characteristic.

of new applications and edge services to the mobile sub-
scribers [49]. MEC provides a rich set of features that enable
service providers to offer new services (Figure 6). As an
example, the work in [52] offers a solution where real-time
RAN information, such as network load, user’s location,
is provided to the application developers and content devel-
opers. This real-time network information is employed to
provide context-aware services tomobile subscribers, thereby
enriching the user’s satisfaction and improving Quality-of-
Experience (QoE).

D. FOG COMPUTING
Fog computing is a network architecture that uses near-end-
user edge devices to accumulate a large amount of storage,
communication, and computing resources that is used to
carry out processing, control, configuration, measurement
and management tasks. Since its inception, it is approached
by researchers from various perspectives. As a result, there
might not be a universal consensus about its meaning and def-
inition. Some consider fog computing as being synonymous
with or being an extension of edge computing [48]; from
another perspective, it is considered an extension of cloud
computing [13]. Regardless, there is a shared view about the
following common properties of fog computing:

• It is based on a scenario where a huge number of hetero-
geneous ubiquitous and decentralized devices collabo-
ratively perform network functions or applications.

• The term ’the fog’ is not constrained to a particular
technology area. It supports device and interface hetero-
geneity.

• It usually consists of a virtualized platform supporting
basic network functions or new services and applications
that usually run in a sandboxed environment.

• Fog computing supports features such as managed
mobility, programmable communication and location
awareness, to name a few [3].

Fog nodes form the physical infrastructure that provides
resources for services at the edge and in the network. These
devices are categorized in two discrete groups [15], [53].
One is resource-poor devices such as access points, routers,
switches, and end devices. The other group, which is more
elaborate, is resource-rich machines such as Cloudlets [54]
and IOx devices [13]. A cloudlet is a trusted, resource-rich
computer or cluster of computers that is well connected to
the Internet and available for use by nearby mobile devices.
In other words, it is a mobility-enhanced and small-scale
cloud data center that is situated at the edge of the Inter-
net [55]. It supports resource-intensive and interactive mobile
applications with low latency and can overcome the chal-
lenge of high bandwidth demand of multiple users who are
generating and receiving media interactively. IOx is a novel
Cisco fog device that works by hosting applications in a Guest
Operating System (GOS) running on top of a hypervisor
on the Connected Grid Router (CGR). Cisco called IOx as
‘‘an application enablement framework for the IoT’’. It was
the first software-only version of the IOS wrapped in with
a Linux distribution. The rudimentary goals of Cisco were
helping to solve ‘‘data tsunami’’ and ‘‘data gravity’’ issues
for the IoT [13]. IOx is an industry scale realization of fog in
the network. As one of the fog’s imperative goals, Cisco’s aim
is to host applications and services on network middle-boxes
by adding computing and storage ability to them. Doing so,
it reduces a large amount of traffic load on the cloud by
distributing processing load over entire networking elements.

E. EVALUATION METRICS AND CHALLENGES IN
COMPUTING PARADIGMS
From the IoT application point of view, traditional cloud-
based systems are challenged by the huge number of IoT
devices, their heterogeneity, and high latency witnessed in
some cloud ecosystems. Fog computing decentralizes appli-
cations, management, and data analytics into the network
using a distributed and federated compute model. It promotes
reduction of network traffic that makes it a suitable candidate
for performing IoT tasks and queries [9]. Cloud computing
is mostly about providing resources that are distributed in the
core of the network, while fog computing is about providing
elastic resources and services at the edge of the network. Fog
computing, in some scenarios, may be used interchangeably
with edge computing [8]. However, the idea in edge comput-
ing is to push data processing to the data source as much
as possible while fog computing provides a more general
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TABLE 3. Comparison of computing paradigms.

framework where a multitude of edge devices collaboratively
provide the necessary computing platform. Inmulti-tier cloud
computing models as in [7], the fog layer can be mapped
to ‘‘Smart Edge’’ that consists of heterogeneous computing
resources close to the user. In [56], the term ‘‘Cloudlet’’ is
used to refer to mobility-enhanced small-scale computing
resources at the edge of the Internet that can be viewed as
being equivalent to the fog as it is defined here.

Latency, location awareness, geographical distribution,
mobility, and heterogeneity are the main criteria used in the
literature to evaluate and compare the computing paradigms
[57]–[59]. Table 3 demonstrates a comparative study of the
current computing paradigms from these perspectives. In the
following, we discuss the main challenges and character-
istics of fog computing in comparison to other computing
paradigms based on the evaluation metrics in Table 3:

1) LATENCY
The implementation of fog computing at the edge of the net-
work enables data to be processed near end devices instead of
sending raw data to be processed in the cloud, speeding up the
data processing and resulting in delay reduction [2]. Lower
fog latency provides better support for time-sensitive appli-
cations responsible for analyzing the raw data gathered from
the sensors in real time, sending control commands to the
sensors and actuators, and finally providing summary reports
for data visualization purposes to the central cloud [58].
Cloud robotics is an example of time-sensitive applications
requiring real time analytic. A robot’s motion control depends
on data that is collected by sensors. This data is transferred to
the robot’s control system located in a fog node that facilitates
making quick decisions for the robot’s motions. Fly-by-wire
aircraft and anti-lock applications are other examples.

From the proximity point of view, a fog node may not be
the immediate point of access for end devices, for instance,
the first router connected to the end device may not be
resourceful enough to run a Fog computational Node (FCN)
framework; therefore, closest fog node may occur multiple
hops away. However, for Cloudlet and Mobile Edge Com-
puting, the devices connect directly to the edge node over
Wi-Fi or cellular network

2) GEOGRAPHICAL DISTRIBUTION
Fog computing is an intelligent distributed platform that
geographically covers a wide area at the edge layer of
the network. Compute, storage, and network resources are
located near data collectors, which is distributed geographi-
cally and are managed coherently by platform owners. Exam-
ples include IoT use cases, such as smart cities and smart grids
that are naturally distributed. For instance, for measurement
of pollution, the sensors need to be distributed throughout
a city.

From an implementation point of view, fog nodesmay exist
anywhere between end devices and the cloud to offer better
flexibility in selecting computing devices. However, the com-
putation and storage capacities of fog nodes are usually lower
than Cloudlets and MEC devices. In edge computing also
the frontier of computing is pushed to the edge of the net-
work. In contrast, fog computing uses both edge and network
devices in collaboration with cloud resources. In scenarios
where edge computing is prevalent, fog and edge computing
are used interchangeably.

3) LOCATION AWARENESS
Since fog nodes are geographically distributed and are close
to the objects, they have the ability to precisely estimate
the physical location of the objects especially when they are
mobile. This allows fog nodes to track the objects to make
smart decisions based on their location [9]. As an example,
Smart Traffic Light Systems (STLS) make decisions based
on the estimated location and speed of the objects. These
decisions can be more easily implemented in fog using its
location awareness capability.

In the context of request-handling mechanisms, there is
a supervising entity overlooking the underlying nodes to
collect information on resource status and availability. The
more diverse and heterogeneous nature of fog environments
in comparison with other computing paradigms call for an
abstraction layer. MEC, on the other hand, has an advantage
of having fine grained information of end-user’s location
and that can be employed for context aware application
scenarios.
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4) MOBILITY
Mobility support can be viewed from two different aspects.
From the customer’s point of view, they need to have a
penchant to gain access to services from everywhere, at any
time, without any limitation. By running on-demand services
on the cloud, the opportunity for users to have access to their
services from anywhere and at any time is provided. From the
fog node’s point of view, mobility of the objects or sensors,
which have the responsibility of collecting data, is another
issue since the mobile objects or sensors may move out of
the fog node’s coverage area. The support of mobile objects
requires a flexible and coherent platform with the ability
to reconfigure swiftly switching contexts. It manages the
allocation of resources and the migration of objects from
one location to a new one. As an object moves through
the network, when it exits a fog node’s coverage, another
adjacent fog node will be allotted to this object. This ser-
vice migration prevents loss of service and provides service
continuity [2]. Higher layer protocols support application
level communication with mobile devices. As an example,
the Locator ID protocol (LISP) is an enabler technology
that provides mobility for mobile devices through the net-
work. This protocol defines a mechanism for LISP routers
to encapsulate IP packet addressed with endpoint identifier
(EID) for transmission across a network infrastructure that
uses Routing Locators (RLOCS) for routing and forwarding.

5) FOG-CLOUD INTERPLAY
It is essential to specify which decisions should be made by
the fog nodes at the edge of the network and which should
be made by the cloud at the core of the network. Hence,
there is a need for an appropriate interplay between fog and
cloud. Here, the nature of decisions is vital. Fog nodes are
the best choice for time-sensitive decisions, while cloud data
centers are chosen for resource-intensive big data analytics
on historical data. The decisions made by the fog nodes
are measured in milliseconds to sub seconds, while big data
analysis may take days or months and be stored in long-term
storage. The responsibility of fog nodes is to process the local
data that causes a reduction of traffic that is sent through
the network. Processed data is sent to the cloud for long-
term processing. For instance, in connected vehicles [60] and
Smart City applications [61], real-time decisions are made by
fog nodes, while high-level decisions that needmore compute
and storage resources, such as future planning, are made by
the cloud. Mobile cloud computing has most of the features
of cloud computing, however, MCC provides location aware-
ness and mobility support as it is tailored for mobile devices.

6) SCALABILITY
The monitoring of a large-scale environment requires numer-
ous sensors and actuators to collect the raw data. Sending
this huge amount of data to the cloud is not efficient. Anal-
ysis of the data close to data producer is more reasonable
and more sensors and actuators can be supported. Proper

geo-distribution of fog nodes is essential in system scalability.
When sensors need to cover a wide area, a fog node in each
domain is required for local analysis of the data.

7) REAL-TIME INTERACTION
Some applications need real-time interactions between fog
nodes and actuators. Fog nodes analyze data locally and issue
control commands based upon the raw data that is collected
by the sensors interactively [62]. Existence of fog nodes
near the sensors and actuators is critical for supporting these
time sensitive decisions. In the robot scenario, a fog node
transmits motion control commands based on the collected
data and updates state information of the robot. The new
motion control command is then sent to the robot based on
the updated state information. This kind of interaction coined
‘‘real-time interaction’’ that is made between fog nodes and
actuators [63], [64].

8) HETEROGENEITY
Fog computing is inherently heterogeneous both in fog nodes
themselves and in its network infrastructure. Fog nodes
include high-end servers, edge routers, access points, set-top
boxes and end-devices such as vehicles, sensors, and mobile
phones. These nodes have different hardware platforms with
various kinds of operating systems and applications based
on their hardware and software capabilities. The nodes need
to cooperate for data processing, hence the need for fog
computing which provides a coherent platform among these
nodes [65]. The fog network infrastructure includes high-
speed links that connect enterprise data centers to the core,
and multiple wireless access technologies used in the access
layer of the network, such as 4G, 5G, andWi-Fi [66]. Using a
stack communication protocol, fog nodes collect and analyze
data from various sources through various communication
technology and protocols. Data analytics transforms raw data
into a uniform information structure that is sent to the rest of
the network.

V. REFERENCE ARCHITECTURES
The system or reference architecture is the main basis for
the implementation of the system as it identifies the main
functional components and their interconnections. A refer-
ence architecture often includes interfaces (or APIs) in order
for functional blocks to interact both within and outside of
the system to fulfill the vision and purpose of the architec-
ture. There are a different number of references architec-
tures developed for fog computing from various perspectives.
In this section, reference architectures that are specifically
designed for fog computing, are investigated and surveyed.
Existing reference architectures are defined with different
levels of abstraction. A highly abstract architecture shows
different types of components, each providing a set of func-
tions and tasks. A lower-level architecture may demonstrate
the interactions or procedures within a function defined to
perform a specific task. The architectures discussed below are
varies in their abstraction levels.
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A. OpenFog CONSORTIUM
OpenFog [67] is a hierarchical architecture for fog computing
proposed by Open Fog Consortium. Figure 7 demonstrates
the position of fog nodes in several different deployment
views. The fog layer covers all computing facilities between
the end points and the cloud servers in several hierarchi-
cal orders each of which can be deployed based on the
type, size and latency requirement of the data processing
jobs. Fog nodes can communicate with each other through
wired or wireless channels. Each tier of fog nodes differs
from other tiers in several parameters such as processing
capabilities, networking abilities, and reliability of nodes.
Each tier sifts and extracts meaningful data to create more
intelligence. In the bottom tier of the architectural layer, data
acquisition/collection, and data normalization are performed.
In the upper layer, data filtering, compression, and trans-
formation are accomplished. The upper fog layer, which is
closed to the cloud, transforms the gathered data to a knowl-
edge base for permanent storage. The overall system intel-
ligence and capacity is increased as the layers are closer to
the cloud. Architecturally, fog nodes at the edge may require
less processing, communications, and storage than nodes at
high levels. However, Input and Output (I/O) accelerators
required to facilitate sensor data intake at the edge are much
larger in aggregate than I/O accelerators designed for higher-
level nodes. The conventional centralized cloud computing
continues to remain an important part of computing systems
as fog computing emerges.

FIGURE 7. OpenFog deployment scenarios.

Figure 8 shows a more detailed view of OpenFog refer-
ence architecture where four perspectives and three views are
defined. The perspectives cover the non-functional aspects
of the system covering security, manageability, analytic and
control, and fog business. Three views are software, node and
system views. The system view is composed of one or more
node views coupled with other components to create a plat-
form. The node view covers pieces and components from

FIGURE 8. OpenFog layered architecture.

system developer’s point of view, while the system view is
concerned with components and nodes interconnection and
performance from system designer’s point of view. From
the node view perspective, fog nodes need to support sev-
eral functions including networking, computing, accelerat-
ing, storing, and controlled sensors and actuators. The node
also needs to implement sufficient security mechanisms as
well as management agents. As with diverse computation
and networking heterogeneity, as abstraction layer need to be
implemented to provide standard API for connecting to other
system components. The fog nodes engaged in enhanced ana-
lytic need to configure accelerator modules such as graphics
processing units, field programmable gate arrays, and digital
signal processors to provide supplementary computational
throughput. Many types of storage are employed in fog nodes
to fulfill the required reliability, durability and data integrity
of the system. In addition, fog nodes can be connected in
a mesh topology to provide load balancing, resilience, fault
tolerance, data sharing, and minimization of cloud communi-
cation. The system software is divided into three layers: appli-
cation service, application support, node management and
software back-plane. Application support includes a broad
spectrum of software used by and often shared by multi-
ple applications (micro services). A few of these services
include run-time engine, security services, message and event
bus, application storage and analytic tools and frameworks.
Software back-plane includes OS, drivers and firmware, file
system, virtualization and containerization.

B. CLOUDS LAB ARCHITECTURE
Another fog computing reference architecture is proposed
in [12] which is depicted in Figure 9. This reference
architecture comprises five layers namely, access (sensors,
edge devices, and gateways), network, cloud services and
resources, software-defined resource management, and IoT
applications. At the lowest layer, end devices with their appli-
cations and edge devices are located. It also includes the
gateways that are connected through the network layer and
provides the connectivity services to the edge systems. The
cloud layer provides the computing platform for resource
management and IoT applications. The software defined
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FIGURE 9. CLOUDS reference architecture.

resource management layer manages and orchestrates entire
resources across the architecture based on an abstract view of
the resources that significantly reduces the complexity of the
decision making. In this layer, many middleware services are
introduced to optimize the use of the cloud and fog resources
for IoT applications. The aim of this layer is to increase
the use of fog in order to improve application performance
and reduce delay enabling quality of service for applications.
Finally, the top layer contains the IoT applications using fog
computing to provide innovative and smart services to the end
users.

The Software-Defined Resource Management layer is
responsible for managing fog/cloud resources and plays a
pivotal role in enabling the fog computing. It consists of eight
functional blocks described as follows. Flow and task place-
ment keeps track of available resources in the fog and cloud in
order to allocate incoming tasks and flows to the appropriate
element. It communicates with the Resource Provisioning
service to allocate/free-up resources to the flows and tasks
and decides whether to accept upcoming tasks. The Knowl-
edge Base component stores historical information about the
history of resource allocation and demand types in order
to improve the efficiency of the algorithms. Performance
Prediction uses results of Knowledge Base system to make an
estimation of resource performance which will be utilized by
resource provisioning system. The Monitoring block keeps
track of the performance and status of applications, and the
Profiling block builds andmaintains the resource and applica-
tions profiles based on information received fromKnowledge
Base component. Resource Provisioning is responsible for
allocating cloud-fog and network resources to host the appli-
cations in a dynamic fashion. The last component is Security
that performs authentication, authorization, and encryption.

C. CISCO-BONOMI REFERENCE ARCHITECTURE
Flavio Bonomi et al. [9] explores the need for fog com-
puting and proposes a reference architecture as depicted

FIGURE 10. Cisco-Bonomi reference architecture [9].

in Figure 10. Fog computing is envisioned to support low-
latency, geo-distribution, location aware, and distributed con-
trol applications that cannot be efficiently supported by
cloud-only solutions. Fog nodes are heterogeneous in nature
and deployed in various places such as core, edge, access
networks, and endpoints. The fog resource management is
required to provide seamless resource management across
the diverse set of platforms. In addition, the fog architecture
should be flexible enough to host diverse set of application
use cases such as vehicular networks and IoT applications.

The reference architecture in [9] consists of fivemain com-
ponents: the heterogeneous physical resources layer, the fog
abstraction layer, the fog service orchestration layer, IoT
services and distributed message bus.

The heterogeneous physical resources layer consists of
fog physical resources including servers, edge routers, access
points, vehicles, sensors and mobile phones. The fog abstrac-
tion layer has the responsibility to hide the heterogeneous
nature of the fog platform and to provide a uniform and pro-
grammable interface in order to allow seamless resourceman-
agement and control through the higher layers. In this layer,
a set of generic APIs are defined for monitoring, provisioning
and controlling physical and virtual resources. In addition,
this layer determines security, privacy and isolation policies
for different components of the architecture. The service
orchestration layer is designed to manage a fully distributed
fog computing environment and offers dynamic, policy-based
life-cycle management for fog services. This layer contains
four main components, namely policy manager, life-cycle
manager, capability engine, and a distributed database con-
taining business policies, fog nodes’ state information and
fog nodes’ hardware and software capabilities. It implements
a distributed policy engine with a single global view and
local enforcement. Foglet is defined as a software agent that
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expands orchestration functionalities on the edge devices.
It uses abstraction layer APIs to monitor the health and state
associated with the physical machine and its services that can
be analyzed locally or globally. The distributed message bus
is a scalable bus that is deployed to carry control messages
for service orchestration and resource management.

Bonomi et al. [9] indicate that cloud and fog ecosys-
tems support multi-tenancy. Although these ecosystems both
could support the multiplicity of client-organizations without
mutual interference, there are subtle differences in the nature
of their client-organizations. Most of the time, heterogeneous
physical resources in a cloud are deployed in a centralized
manner. Fog - which its distributed infrastructure contains
homogeneous resources - complements and extends the cloud
to the edge and endpoints. Fog infrastructure includes data
centers, the core of the network, the edge of the network, and
endpoints. Fog–as well as the cloud–supports co-existence
of different tenants’ applications. Each tenant stipulates its
topology and a virtual topology is allocated to it. The fog
has three key resource classes, namely, computing, storage,
and networking. The fog needs scalable virtualization in the
aforementioned areas which can be obtained by a Virtual File
System, a Virtual Block, and appropriate Network Virtual-
ization Infrastructure. Cloud enjoys provisioning mechanism
based on a policy. Similarly, fog uses a policy-based orches-
tration and provisioning mechanism on top of the resource
virtualization layer to automatically manage resources.

Fog should alleviate the problem of seamless resource
management across a variety of platforms. Fog platform hosts
a diverse set of applications belonging to various verticals–
smart connected vehicles to smart cities, industrial automa-
tion, to name but a few. The architecture provides data and
control APIs that can be used by many applications. Data
APIs used to access fog data store while control APIs allowed
to specify how an application should be deployed.

Bonomi’s platform is illustrated in Figure 10. Fog network
infrastructure is heterogeneous ranging from high-speed links
connecting enterprise data centers and the core to multiple
wireless access technologies. In order to increase resource
utilization, fog abstraction layer specifies the ability to run
multiple service containers on a physical machine and pro-
vides security, privacy and isolation policies. Service orches-
tration layer provides the opportunity to manage services on
a large volume of Fog nodes with a wide range of capabilities
by using several Foglet agents. Physical machines’ health
and state are monitored by abstraction APIs provide by these
Foglets. Bonomi’s platform enjoys messaging bus to carry
control messages for service orchestration, resource manage-
ment and distributed database which is ideal for increasing
fog’s scalability and fault-tolerance.

D. AUT REFERENCE ARCHITECTURE
Habibi et al. [53] proposed a reference architecture for fog
computing based on the extension and integration of ETSI
NFV architectural framework [68] and ONF’s SDN archi-
tecture [69]. To our knowledge, this is the first standard

FIGURE 11. AUT reference architecture.

supported architecture proposed for fog computing. They
also elaborated on the interfaces between system components
and defined open interfaces that are mostly derived form
OpenStack open APIs [70]. The five main components in
this architecture, shown in Figure 11 are: infrastructure layer,
resource abstraction layer, and control&management, appli-
cation&services, orchestration layer.

The infrastructure layer has four main parts: ground (end
devices), fog (hosting fog VNFs), cloud (data centers) and
network (communication infrastructure). The fog nodes can
be both tiny fog nodes with a small amount of network, stor-
age and computational capabilities (such as servers, network
devices, vehicles and smart devices) and rich fog nodes that
have high network, storage and computational abilities (such
as micro-clouds, cloudlets and base stations).

The resource abstraction layer contains an abstraction of
both network and computing resources. This layer provides
a high-level generic API to hide the heterogeneity and com-
plexity of the underlying physical infrastructure.

The control&management layer comprises network SDN
controllers as well as virtual resource management. SDN
controllers are responsible to configure and manage network
elements and provide generic APIs for monitoring, provi-
sioning and managing resources. Federated SDN controllers
offer scalability and reliability, allow incremental deploy-
ment, decrease complexity, and offer fine-grained privacy.
The resource management module is responsible for physical
inventory, virtualization and VNF life cycle management as
well as monitoring and performance measurement.

The application&services layer deals with the user appli-
cations and services as well as virtual functions (VNFs)
that are deployed and executed on the physical/virtualized
resources by control&management layer. The last layer is
End-to-End Orchestration (E2EO) that logically provisions
the control&management layer according to the demands
received from the application&services layer. This includes
defining the network slices, network connectivity, allocat-
ing, instantiating, activating and administering the network

VOLUME 8, 2020 69115



P. Habibi et al.: Fog Computing: Comprehensive Architectural Survey

functions and resources that are required for an end-to-end
service delivery. In this paper, inventory manager, resource
manager, NFVO, topology manager, and placement manager
are defined as the essential functional blocks of E2EO.

E. SUPPLEMENTARY REFERENCE ARCHITECTURES
Velasquez et al. [71] proposed a hybrid approach for service
orchestration which is called SORTS. The SORTS infrastruc-
ture is divided into three layers: (1) IoT, (2) Fog, and (3)
Cloud. The IoT layer includes Virtual Clusters (VC) that rep-
resent a group of communication terminals. The architecture
presented in Figure 12 shows the orchestrator components
which are used to manage and orchestrate the resources and
functions. The overlapped instances of the architecture are to
be replicated at different fog Instances and VCs that allow the
use of the distributed choreography mechanisms; and also,
at the cloud layer, a single instance is deployed for global
orchestration. The Orchestrator is composed of different
modules. The CommunicationManager handles communica-
tion among the different orchestrator instances. The Resource
Manager monitors the resource usage of the infrastructure.
The Service Discovery enables the lookup of services avail-
able in the nearest location. The Security Manager provides
different authentication and privacy mechanisms. The Status
Monitor keeps track of activities in the system. The Planner
Mechanisms schedule the systems’ processes and the location
where they will be placed. Finally, the optimization mecha-
nisms which are meant to be applied at the upper layer, are
used to improve the performance of the system.

SOAFI proposed by Brito et al. [72] leverages TOSCA and
NFVMANO to build a reference architecture for fog comput-
ing. The architecture mainly designed as a client-based archi-
tecture, which is shown in Figure 13. It includes two main
elements: Fog Orchestrator and Fog Orchestration Agent.
The Fog Orchestrator (FO) is a centralized entity that forms
the fog nodes into the logical groups called Logical Infras-
tructure. Using this formation, it is possible to handle multi-
ple domains and perform federation. The responsibilities of
the FO are divided into Infrastructure Management, Orches-
tration, Security, and Monitoring. Infrastructure Manager

FIGURE 12. Hybrid orchestration architecture proposed in [71].

FIGURE 13. Fog orchestration components in [72].

makes an inventory of available resources in the fog domains,
perform resource discovery and allocation. The information
generated by the infrastructure management components is
fed to the Orchestrator to perform various activities. The
Monitoring module provides the required information for
the Orchestrator such as topology of fog nodes formation
within the logical domains. Each cloudlet includes a Fog
Orchestration Agent (FOA) which provides a management
interface to the Fog Orchestrator.

F. COMPARATIVE EVALUATION OF THE
PROPOSED ARCHITECTURES
The proposed reference architectures address the fog com-
puting’s architectural challenges in different ways. The main
challenges can be listed as support for federation, scalabil-
ity, heterogeneity, orchestration, scheduling, discovery and
allocation, latency, interoperability, resilience, prediction and
optimization, path computation, security and privacy and
AAA services. Table 4 summarizes the main characteristics
of the reviewed architectures. The way these challenges are
addressed heavily impacts the system’s quality of service
(QoS) and end user’s quality of experience (QoE). This rep-
resents a currently active and challenging field of research to
support the requirements of applications and services in the
fog and improve service performance and user satisfaction.
It should be noted that AUT and SORTS are the two most
comprehensive architectures while other architectures pro-
vide innovative solutions in a select number of areas. Scala-
bility and interoperability are the twomost challenging issues
that require open APIs, ontologies and standard description
languages.

VI. APPLICATION-SPECIFIC ARCHITECTURES
Fog computing is considered to be applied in various fields
and industries. IoT is considered to be the main applica-
tion area for fog computing. A comprehensive review of
fog computing applications in the context of IoT vertical
markets can be found in [14]. 5G technology is also posi-
tioned to be the main enabling infrastructure for IoT appli-
cations. In this section, firstly, 5GPPP multi-tier computing
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TABLE 4. Comparative review of the reference architectures.

FIGURE 14. A multi-tier computing model in 5G.

model for 5G networks is presented. Then, IEC’s general
computing architecture for IoT and its main application-
specific architectures–such as smart cities, healthcare, con-
nected vehicles and fog-of-energy–are surveyed.

A. 5G-PPP COMPUTING ARCHITECTURE
Compared to existing 4G networks, 5G networks are aimed
to achieve many-fold growth in network capacity and the
number of supported connected devices, as well as better
energy efficiency [73]. Amulti-tier computingmodel adopted
from 5G-PPP’s proposed computing architecture is shown
in Figure 14 To improve performance of 5G networks in
terms of spectral and energy efficiency, enable direct device-
to-device wireless communications, and support the growing
trend of network function virtualization and separation of
network control intelligence from radio network hardware,
5G will use the benefits of the centralized core cloud, cloud
RANs at the network edge and cell-level distributed mobile
cloud. This will create opportunities for companies to deploy
many new real-time services that cannot be delivered over the
existing mobile and wireless networks [74].

C-RAN incorporates cloud computing into RANs
[75], [76]. However, the application storing and all radio
signal processing functions are centralized at the cloud com-
puting server in 5G core. However, billions of smart user
devices need to transmit and exchange their data fast enough
with 5G core, which requires high bandwidth and low latency.
To avoid massive, backhaul capacity, one solution is to host
5G core functionality at the edge nodes close to cell sites.
Content servers (or caching servers) can then be placed next

to the distributed 5G core that can help significantly reduce
backhaul traffic by having mobile devices download content
immediately from the content server without having to pass
the backhaul to reach 5G core.

Distributing 5G core closest to mobile devices is also
the best way to achieve minimal end-to-end latency
which is needed in mission-critical ultra-reliable and low
latency applications such as remote controlled machines and
autonomous driving. With fog computing, the C-RAN and
5G Core functionalities can also be invoked to take full
advantage of local radio signal processing, cooperative radio
resource management, and distributed storing capabilities in
edge devices, which can decrease the heavy burden on front
haul and avoid large-scale radio signal processing in the
centralized baseband unit pool [77], [78]. The capabilities of
cloud and fog computing can be spread even to the smart user
devices, such as smartphones, IoT devices, sensors, etc. The
devices form a local distributed peer-to-peer mobile cloud,
where each device shares the resources with other devices in
the same local cloud [79].

Cloud and fog computing complement each other to form
an inter-dependent service continuum. Due to the varying
nature of user services and applications such as business,
operation, management and control tasks, some processes
are naturally more suitable to be carried out in a centralized
cloud, while some other processes are better suited to be
performed at the fog level which consists of the edge and
network devices between the end systems and the cloud.

B. IEC IoT COMPUTING ARCHITECTURE
The International Electro Technical Commission (IEC) with
ISO has developed a reference architecture for IoT systems
that defines various components in an IoT deployment. In IoT
applications, various fog nodes may retrieve data from IoT
devices and store them locally. When IoT applications need
to access the data, their request should be forwarded to the rel-
evant fog node with the aim of decreasing response time and
delay. Hence, an efficient coordination and query processing
is needed. Also, application developers need a set of standard
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FIGURE 15. IEC multi-tier fog conceptual model for IoT.

APIs that enable software designers to work in heterogeneous
environment.

A 3-tier computing architecture shown in Figure 15.
It includes edge, platform, and enterprise tiers that are con-
nected by proximity, access, and service networks. The edge
tier uses the proximity network to collect data from edge
nodes that are the device or ‘‘things’’ deployed in the environ-
ment. This data is forwarded over the access network to the
platform tier that uses the service network to communicate
with enterprise tier. The platform employs various appli-
cations and components to provide fully interoperable IoT
services and management of those services that includes con-
trolling the physical devices as well as processing and relay-
ing control commands from the enterprise tier back down to
the edge tier. The enterprise tier provides end-user interfaces,
control commands and domain-specific applications. It inte-
grates the IoT functionalities with back-end applications such
as CRM, ERP, billing and payments. It is generally accepted
that real-time control and operation functions should be built
near the edge devices. These low-latency functions are imple-
mented at the edge and platform tiers in IEC’s computing
architecture.

In the fog computing conceptual model in Figure 15,
the edge and platform tiers form the fog layer. Here, gateways
are shown as part of an abstract fog layer. The remote enter-
prise cloud provides storage and processing capabilities when
they are not sufficiently available in the fog. Generally, fog
instances will also be available on other network hardware,
such as the routers at the internet service providers (ISPs),
providing the means to analyze and process data within the
network closer to the end-user than in a centralized remote
cloud. More powerful fog nodes may also offer the provision-
ing of virtual machines [80].

Local processing on gateway devices is made possi-
ble by advanced IoT hardware, which includes powerful
smartphones and embedded single-board computers. This
multi-tier architectural formation allows us to develop novel
innovative services and applications. Some of the benefits
gained by moving computation closer to the edge are as
follows:

Minimizing Latency: Some IoT use cases involve a basic
control loop; that is, on a certain condition, a certain action is
triggered. These control loops, however, are often extremely

FIGURE 16. The 4-layer Fog computing architecture in smart cities,
in which scale and latency sensitive applications run near the edge.

time-sensitive. Analyzing raw data and making decisions
locally or close to the data source can greatly reduce the
latency of those control loops, since the distant cloud services
will not be in line.

Improving Reliability: IoT includes using sensor data for
public safety or to control critical infrastructure. The uplink
to the distant cloud could turn out to be easily breakable.
It would be valuable to have local processing as a fallback
option, or exclusively use local processing altogether. Exam-
ples include industrial control loops or emergency response
systems.

Addressing Privacy Concerns: Some IoT data will be
sensitive or required by law to not be stored outside specific
geographical boundaries. While cloud service providers are
usually considered to be trusted, the user has no control over
where the data are actually stored andwho can access it. Local
gateway and edge nodes are however under the control of the
local operator and may provide better trust.

Conserving Bandwidth: The uplink bandwidth of IoT
gateways is often severely limited, such as DSL or a 3G
connection. It is not always feasible to transport vast amounts
of data from edge devices to the cloud. Performing data
processing locally and sending aggregated and filtered data
to the cloud can significantly reduce the uplink bandwidth
needed.

C. FOG COMPUTING ARCHITECTURE FOR SMART
CITY APPLICATIONS
Smart city applications such as smart building, smart traffic
and pipeline monitoring are one of the main applications
areas of fog computing.

Tang et al. [61]. proposed an architecture for smart city
applications as shown in Figure 16 The goal of this architec-
ture is to support a huge number of infrastructure domains and
services in future smart cities. Computing resources are orga-
nized into four layers. Sensors and IoT devices are deployed
in the infrastructure layer. Layer 3 is composed of parallelized
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FIGURE 17. Fog computing platform for connected vehicle applications
proposed by Huang et al. [82].

small computing nodes, or edge devices which performs two
main computing tasks. The first task is to identify potential
threat patterns on the incoming data streams from sensors
using machine learning algorithms, which is called anomaly
detection, and the second one is to perform feature extraction
for further analysis in upper layers. Layer 2 consists of several
intermediate computing nodes. Each node from this layer
is connected to a set of edge nodes in layer 3. This layer
includes components that make quick responses to control
the infrastructure when hazardous events are detected. The
result of data analysis, which is derived from the layer 3 and
layer 2, is sent to the cloud layer. The cloud layer includes
modules that are designed for high-latency computing tasks
such as detection and prediction of long-term natural dis-
asters. A prototype implementation was built but QoS and
scalability were not discussed. The mobility of the sensors
and/or the fog nodes is also not taken into consideration. Also,
they do not provide any data model or standard interface for
interoperability between modules and layers.

Brzoza-Woch et al. [81] also proposed an architecture for
advanced telemetry systems that are able to support an auto-
mated flood risk assessment system. The proposed architec-
ture includes three layers. The bottom layer includes sensors
and their related networks. The authors proposed an edge
computing layer in the middle, consisting of many distributed
telemetry stations. It also includes components that collect
data from the measuring layer, processing it, and sending the
data to the central cloud. The cloud layer includes the com-
munication layer which provides communication between the
edge computing layer and the central cloud. In this work,
which does not provide implementation detail, the hetero-
geneity of the fog nodes and cloud are not discussed. MQTT
protocol is employed to transmit data from a telemetry station
to the fog layer which provides a scalable communication
channel and also a standard interface between these layers.

D. FOG COMPUTING ARCHITECTURE FOR
CONNECTED VEHICLES
Vehicular related applications are one of the potential sce-
narios for fog such as the integration of fog computing with
conventional vehicle ad-hoc networks (VANET) to form the
Internet of Vehicles (IoV) or vehicular fog computing. In [82],
they proposed an architecture which considered vehicles as
intelligent devices that are mobile and equipped with multiple

sensors and have the computational and communication capa-
bility to gather useful traffic information. The information
can be collected from both intra-vehicle sensors and the
environment. In this architecture, fog nodes can be deployed
at the edge of vehicular networks in order to make the data
collection more efficient together with processing, organiz-
ing, and storing traffic data in real time. They defined three
main layers namely, the smart vehicles which collect data,
the roadside units/fog nodes as the fog layer, and the cloud
servers as the cloud layer (Figure 17).

Smart vehicles have an important role as data sources in a
vehicular fog computing system, due to their real-time com-
puting, sensing (e.g., cameras, radars and GPS), communica-
tion, and storage capabilities. The amount of data collected
by the various sensors in a smart vehicle has been estimated
to be around 25 GB/h in a single day. Some of these data can
be processed by the smart vehicle, in order to perform real
time decision making, while the rest of the data will be shared
and uploaded to the fog nodes for further analysis such as
traffic control planning. The roadside unit can be deployed in
different spots in the city as a fog node which enables the plat-
form to process collected data and send it to the cloud servers.
This functionality can be extended as a middleware system
that makes a connection between the cloud servers and the
smart vehicles in a vehicular fog computing system. Unlike
existing vehicular networks, these units/nodes will have more
functions and providemore diverse services formart vehicles,
such as navigation, video streaming, and smart traffic lights.
Cloud servers enable city-level monitoring, permanent data
storing, and play a role as a centralized control system. These
servers will obtain the data from all fog nodes to make
globally optimal decisions. For example, they will monitor,
manage, and control the city’s road traffic infrastructures to
achieve optimal city-level traffic control. In this paper, two
use cases of fog computing based vehicular application, Local
Traffic Control Subsystem and Global Traffic Management
Subsystem are discussed.

Hou et al. [83] proposed an architecture called Vehicu-
lar Fog Computing (VFC) for vehicular applications. The
authors conducted experimental analysis to study the impact
ofmobility on the vehicular network especially the connectiv-
ity and computational capacity using VFC. Their results show
a great enhancement over traditional architecture, which was
called Vehicular Cloud Computing (VCC). In this work,
vehicles are the IoT devices and, at the same time, these
vehicles act as the fog nodes; hence called smart vehicles.
Smart vehicles support two kinds of communications. It can
either perform vehicle-to-vehicle communication (V2V) or to
the infrastructure, which is called vehicle-to-infrastructure
(V2I). The fog layer connects to the cloud layer through
RSUs. In this paper, there is no discussion on the hetero-
geneity of the fog nodes. The authors have only considered
a unique type of the fog node. They indicate that VFC main-
tains communication continuity even when fog nodes enter
new fog domains. However, they do not provide any details
about the architectural module(s) responsible for mobility
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FIGURE 18. General architecture of fog based IoT health monitoring
system [85].

management. Moreover, the authors acknowledge that there
is a need for mobility models to build efficient VFC. Finally,
the specification and the data interfaces that architecture’s
components used to interact with each other are not discussed.

E. FOG COMPUTING ARCHITECTURE FOR
HEALTHCARE APPLICATIONS
IoT enables Electronic Health (eHealth), and Mobile Health
(mHealth) that allow remote monitoring and tracking of
patients living alone at home or treated in hospitals [84]. It is
no longer sufficient to design standalone wearable devices,
instead, it becomes vital to create a complete ecosystem in
which sensors in a body area network seamlessly synchronize
data to cloud services through the IoT infrastructure [85].

Given the large number of connected devices, the latency
of the connection with the cloud could be significant. More-
over, these devices are power and bandwidth constrained, that
make them unfit to directly connect to the cloud architecture.

As reliability in e-health application is of utmost impor-
tance and even short system unavailability often cannot be
tolerated, the limited resources of medical sensor nodes ren-
der the use of general purpose gateways inefficient in most
circumstances with respect to delay, energy, and reliability.

Fog Computing is an essential paradigm shift towards
a hierarchical system architecture and a more responsive
design. As shown in Figure 18, Fog is an intermediate com-
puting layer between the cloud and end devices that com-
plements the advantages of cloud computing by providing
additional services for the emerging requirements in the field
of IoT.

The intermediate layer handles the Heterogeneity and
Interoperability by aggregating the heterogeneous data mod-
els and providing standard formats for the upper layer as
proposed in [86]. This work introduced an IoT-based health
monitoring architecture to extract ECG features at the edge
to recognize cardiac diseases. The proposed architecture uses
fog to save bandwidth, guarantee QoS, and send emergency

FIGURE 19. An architecture of fog gateway in health monitoring
system [85].

notifications. They apply a Location Awareness module to
keep track of patients to help them in case of emergency.
The cloud layer permanently stores the patient’s historical
information and provides tools to perform data analysis.

Figure 19 illustrates a conceptual architecture of a smart
e-health gateway utilizing the fog layer for data filtering,
data compression, data fusion, and data analysis [85]. The
sensitivity of the system is improved by applying local data
analysis at the edge. It can assist the system to detect and
predict emergencies. It also includes some other functional
components such as hardware processing elements, network-
ing protocols, and security modules.

F. FOG APPLICATION ARCHITECTURE FOR
INTERNET OF ENERGY
Environmental concerns, alongside growing fuel prices, are
channeling research efforts to energy consumption in the
computing systems and in particular in the fog ecosystems.
Oueis et al. [87], Mohamed et al. [88], Sarkar et al. [63],
Sarkar and Misra [89], Jalali et al. [90], and Cao et al. [91]
have analyzed and assessed energy consumption in the
fog ecosystem architecture. Some other works - such
as Oueis et al. [92], Deng et al. [93], Ye et al. [94],
Xiang et al. [95], and Chen et al. [96] - have considered the
design of strategies aiming at reducing energy consumption
in fog systems.

Sarkar et al. [63], Sarkar and Misra [89], and
Jalali et al. [90] focused on the analysis of energy con-
sumption in the fog architecture. They compare several
metrics including power consumption, service latency,
and CO2 emission in a fog ecosystem compared to the
cloud-based solutions. By simulating real-time IoT services
in 100 cities served with 8 data centers, the authors conclude
that fog computing is more efficient than cloud computing.
From a latency perspective, they observe that with 25% of
applications requesting real-time services, the service latency
decreases by 30%. In turn, the power consumption decreases
by 42.2% and CO2 emissions decrease by more than 50%,
translating into significant reductions in cost. Mobility is
not considered here that can potentially have a great impact
on QoS parameters. Jalali et al. [90] considered nano data
centers that form their fog nodes. The results show that nano
data centers are more energy-efficient than the cloud data
centers by pushing content close to end-users and decreasing
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FIGURE 20. Fog Of Everything (FOE) architecture.

the energy consumption in the network. However, scalability
was not considered since the evaluation results are obtained
through the small-scale scenarios without support for mobil-
ity.

In the same context, the concept of energy-efficient
Fog of Everything (FoE) platform was proposed by
Baccarelli et al. [97]. In this application architecture
(Figure 20), fog devices (IoT sensors, smart car, smart-
phone or any other station) are connected to the wireless
base station via Fog to Things (F2T) and Things to Fog
(T2F) two-way connectivity through TCP/IP connections
functioning onto IEEE802.11/15 single-hop links. All fog
devices connected with the same base station are considered
to be in the same cluster. All base stations are considered
as Fog nodes and will be connected via Fog to Fog (F2F)
links by the inter-Fog physical wireless backbone. Container-
based virtualization is used to make a virtual clone associated
with physical things. The virtualization layer supports the
efficient use of limited resources and generates the virtual
clone of physical things. The Fog node physical server serves
cloned things and an overlay inter-clone virtual network was
established which allows P2P communication among clones
depending on TCP/IP end to end transport connections. In this
work, the authors considered the heterogeneity in the IoT
devices and fog nodes; however, they did not discuss if their
architecture is scalable in terms of the number of sensors,
the fog nodes, or the fog domain.

VII. SUPPLEMENTARY ARCHITECTURAL ASPECTS
This section covers complementary architectural aspects of
fog computing in the areas of application, software, network-
ing, computing resource management and security.

A. APPLICATION ARCHITECTURE
Fog computing is introduced to support time-sensitive and
real-time applications in a more efficient way considering
bandwidth and latency limitations. In general, in this system,
we are dealing with hybrid applications using both fog nodes
and cloud data centers in a QoS-aware and context-aware
fashion. Designing these applications is a challenging task
due to the vast heterogeneity, scale and dynamicity of fog
computing infrastructures. In a multi-tier fog architecture,
mission-critical applications could be processed at fog layers
close to the cloud layer for higher reliability and security.
Real-time interactive and streaming applications must be pro-
cessed as close to the end-user as possible. The upper fog
layer is able to perform more intense processing such as deep
data analysis applications. In CPU-intensive applications,
which need a huge amount of processing resources, all layers
of the fog may be involved. Best-effort applications such as
e-mails can be processed in the cloud since there are no delay
constraints.

In Figure 21, a view of a fog-assisted multi-tier computing
environment is shown which is adapted from [9]. A real
example is studied in [63] where a quantitative analysis
of energy consumption in an IoT application is performed.
Their results indicate that when 25% of the IoT applications
demand real-time and low-latency services, the mean energy
expenditure using fog computing is 40.48% less than that
in a conventional cloud computing. Evaluation results show
that fog computing is an improved, eco-friendly comput-
ing platform that can support IoT better compared to the
existing cloud computing paradigm [64]. In [65], a different

FIGURE 21. Multi-tier architecture of applications and services.
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study compared the energy consumption of applications using
centralized DCs in cloud computing with applications using
Nano Data Centers (nDCs) based on fog computing. Flow-
based and time-based energy consumption models for shared
and un-shared network equipment were used. The results
indicate that the best energy savings using nDCs can be
attained for some applications that generate and distribute a
large amount of data in end-user premises with low access
data rate, such as video surveillance in end-users’ homes.
The tradeoff between power consumption and transmission
delay in the fog-cloud computing system is also investi-
gated in [66]. The segmentation of tasks into fog or cloud
tasks is application specific. Simulation results in a medical
emergency service use case demonstrate the benefits of a
coordinated control and management of a combined fog and
cloud system. Thus, the design of a coordinated orchestration
andmanagement tomanage all cloud/edge resources in a joint
framework system is critical [98].

B. SOFTWARE ARCHITECTURE
Fog computing is a novel computing paradigm, which
demands a new programming model. It is required to design
intuitive and effective tools and frameworks for developers,
helping them orchestrate dynamic, hierarchical, and hetero-
geneous resources to build compatible applications on diverse
platforms.

Some existing works focus on platform architectures and
study their building blocks in the fog computing environment.
A platform is a software environment allowing design and
integration of the fog computing components. It provides
solutions for some challenges such as heterogeneity, interop-
erability, security, and dependability [55], [88], [99].

In [100], the challenges involved in developing software
platforms in fog computing is discussed and flexible archi-
tecture is proposed. The main challenges in developing fog
computing software platforms are listed as follows:

1) Each node may provide a number of available services.
Implementing automatic service discovery protocols in
fog computing can be quite challenging.

2) Security and privacy considerations are complex in
fog computing, and tasks from sensitive applications
should be scheduled on more trustworthy nodes.

3) Data consistency can become complicated in fog com-
puting ecosystem. When writing data objects in a
fog environment, it’s necessary to not only coordinate
the back-end cloud servers, but also to invalidate the
cached data on the fog nodes as well as on the client
devices if strong data consistency is needed.

4) In task scheduling and migration as an example, some
of the issues are how it is possible to provide a sim-
ple abstraction for developers to mark tasks that can
be migrated, what choices and preferences should be
delegated to users, how could be allowed developers to
specify migration rules on heterogeneous devices.

5) Forcing developers to implement functionalities that
will likely be common, such as distributed caching,

workload balancing, system monitoring should be
avoided.

6) Data management for fog computing applications also
introduces new challenges. Perhaps the ideal abstrac-
tion for both users and developers is global storage,
which can always be accessed, has infinite size, and yet
performs with the speed of information stored locally.
However, how to implement such a storage system is
still an open question. What efficient algorithms can be
used to shuffle data among devices? How can prefetch-
ing be best implemented to achieve the lowest latency?
What namespace scheme should be used? How can
sensitive and encrypted data be cached privately and
effectively?

7) Furthermore, energy consumption and network usage
must be conserved on mobile devices, as they typ-
ically have energy limits enforced by limited bat-
tery technology and data limits enforced by mobile
carriers.

FIGURE 22. Proposed WM-FOG software architecture in [100].

Figure 22 depicts the architecture of WM-FOG. There are
four layers in the figure. The design of WM-FOG embraces a
flexible software architecture, which can incorporate differ-
ent design choices and user specified policies. More specif-
ically, WM-FOG provides a flexible way to define work-
flows that can be easily deployed and executed on fog-based
systems. By properly scheduling the workflows on the sys-
tem entities (that is, client devices, fog nodes, and back-
end cloud servers), WM-FOG can take advantage of the fog
computing paradigm and achieve considerable performance
enhancement.

The top layer is the application layer, where user appli-
cations reside. User applications initiate workflow instances
by writing input data to them, and receive results by reading
output data from them. The next layer is the workflow layer,
where workflow instances reside. Each workflow instance
exposes a data access interface to user applications, through
which its data items can be accessed. Moreover, each work-
flow instance has four proxies, that is, the entity proxy,
locking proxy, caching proxy, and scheduling proxy. These
proxies can be used to implement user specified policies on
workflows. Under the workflow layer is the system layer,
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where the system components – that is, the system monitor,
lock manager, cache manager, and workflow engine – reside.
These system components implement the fundamental mech-
anisms of WM-FOG, and workflow instances can communi-
cate with them through the proxies to apply user-specified
policies. The bottom layer is the entity layer, as the system
entities (client devices, fog nodes, and the cloud) reside in
this layer.

C. SECURITY AND PRIVACY ARCHITECTURE
Networked applications cover a broad spectrum of privacy-
sensitive and mission-critical use cases including transfer of
private information (such as photos, medical reports), daily
routine tasks (such as shopping, transportation), and enter-
prise resource management (such as supply chains). Security
and trust are essential for successful deployment of these
applications. Security in a multi-tier computing environment
involves new challenges that need to be identified and tackled.
Several enabling technologies such as wireless networks,
distributed and peer-to-peer systems, and virtualization plat-
forms are employed. Such technology diversity calls for
both protecting all these elements and also orchestrating the
diverse security mechanisms in order to maintain the integrity
of the ecosystem.

FIGURE 23. A layered security architecture for fog computing.

Figure 23 demonstrates our three-layer model for fog secu-
rity. The flow of requests and data in the system is demon-
strated and potential attacks in each layer are visualized.

Fog-access is the point of connection to the end-user devices
in the fog ecosystem which is responsible for end-device
management and access control. Fog-computing includes all
the computing nodes in the fog layer including computing at
the access nodes. Vulnerabilities related to system integrity
and availability and data confidentiality are addressed in this
layer. Fog-cloud interconnection layer addresses potential
threats in interconnecting the two subsystems.

1) ACCESS LAYER SECURITY
The access layer deals with authentication, authorization,
access control and data protection of the edge devices con-
necting to the network in a widely distributed set up. Since
traditional security mechanisms are covered in other stud-
ies, in this layer, specific issues in a fog ecosystem such
as decentralized and distributed nature of edge paradigms,
interoperability and mobility support, and location awareness
are considered.

2) FOG LAYER SECURITY
The computing layer comprises all the nodes involved in sub-
cloud computing. A computing node may also have access
layer functionality. For example, fog nodes may be located at
the edge of networks and can collaborate with each other in a
distributed manner.

3) FOG-CLOUD INTERCONNECTION SECURITY
The cloud layer contains large number of servers that host
the service applications and often can perform heavy com-
putational processing on the data received from fog nodes.
Interoperability of computing tiers and their secure intercon-
nection is of utmost importance for the overall end-to-end
security of the system. The security of the cloud layer itself
as one of the main components in a multi-tier computing
environment is also important but is separately discussed in
other papers [101]–[105].

Table 5 summarizes the major attacks on a fog computing
ecosystem based on ISO 27001 [106]. ISO 27001 is the
most common standard and is a widely recognized structured
methodology for information security. The impact of the
major attack categories on the three dimensions of security
KPI, namely, confidentiality, integrity and availability. DDoS
mitigation, data integrity, key management, and single-sign-
on are the primary issues that should be addressed.

D. COMPUTING RESOURCE MANAGEMENT
ARCHITECTURE
The major complexity in multi-tier computing is the orches-
tration and management of computing resources in a coordi-
nated and efficient way to utilize all the resources to support
large-scale heterogeneous applications.

Figure 24 illustrates the proposed set of control and man-
agement blocks in a fog computing environment in [162].
The aim is to provide a coordinated and distributed manage-
ment solution aiming at handling resources continuity from
the edge to the cloud. The figure shows three main blocks.
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TABLE 5. Summarization of major attacks on fog computing ecosystem.

FIGURE 24. A distributed resource management architecture for layered
fog to cloud services [162].

The first and also the largest block allocates the different
functionalities that are expected to co-exist in reference to
the user, service and resource-specific functions. The second
block allocates the set of functions used for instantiations
of the different modules, referring to the different control
components and edge devices, i.e., the Dew Points (DP)
and the Control Area Units (CAU). The last one, Brokering,
is designed to be applied in a typical scenario of multi-
ownership infrastructure, where different fog/cloud layers
may belong to different parties, and a brokering concept is
necessary for their joint deployment.

Resources are assigned to the service to be executed,
depending on the service demands, runtime policies required
(e.g., parallel or sequential execution, what unquestionably
impacts the way computer, network and storage resources
are selected) and resource availability (all managed through
the functions Provisioning, Selection, Routing, Allocation,
Runtime model as well as Scheduling and Sharing policies).

Resource management involves a number of components
including VM and service placement, workload and task
assignment, resource allocation, computation offloading and
caching as shown in Figure 25 [163]. A brief review of
current research in each of these categories is provided in the
following.

FIGURE 25. Computation and resource management taxonomy.

1) VM AND SERVICE PLACEMENT
Virtual Machine (VM)/Container and service placement is a
critical operation for finding the best fog node to host the
VMs or applications. It directly affects performance, resource
utilization and power consumption.

Brogi and Forti [164] propose FogTorch, a general,
flexible, and extensible platform to support QoS-aware IoT
applications in fog infrastructures. Various algorithms are
proposed to find suitable service deployment in the fog based
on the QoS parameters. In addition, resource allocation and
link capacity is taken into account.

Verma et al. [165] propose a multi-tenant heuristic algo-
rithm to guarantee QoS for users through a load balanc-
ing algorithm. A three-layer architecture is considered that
consists of End-user, Fog, and Management layers. Any fog
node is managed by the fog management layer in a central-
ized manner. The algorithm includes two main components
namely: Tenant Maximum Acceptable Delay (TMAD) and
Tenant Priority (TP). For every application, the most appro-
priate fog node considering the tenant’s maximum acceptable
delay will be selected.

Most of the algorithms do not consider heterogeneity in
terms of node computing and storage capabilities in the fog
ecosystem. In a real world scenario, a significant degree of
heterogeneity can produce amajor impact on the performance
and efficiency of the algorithms.

2) WORK-LOAD AND TASK ASSIGNMENT
Compared to cloud computing, edge and fog nodes do
not have large computing and storage capacity. Therefore,
efficient resource allocation is considered as an important
research area in multi-tier computing. Deng et al. in [166]
proposed a tradeoff between power consumption and trans-
mission cost. They formulated a workload allocation problem
considering load distribution between fog and cloud toward
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the minimal power consumption with a constrained service
delay. The computational complexity is tackled using an
approximate approach by decomposing the primary problem
into three sub-problems where each sub-problem is solved
independently. Their simulation results vindicate the fact that
the fog in conjunctionwith the cloud considerably reduces the
overall communication latency. Due to the centralized nature
of this work, the scalability of the framework, data replication
overhead, and communication overheadmust be reconsidered
in a distributed set up.

Meng et al. [167] proposed an algorithm called hybrid
computation offloading to minimize the total energy con-
sumption in both cloud and fog environment. In this work,
diverse computing and communication capabilities of cloud
and fog are taken into account. To solve the problem, Com-
putation Energy Efficiency (CEE) is defined as the amount
of the computation tasks that are offloaded by consuming a
unit of energy. The problem is broken down into four sub-
problems. Based on the CEE and delay constraints, tasks are
offloaded to the cloud, fog, or both.

None of the works in this area focused on mobility issues
even though it is an important factor for fog resource manage-
ment due to dynamic nature of computing nodes, which are
constantly leaving and joining to the network. Thus, dynamic
load balancing and task assignment become a very impor-
tant challenge. To predict the pattern of end-users’ mobility
behaviors in order to assign tasks and manage resources
in an effective way is an issue to be addressed. All of the
works claim to have decreased the latency while delay, as an
important criterion in this area, is not explicitly modeled.

3) RESOURCE ALLOCATION
Multi-tier computing substantially involves components of
an application running both in the cloud and in the edge
devices between sensors and the cloud, such as smart gate-
ways, routers, or dedicated fog devices. These resources are
pervasive and often vary dynamically. Therefore, a judicious
management of resources is essential for maximizing the
efficiency of the computing environment.

The work in [1] surveyed the resource allocation options
for fog providers. Architectural frameworks for resource
allocation in fog computing were presented in [46], [168].
Gupta et al. [169] formulated a toolkit, called iFogSim,
to simulate IoT and fog environments and measure the
impact of resource management techniques in terms of
laten, network congestion, energy consumption and cost.
Souza et al. [170] formulated the QoS-aware service allo-
cation problem for combined fog-cloud architectures as an
integer optimization problem. Their solution minimizes the
latency experienced by the services and guarantees the capac-
ity requirements.

None of the above solutions jointly considers the task
completion time, user cost, and application performance
to maximizing the service providers and users experience.
Ni et al. [171] proposed a dynamic resource allocation strat-
egy that comprehensively considers the capital and time

costs as well as the credibility evaluation of both users and
fog resources. Through this work, they improved the effi-
ciency of resource utilization while satisfying the users’ QoS
requirements.

4) COMPUTATION OFFLOADING
Computation offloading is a related topic to the task assign-
ment problem discussed earlier. Both have to dowith decision
on where to run each part of the applications but while
task assignment is of an offline, proactive and centralized
nature, the computation offloading takes an online and dis-
tributed approach. However, in the literature, they are used
interchangeably in some cases. Computation offloading has
been a hot topic due to the heterogeneous distributed nature
of applications and resources. For example, offloading raw
data processing to the edge devices in IoT diminishes the
network load by reducing the amount of data sent to the
cloud. Each application can be offloaded in coarse-grained
application level manner [172], [173] fine-grained task level
manner [174]–[178] or in parallel load-balanced manner
[179], [180]. The offloading decision may be made in a
centralized or decentralized manner [181], [182], for single
end-point or multiple end-points.

Resource allocation and offloading were jointly optimized
in [181] so as to conserve energy while satisfying end-point
delay constraints. However, the energy consumption of each
user equipment was set as a constant for simplicity, ignoring
its time varying aspect. Computation offloading is not always
efficient in terms of delay, bandwidth, and energy consump-
tion. Offloading decisions should be made based the relative
importance of these parameters in any application scenario.

5) CACHING
There are two main approaches in caching that can be used in
fog computing: proactive and non-proactive caching. Proac-
tive computing [183] has been studied in wireless content
caching [184], where the content of the upcoming tasks is
predicted and prefetched during the current task computation.
As an alternative for proactive caching, in [95] the computing
results are pre-fetched during an off-peak interval, thus reduc-
ing the backhaul burden. Elbamby et al. [185] suggested a
proactive caching of popular and cacheable computing tasks
considering both computing and storage resources to mini-
mize service latency. Due to large network size, the end-users
are clustered into disjoint groups based on distance-based
Gaussian similarity and task popularity-based similarity. The
cloudlet tries to minimize the latency by proactively caching
the computation results. The cloudlet dynamically replaces
computing results for the less popular tasks with results for
more popular tasks. In this paper, a game theoretic approach
is suggested between end-users and cloudlets to minimize the
overall latency in cache-enabled networks.

Current research has mainly focused on the case of fog
RAN and the heterogeneity and QoS are considered as the
main focus of the research; however, the scalability in terms
of elasticity and the mobility support are not fully considered
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FIGURE 26. The heterogeneous network architecture in fog
computing [186].

E. NETWORKING ARCHITECTURE
Ubiquitous and decentralized objects with various commu-
nication technologies should be connected to the computing
ecosystem. Hence, the system is considered as a heteroge-
neous network environment that is responsible for connecting
its end-users to the appropriate fog nodes and also the fog
nodes to each other and to the cloud. Such a heterogeneous
view of networking in a fog computing environment is illus-
trated in Figure 26 [186]. In the bottom layer, technolo-
gies such as wireless sensor networks (WSN), Zigbee and
Lorawan is used to provide direct connection among sensors
and/or their gateways. In a layer above, edge fog nodes
are connected through mobile networks or wireless local
area network technologies such as many variations of WiFi.
Self-organizing networks, such as Mobile ad hoc Networks
(MANET), are one of the main candidates for the future fog
networking since they will enable the formation of densely
populated networks without requiring available fixed and
costly infrastructures beforehand [187]. In the upper layer,
fixed networking technologies such as IP/MPLS infrastruc-
tures connect network devices and data centers at high speeds.

Software Defined Networking (SDN) and Network Func-
tion Virtualization (NFV) are enabling technologies for
policy-based fog networking. SDN decouples the data plane
and the control plane which is a centralized network-wide
operating system and provides open APIs for network appli-
cations and services. SDN can benefit fog computing by
enhancing resource sharing and isolating network traffic.
SDN can also help integrate fog and cloud infrastructures by
providing a global network view. A SDN controller itself can

FIGURE 27. The internal architecture of fog nodes and SDN controllers in
an SDN fog computing environment [186].

be used as a fog device [188]. NFV is a network architectural
concept that takes advantage of virtualization technology to
transform network functions from hardware-based entities to
software agents. It helps virtualize functions such as routing,
load balancing, and intrusion detection to be placed at the
fog nodes. The challenges of NFV in fog computing include
the performance of virtualized network appliances, speci-
fying location of services, and defining services migration
policies. The general internal architecture of fog nodes and
SDN controllers is shown in Figure 27. The fog node contains
an SDN agent to receive per-flow routing policies and the
controller has a fog orchestrator module in addition to the
controller module. The fog orchestrator manages device and
service configuration such as IP address assignment and NFV
placement and onboarding on fog nodes.

In [189] also a new VANET architecture, called FSDN,
is proposed to integrates two emergent computing and net-
working paradigms, fog computing and SDN, as a prospec-
tive solution. They claimed that their architecture could
resolve the main challenges of VANETs by augmenting
Vehicle-to-Vehicle (V2V), Vehicle-to-Infrastructure (V2I),
and Vehicle-to-Base Station communications. SDN takes
advantage of its global view to optimize network resources.
As a consequence of this optimization process and integration
of SDN with fog computing, latency is also reduced.

In [190], an integrated three-tier programmable framework
for heterogeneous networks has been introduced. It contains
caching, computing, and data and control communication.
This framework maximizes resource utilization, enhances
users’ experience, and decreases energy consumption. They
argue that challenges related to integrating SDN into a fog
network are to deal with node mobility, unreliable wireless
links, wireless network virtualization, resource reservation
based on end-user’s privilege, maintaining the connectivity
graph of the network in controller, and placing controllers in
the fog network to meet the end-users’ demands.

VIII. EVALUATIONS AND FUTURE DIRECTIONS
In order to evaluate the current state of the technology,
and identify the potential future direction, in the following,
a mature model that quantitatively measures the maturity
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TABLE 6. Maturity level in six main subject areas and future directions.

level of the technology in the scale of 0 to 5 is proposed. It is
based on 5 main evaluation criteria as follows:

1) Existence of well-versed ontology: To help define the
terms and subjects in a clear and unambiguous way,
to identify the challenges and issues and classify the
solution spaces. Existence of comprehensive surveys
and ecosystem designs are key required steps.

2) General architecture: To define the ecosystem layers
and physical components as well as their interfaces and
interactions.

3) Reference architecture: It defines the logical compo-
nents, the interfaces and workflow/data flow in the
system.

4) Universally accepted components: Existence of univer-
sally accepted components is a step toward consistent
and interoperable development and deployment of the
functional modules.

5) Standard APIs and interfaces: The components need to
work together in a scalable manner for which standard
APIs and interfaces could help.

The proposed maturity model is applied to the six
main dimensions of fog computing technology as outlined
in Table 6. The aim is to evaluate and compare their state of
the art and to identify major future directions. We have used a
subjective evaluation based on the existing literature to iden-
tify major research and development gaps. A more detailed
evaluation could be the subject of future works. Developing
standardized application architectures and software platforms
stand out as the two most urgent areas that need attention.
Heterogeneity, scalability, and interoperability are the three
main issues identified in Table 6 to be handled in developing
such platforms and architectures.

In terms of heterogeneity, most of the proposed archi-
tectures provide potential solutions for the heterogeneity
challenge in fog computing; however, none has proposed
semantic-based approach. In fact, most of them put the burden
of handling heterogeneity on application side. A semantic-
based approach is considered to be an explicit formal and

standard specification of the architecture used in a given
domain.Works [67] and [53] can be used for formal represen-
tations and naming of the properties, types, and relationships
of the entities that set up a particular fog environment. In an
specific fog ecosystem, defining appropriate ontologies that
could also help describe the strong variety and specificities
of the involved nodes from the cloud, fog, and IoT. It would
contribute to the homogenization, standardization, and sim-
plification of the applications that are provisioned over these
distributed nodes. Indeed, several providers, as part of a fog
system, might rely on heterogeneous description models,
schemes, naming, and vocabularies. For instance, devices
in the IoT world can be described by models such as the
one proposed by [191] while the nodes in the cloud can be
described by models such as the OASIS TOSCA. Obviously,
the heterogeneity of the models is unsuitable for collaborative
environments such as the fog system where providers from
all environment and domains need a common understanding
of resources in the time of provisioning applications. Conse-
quently, research is needed in the design of appropriate and
exhaustive ontologies to support fog heterogeneity.

Scalability is another important issue with connotations on
all aspects of the system design. Although several architec-
tures in the literature have explicitly addressed the scalabil-
ity; however, the proposed solutions mostly tackle only one
specific part of the whole system. For instance, the proposed
architecture in [53] concentrates on the scalability of the
networking and computing resource infrastructure, while the
work presented in [9] only supports scalability of fog nodes
from the nodal point of view. An area that needs particular
attention in terms of system scalability is the design of novel
mechanisms that enable discovering, utilizing andmonitoring
nodes and services across all providers. This requires to allow
the system to be aware of both the current status of the
available resources from all providers and to elastically scale
function executions through the appropriate procedures.

Interoperability is the third main issue that closely impacts
the support for heterogeneity and also the system scalability.
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It calls for the design of signaling, control, and data interfaces
between several domains that are part of the whole system.
Two vital requirements should be fulfilled: a) implementing
standard inter-domain and operational interfaces and b) effec-
tive mobility management and federation frameworks needs
to be developed. These latter issues are largely ignored in
current solutions and need to be considered in future research.

IX. CONCLUSION
In this article, a comparative study of competing technologies
including cloud computing, mobile computing, edge comput-
ing and fog computing was carried out. Also, a taxonomy
of fog computing research was developed that addresses
various subject areas (system, application, software, security,
resource management and networking) as well as research
aspects, namely architecture, algorithms and technologies.
A comprehensive survey of various architectural perspectives
in fog computing is provided. These architectural perspec-
tives complementarily elaborate on physical as well as logical
components and modules in a fog computing environment
and their respective roles and functionalities. Some architec-
tures have a network wide view and some focus on node-level
architecture. Related algorithms and technologies need to be
developed in a consistent and robust manner to realize the
full advantage of fog computing, some of which has already
taken place. The proposed architectures were evaluated and
compared based on a number of criteria. Finally, a survey
of research issues and directions in each subject area was
carried out and major challenges were identified and discus-
sions on future research were provided. The results of this
survey can help the research community to tune their efforts
towards the existing gaps to help push this technology to
maturity.
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