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Abstract

Whereas previously we have successfully utilized the folding funnels concept to rationalize binding mechanisms ~Ma
B, Kumar S, Tsai CJ, Nussinov R, 1999, Protein Eng 12:713–720! and to describe binding ~Tsai CJ, Kumar S, Ma B,
Nussinov R, 1999, Protein Sci 8:1181–1190!, here we further extend the concept of folding funnels, illustrating its utility
in explaining enzyme pathways, multimolecular associations, and allostery. This extension is based on the recognition
that funnels are not stationary; rather, they are dynamic, depending on the physical or binding conditions ~Tsai CJ, Ma
B, Nussinov R, 1999, Proc Natl Acad Sci USA 96:9970–9972!. Different binding states change the surrounding
environment of proteins. The changed environment is in turn expressed in shifted energy landscapes, with different
shapes and distributions of populations of conformers. Hence, the function of a protein and its properties are not only
decided by the static folded three-dimensional structure; they are determined by the distribution of its conformational
substates, and in particular, by the redistributions of the populations under different environments. That is, protein
function derives from its dynamic energy landscape, caused by changes in its surroundings.

Keywords: allostery; binding; biological pathways; conformational ensembles; dynamic landscapes; folding; funnels;
induced conformational change

Biological processes are carried out through binding. Transmitting
a signal, or forming an active molecular species, is the outcome of
a series of binding events. Pathways, molecular communication,
regulation, turning on and off genes, are all the outcome of a
cascade of binding events. The essence of regulation is such that
these events are often carried out in an ordered manner. Hence,
from the structural standpoint, comparison of the free, unbound
molecule, to the molecule when bound in a complex to a ligand, to
an effector, or to another chain, frequently illustrates their vari-
abilities. Furthermore, such conformational differences may be
observed between structures as the molecules undergo through
step-by-step binding events. The conformations may differ depend-
ing on whether this is the first binding event in the pathway, or in
the multimolecular assembly, or is the second binding event, and
so on.

Considerable research effort has gone into an investigation of
the nature of these conformational differences and into their mech-
anisms. The general notion has been of induced conformational
change, triggered by the binding event~s!. This notion dates back
to the original Koshland ~1958! model. In considering biological
pathways, the traditional explanation has been that a molecule
undergoes a series of conformational changes, each triggered in
turn as the molecule progresses through its sequential associations.
This, however, is not the case. Rather, what we observe is a ques-
tion of a shift in populations. Indeed, the one-sided view of “in-
duced fit” is not what Koshland had proposed originally. In his
seminal paper of 1958, he already depicted the enzyme as present
in a range of different conformational states. Unfortunately, except
for a few studies ~Herschlag, 1988!, what is inherently implied in
the present oversimplified textbook language is that it is the bind-
ing process itself which drives the change, by optimizing the in-
teractions between the two binding molecules.

Despite the inconsistency of this view with current beliefs re-
garding protein folding and binding mechanisms, this traditional
concept is still widely held. Current notions of protein folding, as
embodied in the funnel concept, hold that multiple conformations
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glide down the slopes of the funnel through multiple routes ~Bryn-
gelson & Wolynes, 1989; Frauenfelder et al., 1991; Karplus &
Shakhnovitch, 1992; Baldwin, 1994; 1995; Bozko & Brooks, 1995;
Karplus et al., 1995; Onuchic et al., 1995, 1996; Wolynes et al.,
1995; Dill & Chan, 1997; Karplus, 1997; Lazaridis & Karplus,
1997; Gruebele & Wolynes, 1998; Dill, 1999!. Around the bottom
of the funnel, there is a range of conformational isomers. The
bottom of the funnel is rugged, with the conformational ensemble
depending on the extent of the ruggedness, on the depths of the
wells, and on the heights of the barriers separating them ~Kumar
et al., 1999; Ma et al., 1999; Tsai et al., 1999a!. The more flexible
the molecule, the larger the ensemble of conformers. Not all con-
formations are equally represented in solution. Some have high
population times, while the probabilities for others might be very
low. This ensemble represents the repertoire of molecules avail-
able for the binding event. As folding is a hierarchical process
~Plaxco et al., 1998; Tsai et al., 1998, 1999a, 1999c; Baldwin &
Rose, 1999a, 1999b; Sinclair & Shortle, 1999; Kragelund et al.,
1999!, binding and folding are similar in character ~Tsai et al.,
1998, 1999a, 1999c!. Consequently, binding funnels have all the
hallmarks of folding funnels ~Tsai et al., 1999a!: multiple confor-
mations of the already folded chains race down the binding funnel
slopes, toward its bottom. As in folding, the bottom of the binding
funnel is similarly rugged, populated by an ensemble of complexed

conformational isomers. This ruggedness illustrates the range of
ways in which the variable conformers can bind ~Kumar et al.,
1999; Ma et al., 1999!. Hence, folding funnels are not just an
abstract concept, as has sometimes been referred to in the general
biological community. Here we show the utility of the concept,
through its extension to cover biological processes: when applied
to hierarchical folding, multimolecular complexes, cascades of bind-
ing events, and regulation, we are able to straightforwardly ratio-
nalize these without the need to resort to the “classical” mechanisms
of propagation of binding effects in the molecule.

The key to the extension resides in the recognition of the effect
of the environment ~Tsai et al., 1999b!. Changes in the environ-
ment can be purely physical, such as pH, temperature, ionic con-
centration, or pressure. Alternatively, changes can also be the
outcome of the binding state of the protein, that is, whether it is
unbound, or bound to one, two, three, or more molecules. Hence,
while in general the free energy landscape is depicted by a funnel-
like shape, the details of the landscape surface of a folding funnel
will differ, depending on the surroundings of the protein. A recent
nice example showing the effect of a change in the physical en-
vironment is the work by Sabelko et al. ~1999!. These authors have
proposed that the change in the free energy surface as the temper-
ature is raised from 2 to 8 8C accounts for the observed nonexpo-
nential kinetics in the formation of the native structure. The recent
elegant work by Freire and his colleagues ~Freire, 1999; Todd &
Freire, 1999!, illustrating that residues remote from the active site
are stabilized by intermolecular association, provide an example of
a shift in the energy landscape of a folding funnel, caused by a
binding event ~Tsai et al., 1999b!.

The effects of the environment on the shape of the funnels can
be expressed in the funnels’ walls, steepness, traps encountered by
the down-racing conformations, bumps, and barrier heights. Ad-
ditionally, environmental effects can also be observed in the shape
of the funnels around their bottoms. Comparisons of the funnels of
the chains as they undergo successive binding events, as in the case
of formation of multimolecular complexes, would illustrate that as
the protein rigidifies through stepwise binding events, the funnels

would become progressively steeper, sharper, with narrower bot-
toms. Comparisons of the ensembles around their bottoms would
illustrate that the distributions of the populations differ. The most
prevalent conformers around the bottom of one funnel are not
necessarily those that are most frequent in successive funnel~s! of
a given chain. Different distributions would also be observed in
allosterically regulated proteins. While the existence of different
binding modes has long been recognized, their consequences, in
terms of redistributions of the populations of conformers of the
bound chains with respect to their unbound state, have not been
considered. The redistributions explain the observed successive
binding events, regulation, and hence protein function.

Here, we describe the concept of dynamic energy landscapes.
While previously funnels have been depicted as stationary, con-
siderations of the physical environment and their bound ~unbound!
state illustrate the shifts in the energy landscape that may take
place. Dynamic landscapes, with altered funnel shapes and prob-
abilities of the populations, show how the concept of the folding
funnels can be utilized toward rationalization of how proteins carry
out their roles in the cell. This concept of a dynamic ~i.e., changing
with environment and binding state! landscape has been proposed
previously in the first statistical model of how chaperones can
work to help the normal funneling of proteins to their native states
~Gulukota & Wolynes, 1994!. The distinction between static and
dynamic energy landscapes is not trivial. Protein function is often
inferred from single stable conformations. On the other hand, here
we argue that function derives from the way that the protein is able
to adjust the populations of its conformational substates as it un-
dergoes through a series of binding events, or through different
physical conditions.

It is important to distinguish between the “dynamics” term em-
ployed in molecular dynamics simulations, and the dynamic en-
ergy landscape proposed here. In molecular dynamics, we inspect
snapshots of dynamically changing conformations simulated under
sets of constant conditions. On the other hand, here the changes in
the landscape are the outcome of changes in the environment,
whether physical ~e.g., temperature, pH, the presence of a dena-
turant! or functional ~e.g., binding to other molecules!.

The basic concept and its application to protein function

and to biological processes

For simplicity and clarity, here we enumerate the major points
embodied in the concept of dynamic landscapes and population
shifts in folding and binding. The description is enhanced by two
schematic diagrams ~Figs. 1, 2!. In the following sections of the
paper, each point is explained, with the biological examples pre-
sented and classified in terms of the categories summarized in this
section.

~1! In solution, there is a range of conformational isomers, in
equilibrium with each other. The kinetic barriers between them
are low, resulting in low energy transitions. The conformations
that reside in their shallow energy wells frequently flip be-
tween the wells. Inspection of the energy landscape of Fig. 1A
straightforwardly rationalizes why there is no need to resort to
conformational changes induced by binding.

~2! There is a change in the equilibrium, the outcome of the changes
in the conditions. Here, the changes in the conditions refer to
binding events, such as binding to other proteins, to peptides,
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to DNA, RNA, and to cofactors. This situation is depicted by
going from Figure 1A r Figure 1B. Biological processes
falling into this category are referred to in the text below as
type I. Enzymes showing “induced fit,” allosteric regulation,
enzyme pathways, biological cascades, and formation of multi-
molecular complexes, all fall into the type I category. Further-
more, as binding and folding are similar events, the binding of
building blocks during protein folding also fall into this type I
category.

~3! The kinetic barriers are high. This situation is depicted in
Figure 2A. Such a situation is observed in amyloid formation,
or in complex protein folding, where the misfolded molecules
are stuck for a long time in their respective energy wells. The
high barriers prevent the conformers from easily flipping back
and forth.

~4! The barrier heights have been lowered, enabling faster con-
formational changes. This situation is depicted by going from

Figure 2Ar Figure 2B. In amyloid formation, the change in
the environment involves the presence of an amyloid seed.
Here conformation “A” refers to the misfolded conformation
present in the amyloid. “C” refers to the conformation of
the native protein. In the case of the chaperone catalyzed
folding, “A” refers to the native conformation, whereas “C”
is a misfolded intermediate. Here, the change in the environ-
ment or conditions refers to the binding to the chaperone.
Biological processes, where initially there are high barriers
and these are subsequently lowered, are classified as belonging
to type II.

In type I, there are practically no kinetic barriers. The relative
stabilities change between the conformers, the outcome of their
binding conditions. Hence, the landscape changes as the protein
functions. In type II, the relative stabilities are unchanged. Rather,
it is the heights of the barriers that are affected. Lowering the
barriers, e.g., via binding to misfolded amyloid protofibrils, results
in faster population shifts, changing the equilibrium.

A B

Fig. 1. A schematic drawing illustrating type I energy landscape change due to a change in the conditions of the environment. The
change in the environment makes the bottom of the funnel-shape landscape shift to a different conformation. As implied by a population
shift, and in contrast to the induced-fit mechanism, here the roughness of the landscape surface is such that no surface bump separating
the conformations is substantial. This type of environmental change creates an equilibrium shift from one conformation to the other.
Conformation A is the most highly populated conformer in the unbound state. Conformer B is the most highly populated conformer
in the bound state. Type I landscape is observed in enzymes showing “induced-fit,” in allosterically regulated enzymes, in biological
pathways, and in multimolecular complexes involved in a variety of biological processes.

A B

Fig. 2. A schematic drawing illustrating type II energy landscape change. The environmental change results only in an alteration of
the surface roughness, but not in the relative stabilities, between a trapped conformation and the conformation at the bottom of the
original landscape. The effect of the environment change is to lower the barrier bumps. Lowering the bumps enables a previously
trapped conformation to climb out of its energy well, where it has resided for a long time. This type of environment change is called
a kinetic shift. For the case of the amyloid formation, conformation A is the misfolded conformer. For the case of folding with the help
of a chaperone, conformer A is the native conformation. Both examples are discussed in the text.
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Below, we first describe the concept of a population in equilib-
rium ~Fig. 3B!, as an alternative for the so-called induced fit ob-
servation ~Fig. 3A!. We put this concept within the framework of
a series of binding events, showing that these are all a simple,
straightforward outcome of a series of sequential enrichments of
certain conformations, whose binding at this time, and under these
conditions, is favorable. We show how this ~type I! principle holds

both for the assembly of transient building blocks in folding and
for macromolecular assemblies in binding. Both can be described
under the general framework of the funnel concept: namely, it is all

a matter of dynamic shifts in the energy landscapes, during each of

the binding events in hierarchical folding, in allostery, or as the

molecules cascade down the biological pathway. These are the
outcome of the changing conditions or the environment ~Tsai et al.,
1999b!.

Dynamic energy landscape and populations vs.

induced conformational change

The energy landscape of proteins defines their static and dynamic
properties. In Figure 1A the native conformation is around area A.
At high temperatures, proteins gain enough energy and denature.
For simplicity, a mountain is often used to illustrate the concept of
the energy landscape and to narrate the story of folding funnels.
However, in reality, the landscape is dynamic, changing with pH,
ionic strength, and the presence of other molecules. The environ-
mental change leads to a redistribution of the conformational sub-
states. In the case of ligand binding, the most populated conformation
of a protein may be different prior to, and following binding,
corresponding to a change in the energy landscape.

Yet, despite the increasing understanding and realization that
molecules are inherently flexible entities, existing in solution in a
range of conformations ~Fig. 1A!, the concept of induced fit ~il-
lustrated in Fig. 3A! is often cited, both on a local scale, and with
respect to larger, hinge-bending motions of a protein induced by a
ligand. The argument presented here is not only that intrinsic struc-
tural flexibility facilitates the conformational transitions taking place
in response to binding; rather, the inherent structural flexibility is
responsible for the existence of a range of conformations a priori
~Fig. 1A!. Out of these, pre-existing conformations, the ones that
bind are those whose structures are complementary to the molecule
in question ~illustrated in Fig. 3B!. As the binding conformer is
depleted from the solution, the equilibrium will shift in favor of
this conformer, propagating the binding events ~Fig. 1Ar Fig. 1B!.
If the barriers are low, “induced fit” via population shift is directly
implicated. Alternatively, it is also possible that the ligand may
bind to conformers that are near the optimal one on the energy
landscape. As the barriers are low, the conformational changes
may take place while the ligand is already bound to the protein
~Fig. 3A!. Either way, the end result is the same.

This phenomenon is universal. It holds for proteins, where it is
observed around the bottom of their funnels ~Ma et al., 1999!. It
also holds for nucleic acids. DNA bending, kinking, or stretching
is not induced by the protein. Rather, a certain fraction of DNA
conformational isomers have bent, or stretched, conformations a
priori. It is simply that these are the conformations whose binding
to the DNA-binding proteins are more favorable than the other,
unbent, conformers. Whereas their concentration when unbound is
low, in the bound state their population is high. The concept also
holds for the more flexible RNA conformations. Here, however,
we confine ourselves to proteins.

To unambiguously demonstrate the validity of such concepts,
one needs to show that the conformation, which is observed to be
significantly different in the “bound” state as compared to that in
the “free,” unbound form, and hence, which has been considered to
be the outcome of induced fit, also exists in the unbound form. If
that conformation has a low population time, it is likely to be
difficult to detect experimentally. On the other hand, it might be

Fig. 3. An Illustration of two protein binding mechanisms. The ligand is
represented by the green double circle, and the conformations of the protein
chains are simplified forms of adenylate kinases from many families ~Von-
rhein et al., 1995!. In most adenylate kinases structures, the ligands are
ADP, ATP, or SO2

22. In some structures, two different ligands bind to the
adenylate kinases simultaneously. In these simplified cartoons, the green
double circle indicates any of the ligands or their combination. Here we
propose that these conformations can coexist for a specific adenylate ki-
nase enzyme, with different populations for different conformational sub-
states. A: The traditional view of induced fit and allostery, where binding
at one site causes changes at a remote site. B: The concept of conforma-
tional substates described here, where pre-existing conformations are in
equilibrium. The equilibrium shifts to one of the conformations that fits
best incoming ligand.
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feasible to capture via long-enough molecular simulations. Addi-
tionally, it will also be illuminating to examine molecules showing
no apparent conformational changes between two crystals of the
bound and unbound molecular species. These molecules are not
necessarily rigid either. While they might appear rigid under one
set of ~binding! conditions, they may illustrate their conforma-
tional variability under different conditions, for example, in binding
to different ligands or in different crystal forms ~Muller et al., 1998!.

This rationale is in agreement with a number of observations.
The view is consistent with the broad range vs. specific binding.
The more flexible the molecule, the larger the ensemble of con-
formations that it possesses. These conformations may bind a range
of ligands whose structures are complementary to the ensemble.
On the other hand, the more specific, selective binding is fre-
quently attained by the more rigid molecules, which exist in fewer
potential conformations. A particularly fitting example here is that
of the germline, polyreactive vs. the matured, specific antibodies
~Foote & Milstein, 1994!.

If the binding and the subsequent reaction could be monitored,
the two mechanisms ~Fig. 3A vs. Fig. 3B! might be differentiated
by their kinetics. The induced fit mechanism ~Fig. 3A! may be
expressed as

R 1 Lb RLb ~RL!*. ~1!

According to this mechanism, the ligand ~L! and the receptor
~R! bind first followed by an isomerization of the complex RL to
yield the activated form ~RL!*.

In the second mechanism ~Fig. 3B!, conformational shifts pre-

date binding. However, the substrate can only bind to one of the
enzyme’s conformational states:

^R ', R '', R ''', . . . & 1 Lb ~RL!* ~2!

where R ', R '', R ''' . . . are different conformers of the receptor R.
Results of kinetic experiments recorded for the glutathione trans-

ferases ~Stella et al., 1998; Nieslanik et al., 1999! and for ester-
hydrolyzing antibodies raised against a phosphonate transition state
analogue ~Geyer et al., 1996; Lindner et al., 1999!, which seem to
indicate an induced fit type mechanism, are equally consistent with
a pre-existing equilibrium between high and low affinity conform-
ers. Crystal structures of these antibodies, free and complexed,
have indicated that their conformations do not change upon binding.

For the human glutathione transferase P1-1, Stella et al. ~1998!
have clearly demonstrated that in the absence of glutathione, the
apoenzyme exists in at least two different families of conforma-
tional states ~polar, 38%; apolar, 62%!. In the presence of saturat-
ing glutathione concentration, the equilibrium is shifted toward the
apolar conformers ~83% of the total population!. The existence of
the bound conformational isomer of glutathione transferase P1-1 at
this ~38%! concentration while still in the unbound state is fortu-
nate, as it is high enough to be easily detected. Unfortunately, in
general this is not the case.

These “induced fit” examples belong to type I category ~Fig. 1!.
The changing conditions that cause the change in the energy land-
scape ~Fig. 1Ar Fig. 1B! are the events of binding to the ligands,
i.e., the phosphonate transition state analogue or the glutathione in
the examples here. The binding event creates different surrounding
environment for the receptor, making the less stable conformation
“B” in the unbound state ~Fig. 1A! more stable in the bound state
~Fig. 1B!. On the other hand, the more stable conformation “A” in

the unbound state is less favorable for binding the ligand and is not
selected.

Hence, there are two mechanisms, both leading to the same end
result. In the conformational selection ~Fig. 3B!, it is not the bind-
ing itself that elicits the conformational change. Instead, the alter-
nate conformation exists a priori. However, its population time
may be low. It is also consistent with the slow process of domain
swapping ~Bennett et al., 1994, 1995!. In this intriguing swapping
phenomenon, proteins have been crystallized in two forms: in the
first, two ~sub!domains of the protein chain interact with each
other. In the second, alternate, form, the two domains interact with
sister-domains from a second monomer. The process of the swap-
ping may be slow, on the order of hours to days ~D’Alessio, 1995!.
Within the conformational ensemble around the bottom of the
funnel, there exists the conformer having its domain swung out. Its
population may be low, since in the unbound state it is likely to be
considerably less stable. However, once bound, a stable complex is
achieved, with the equilibrium in the ensemble shifting itself in
favor of this flipped conformer. Alternatively, it is also possible
that the ligand binds to an alternate conformation, which is near it
at the bottom of the funnel. As the barriers are low, the conforma-
tional transition may take place in the bound state, again resulting
in shifting the equilibrium in its direction ~Fig. 3A!.

The principles of binding are general: molecules bind to each
other if their conformations are complementary, in geometry and
chemistry, and their binding produces stable associations ~Cherfils
& Janin, 1993; Norel et al., 1995, 1999!. The conformers that bind
are not necessarily those whose populations are the highest in
solution. Rather, those that associate are the ones whose confor-
mations are most favorable and produce more stable complexed
bound structures. These principles hold whether in single molecule
crystals, or in crystals of complexed structures. If the conforma-
tions that associate have low population times in solution, owing to
the equilibrium in the ensemble, their binding will result in flip-
ping of other conformations in favor of the conformation of the
bound conformer.

Binding: Populations in allostery and in biological pathways

Classical biochemistry has long taught us that proteins are the
major components in biological processes. Furthermore, one of the
critical ways through which proteins exert their regulatory control
is allostery. Allosteric proteins typically have at least two separate
binding sites, one for the substrate and one for the regulatory
ligand. These sites are at different locations on the protein surface.
Since the binding of the ligand at one site affects the conformation
of the second, these proteins play a key role in a broad range of
regulatory, metabolic, or other processes, regardless of their chem-
ical nature ~Alberts et al., 1989!. Allosteric proteins mediate sen-
sitive responses to signals. This has been traditionally explained
through a cooperative change in the conformations of their sub-
units. It has been proposed that the binding of a ligand induces a
conformational change, which in turn elicits a change in identical
subunits in the symmetrical protein assembly ~Alberts et al., 1989!.
If the concentration of the ligand is low, such a cooperative effect
can result in a substantial speeding of the rate of the reaction. The
widely popular notion is that allosteric proteins have at least two
distinct conformations, separated from each other by unstable in-
termediate states ~Alberts et al., 1989, and references therein!. The
molecule will “flip-flop” between the stabilized conformations,
depending on the presence, or absence, of the ligands. Enzymes

14 S. Kumar et al.



early in a pathway are often allosterically regulated and can exist
in active and inactive conformations. Depending on the role of the
enzyme, it may illustrate a positive feedback or a negative inhibi-
tion, where it is either the presence of the substrate or of the end
product that causes the enzyme to flip its conformation. Using the
language of the textbook, this is carried out through “pushing” or
“pulling” of the proteins into different shapes, with the energy
necessary for this “pulling,” and fitting of the shape of the protein
supplied by the weak binding of the ligand. Not much energy is
needed for this conversion, explaining the reversibility of the con-
formational changes between the “active” and “inactive” states
upon the binding of such ligand ~Alberts et al., 1989!. On the other
hand, many allosteric interchanges such as the GroEL0GroES mo-
lecular chaperone discussed below require the hydrolysis of ATP.

Precisely how do the changes in conformation, which occur at
the binding site owing to the binding of the ligand, propagate to the
location to the second binding site to cause this allosteric confor-
mational change has not been understood. It has been proposed
that this propagation can be either through the movement of the
backbone or through interactions between side chains, where these
travel via the compact protein interior or through some cavities or
channels.

Recently, Freire ~1999! has provided an insight into this prob-
lem. Freire has shown that binding of a ligand can elicit changes
in the stability of residues that are remote from the binding site.
Freire has further shown that binding serves to stabilize these
regions. This result is consistent with hydrogen exchange studies,
showing that three different antibodies ~D44.1, D1.3 and HyHEL-5!
bound to the lysozyme at different sites, changed the protection of
remote residues ~Williams et al., 1996!. Moreover, Freire has pro-
vided an attractive explanation: he proposed that the stabilization
that is observed is through a redistribution of the populations of the
substates. Conformers in which the remote residues are more sta-
ble have a higher population time than those in which the corre-
sponding residues are more flexible; that is, there is a change in the
populations between the bound and the unbound states. Freire has
shown it to hold for a limited local conformational change rather
than for the larger global, slower mode hinge-bending motions.
Nevertheless, this explanation is in agreement with our proposition
~Kumar et al., 1999; Ma et al., 1999; Tsai et al., 1999a!, namely,
that for the most part, the populations of the conformers are there
a priori. It is mostly a question of selection ~Fig. 3B!, not of
induced ~Fig. 3A! conformational change, as has been traditionally
assumed, although the latter can also take place, if the conformers
are nearby on the energy landscape. Allosterically regulated pro-
teins illustrate a type I energy landscape ~Fig. 1A,B!. A conformer
with a low population time around the bottom of one funnel is
enriched, with a consequently higher population time observed
around the bottom of the next funnel in the binding cascade.

Folding and binding are similar processes ~Tsai et al., 1998!.
Hence, we need to inspect the populations around the bottoms of
the folding and of the binding funnels. In either case, the key is in
dynamic shifts of energy landscapes caused by the changing ~bind-
ing! conditions.

Protein folding: Populations of building blocks

hierarchically assemble to yield the native fold

Protein folding can be described as a combinatorial assembly of
such a set of transient, highly populated, contiguous, building

block fragments ~Tsai et al., 1998, 1999b!. A building block may

be of a variable size. It is determined by the local coding of the
sequence, that is, by local interactions. If the building block is
isolated, its conformation is unstable. It is the mutual interactions
between building blocks that stabilize its conformation. Via com-
binatorial assembly building blocks bind, to form a stable, higher-
population time conformation, hydrophobic folding unit. The
hydrophobic folding units assemble to form domains, which in
turn further assemble to form subunits and oligomers. In terms of
the folding funnel landscape, the entire folding0binding process
may be viewed as sequentially fusing and modifying individual
funnels.

Building blocks illustrate a type I energy landscape ~Fig. 1!. The
continuous switch from one conformation to the other is enabled
by the low barriers between them ~Fig. 1A!. Figure 4 illustrates
one such example of the b-2-microglobulin ~PDB code 1bmg,
Bernstein et al., 1977!. The binding of the building blocks to create
the higher order structure ~the hydrophobic folding units! changes
the conditions, resulting in a shift of the energy landscape ~Fig. 1A
r Fig. 1B!, and hence in the equilibrium. Now the most populated
conformer may either be the same as in the unbound, stand-alone
building block conformer, or different.

Conformational ensembles and flexibility:

Shifting the energy landscape

Conformational differences have been observed for many proteins,
e.g., the germline 48G7 antibody ~Wedemayer et al., 1997!, tri-
glyceride lipase, triose phosphate isomerase, phosphoglycerate
kinase, adenylate kinase ~Fig. 3!, calmodulin, glutamate dehydrog-
enase, and GroEL ~Gerstein & Krebs, 1998!. All illustrate a type I
energy landscape ~Fig. 1!.

Hemoglobin has been among the best studied allosteric proteins
~Frauenfelder et al., 1991!. The binding of oxygen to hemoglobin
is mediated by proton, carbon dioxide, and organic phosphates.
Biologically active adult hemoglobin is a tetramer, consisting of
two a- and b-chains. Hemoglobin exists in equilibrium between
two alternate states. The first has low affinity for oxygen. It is
constrained by salt bridges between the C-termini of the four sub-
units. This state is the Tense or Taut ~T!. The second is the relaxed
~R! state. The equilibrium between the relaxed and taut states is
governed primarily by the positions of the iron atoms relative to
the heme porphyrin rings, attached to each subunit. The difference
between the two states consists of a rotation and translation of one
ab dimer relative to the other. The change in the energy landscape
~Fig. 1A r Fig. 1B! between the two forms is the result of the
availability of oxygen.

Energy landscape dynamics is also useful in understanding sig-
nal transduction via G proteins. Signaling molecules, such as hor-
mones, growth factors, and neurotransmitters, bind to their cognate
cell surface receptor proteins with high specificity. These surface
receptors relay the signals across the plasma-membrane and pro-
duce new intracellular signals. From the structural standpoint,
G-protein linked signal transduction is one of the most thoroughly
studied signaling cascade. A key step in the cascades is the binding
of GTP or GDP to the G protein. G proteins are a superfamily of
GTP hydrolases. Available sequence and structural data suggest
that all members of this group share a common ancestor and a
common structural core, exemplified by that of p21ras ~Sprang,
1997!. G proteins form stable complexes with their substrate ~GTP!
and product ~GDP!. In all G proteins, binding and hydrolysis of
GTP trigger reciprocal conformational changes within the catalytic
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domain. The GTP- and GDP-bound complexes define, respec-
tively, the active and inactive states of a G-protein as a regulator.
The energy landscape of G-proteins can be considered to flip-flop
between the active and inactive minima. The populations are con-
trolled by the relative concentrations of the substrate and the prod-
uct. The G proteins dynamic energy landscapes are affected by the
rate of GTP hydrolysis, by binding of a GTPase activating protein,
and by association with their cognate target effectors. Current data
indicate that the G protein regulatory apparatus depends on a sin-
gle structural element common to all G proteins: the switch II helix
~Sprang, 1997!, tensioned into a high energy state by GTP binding,
which facilitates the binding to the target effector. Upon GTP
hydrolysis, the energy is dissipated with concomitant collapse of
switch II and effector release. The change in the environment
leading to the Figure 1Ar Figure 1B landscape shift is caused by
the binding of the signaling molecule to the receptor, which in turn
causes GTP to displace GDP from the G-protein, followed by the
dissociation of the G-a subunit. The G-a subunit proceeds to bind
adenylate kinase.

The folding energy landscape of a protein may be replete with
minima deep enough to trap misfolded conformations. In a living
cell, it is crucial for proteins to fold into their native conforma-

tions. The allosteric Hsp600GroEL and TF550CCT chaperone fam-
ilies are double-ring shaped complexes. The Escherichia coli

cochaperone, GroES, caps the GroEL at one end to form a bullet-
like structure, or at both ends to form a football-like shape ~Sigler
et al., 1998!. Apparently the chaperones recognize exposed hydro-
phobic surfaces of a wide range of nonnative conformations and
bind them in their central cavities. The allosterically-regulated,
ATP to ADP mediated, cooperative motion of the seven subunits in
each of the two rings, and of the two rings with respect to each
other in GroEL, is the outcome of redistributions of bound and
unbound conformations. Thus, this change in the populations will
be observed only if the concentration of the substrate, i.e., of
~misfolded! chains, is high enough. With respect to the energy
landscape of the protein substrate, since these molecular chaper-
ones catalyze protein folding by facilitating the trapped, misfolded
conformations to get out of their energy minima wells; in essence,
the funnel of the protein substrate is basically unchanged. On the
other hand, by aiding trapped molecules, GroEL reduces the prob-
ability of misfolded conformers to reside in their wells. The allo-
steric switch of the chaperones is caused by the binding of the
misfolded conformation, which causes the shift in the landscape of
this type I protein.

Fig. 4. An illustration of the populations of different conformations of a building block in the process of protein folding. The protein
is histocompatibility antigen of bovine b-2-microglobulin ~PDB code 1bmg, Bernstein et al., 1977!. The conformations have been
obtained from molecular dynamic simulations of high temperature protein unfolding trajectories. One building block ~at the top of each
conformer in the figure! is observed to open up in the unfolding process. These conformations may coexist in the folding pathway.
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Changes in the environment and

dynamic energy landscapes

Changes in the environment may involve different temperature
~Sabelko et al., 1999!, pH, ionic strength, and pressure. Alterna-
tively, they may include the presence in the solution of other mol-
ecules. Here we provide two examples of the effects of changes of
the environment: amyloid formation and folding with the help with
molecular chaperones ~Gulukota & Wolynes, 1994!. Both cases
illustrate a type II landscape shift, as depicted in Figure 2.

The presence or absence of the amyloid fiber results in a change
of the landscape of the monomeric chain. The observed shift is the
effect on the barrier heights. In the absence of a preformed amy-
loid, the ensemble of conformations will also contain a certain
concentration of misfolded monomers. However, the population of
these conformers will be very low, with the corresponding funnel
illustrating high barriers ~Fig. 2A!. However, if the solution is
seeded with a pre-existing fiber, the energy landscape will change:
the barriers will be lowered, and the probability of occurrence of
the misfolded conformer will increase ~Fig. 2B!. A nice example is
the polyglutamine containing huntingtin fragments that self-assemble
into amyloid-like fibrils, the causative agents of Huntington dis-
ease. It has been shown that the N-terminal huntingtin fragments
with polyglutamine ~polyQ! tracts within the range of 51–122
residues aggregate; whereas if they are within the normal 20–30
glutamine repeat range, no aggregation is observed. Furthermore,
the formation of amyloid-like aggregates is polyQ repeat length
dependent ~Scherzinger et al., 1999!. No aggregation has been
observed with polyQ length of seven residues. This suggests that
there are two important factors: the nature of the proteins within
the same environment—that is, the behavior of polyQ with a length
of seven residues as compared to, say, 31—and the change of the
environment through seeding. It is quite likely that an amyloid
form of the huntingtin fragments is also present for a length of
seven glutamines. However, the population of this conformer is so
low that in the absence of a seed the rate of aggregation is far too
slow to detect.

A second, particularly exciting example of the effect of the
change of the surrounding environment on the energy landscape is
that of the proregion molecular chaperone. The proregion is a
sequence that is covalently linked to the N-termini of extracellular
serine proteases, such as subtilisin, a-lytic protease and aqualysin
from bacteria, and carboxypeptidase Y from yeast ~Ellis, 1998, and
references therein!. The proregion has been termed intramolecular
chaperone, as it is essential for the correct folding of the enzyme
~Baker & Agard, 1994; Shinde et al., 1997; Ellis, 1998!. After the
chain folds to its native state, it is cleaved from the mature protein.
If the proregion is removed and the enzyme is denatured, upon
removal of the denaturant the chain fails to refold correctly, owing
to the high barriers trapping misfolded conformers ~Fig. 2A!. How-
ever, if the proregion peptide is added to the solution, the barriers
are lowered ~Fig. 2B! and the protein folds into its native state
~Ellis, 1998!. Interestingly, when the proregion is mutated at a
single site ~isoleucine to valine, at position 48!, the enzyme folds
into an altered state ~Shinde et al., 1997!. If the proregion peptide
is subsequently added to the solution, this altered conformation
does not flip into the “correct,” native conformation. The altered
conformer has also been incubated at 4 8C for two weeks, without
a change in its conformation, demonstrating its stability at this
temperature range. The two conformations appear different by sev-
eral measurements: CD spectra, temperature stability, threefold

differences in the Michaelis constants for a synthetic substrate, and
larger inhibition constants upon binding of the prosequence. Fur-
thermore, it has been observed that the native proregion binds
more tightly to the native protein fold that it helped produce, as
compared to the altered conformation. Hence, here we have the
same sequence that has been observed to fold into slightly different
conformations, depending on its proregion environment. In the
language of energy landscapes and folding funnels, the most pop-
ulated enzyme conformations differ between the two cases, de-
pending on the sequence ~conformation! of the proregion peptide.
Both types of conformations are present a priori. However, their
distributions differ as a function of their environment. As in the
case of the amyloid and of domain swapping ~Bennett et al., 1994,
1995!, the presence of the proregion peptide lowers the kinetic
barriers, shifting the energy landscapes.

Single molecule- or molecular ensemble-chemistry:

The evolutionary advantage of populational

shifts over induced fit

During evolution, nature has been confronted with the necessity of
choosing between two options: to optimize an induced fit mech-
anism or, alternatively, optimize populational shifts. On the face of
it, it appears that optimizing an induced fit mechanism is more
advantageous, as it would lead to an increase in binding affinity
and selectivity. Nevertheless, in terms of evolution, multiple con-
formations is a better choice than focusing on a single conforma-
tion ~Joyce, 1997!. Consistent with this notion, recent evidence
suggests that antigens are recognized by conformational selection
~Berger et al., 1999!. The evolutionary advantage of populational
shifts ~Joyce, 1997! has been shown by the beautiful work of
crystallizing and comparing the structures of a germline antibody
complex and the corresponding affinity-matured antibody ~Wede-
mayer et al., 1997!. As illustrated in Figure 3, populational shifts
are far more tolerant to changes in the environment. An accidental
debilitating mutational event may block a given conformational
change ~Fig. 3A!. However, through populational shifts, there are
alternate pathways to achieve a binding conformer ~Fig. 3B!. On
the other hand, should a critical mutation take place in an induced
fit pathway, it would seriously jeopardize the conformational switch
channel. A parallel process, in which in principle every individual
in the population has the opportunity to give rise to novel variants
with increased fitness, is clearly advantageous to the organism.
This parallelism makes it less likely that the population as a whole
will get trapped in an evolutionary blind alley, from which further
improvements in fitness are precluded ~Joyce, 1997!. This differ-
ence might be crucial for signal transduction. Populational shifts
stand a much better chance than induced fit in ensuring signal
transmission and protein function.

The structure of a protein and its properties result from natural
selection. During evolution, proteins with nonrandom sequences,
which are able to fold rapidly within biologically relevant time
scales, have been selected. Rather than proceeding via a single,
specific Levinthal ~1969! folding pathway, it is far more advanta-
geous to adopt a multiple-route folding funnel. Consistently, as
folding and binding are sequential, integrate steps to achieve an
optimal, robust functioning protein, we observe a multiple-way
populational shift. Thus, as the general opinion holds, the proper-
ties of proteins are the outcome of the static folded three-dimensional
structures and of the distribution of their conformational substates.
However, we propose that, in particular, the properties derive from
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the redistributions of the substate populations under different en-
vironments. And in biological processes and pathways, the envi-
ronment undergoes constant changes.

Conclusions

The function of a molecule is mediated through its binding. Apart
from the binding of inhibitors, proteins exert their effect by being
part of biological processes. A protein may have built-in regulatory
capabilities, such as in the case of allostery, or catalyze reactions
at some advanced steps in cascading pathways. Frequently, protein
molecules function by being components in a multimolecular
assembly.

Examination of the conformational states of the proteins when
in the bound vs. the unbound state, or when bound to different
ligands0effectors, as in the case of allostery, has nurtured the view
that the conformational change is elicited by the binding, with
subsequent propagation through the structure ~Alberts et al., 1989!.
It has been proposed that even a weak binding ligand produces an
energy large enough to enable this conformational change. The
widely accepted mechanism for a cooperative allosteric conversion
in symmetric multisubunit proteins is that upon binding of the
ligand to one subunit, the induced conformational change propa-
gates to the other subunits. While the binding of the first regulatory
ligand to the enzyme is a slow step, there is a rapid binding of
additional regulatory ligands to the remaining subunits. Thus, the
relative enzyme activity for multisubunit allosteric enzymes in-
creases much more steeply than observed for a single subunit
enzyme. Similarly, the orderly formation of multimolecular com-
plexes, essential for the living cell as they increase the level of the
local concentration of the ligands, has been attributed to induced
and propagated conformational changes.

On the other hand, here we propose that these can be straight-
forwardly rationalized by the consequences of dynamic changes in
the energy landscapes, and hence in populations. The first step of
the regulatory ligand binding is slow since the population of the
conformer whose binding to the ligand is favorable is low. In the
bound state the population of this conformer is substantially higher.
This shift in the population will be reflected in the more rapid
binding observed in subsequent steps. Hence, rates are a function
of populations.

The same principles apply in folding: in folding, the transient
building blocks associate, forming the independently folding, hy-
drophobic unit. If the conformation of the building block when in
the bound state is similar to the one that the corresponding peptide
would have in solution, hydrophobic collapse would be fast. If, on
the other hand, the conformation in the native state differs from
that of the peptide in solution, binding would be considerably
slower, as the population of the corresponding, binding conformer,
is low. Hence, the critical issue is the barrier heights: if the con-
formations of the native and the peptide-building block are similar,
the barriers are low, and a fast two state-like folding is observed.

The key is the dynamic changes in the energy landscapes, man-
ifested in the dynamic shifts in the populations in subsequent steps
down the cascade. This applies to the populations around the bot-
toms of the building blocks microfunnels in folding and to the
funnels of the hydrophobic folding units, domains, and subunits. It
applies equally well to biological regulation, allostery, and path-
ways. It is the barrier heights and the populations that change with
the binding cascade; it is not the conformational changes induced
and propagated by “pulling” or “pushing.” Additionally, the changes

of the populations, and of the funnel shapes, are the outcome of
changes in the environment, whether physical or binding-state.
Funnels’ walls and bottoms are not stationary; energy landscapes
of a given chain are dynamic, depending on the conditions.

Conformational selection is not a newly dressed-up “lock and
key” mechanism. Conformational selection does not strictly imply
that a specific protein conformation matches precisely a specific
substrate conformation. Such a “lock and key”-like mechanism
will put us at the other extreme of a narrow interpretation. Here we
propose redistributions of protein conformations under different
environments. In the process of such redistributions, a certain small
extent of “induced fit” may still be operational locally.
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