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Twenty-three pigeons were subjected to a series of procedures in which the key-peck's
effects ranged from immediate, differential food reinforcement, through delayed reinforce-
ment, the production of stimulus changes with and without probable secondary reinforce-
ment, the prevention of food presentation ("food-avoidance"), to extinction. Neither
primary nor secondary food reinforcement appeared to be essential for the maintenance
or acquisition of key pecking. The food-avoidance contingency failed to suppress re-
sponding in any subject. Only complete extinction, when pecking produced neither food
nor stimulus changes, eliminated all pecking for most subjects. A combination of stimulus-
change reinforcement and food reinforcement appeared to account for the results, but only
if it could be assumed that the presence of food in a procedure enhanced the reinforcing
power of stimulus change, whether or not the food was also dependent upon responding.
Such an interaction between reinforcers may be involved in the phenomenon of auto-
shaping.
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be suggested by a hypothetical exi
a pigeon (see Figure 1). Imagine I
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chamber containing a pair of conv
sponse keys (A, B), receives a bit
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larly, but once lit, stays that way
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riments may In the second procedure, food comes for six
)eriment on peck-free seconds, and a peck is equivalent to
first (Figure six peck-free seconds in the first procedure,
nclosed in a turning off the light and yielding no food.
,entional re- Pecking or non-pecking on B has no effect in
of food for either procedure. By the ordinary logic of op-
ts lit irregu- erant research, procedure 2 should be the re-
for 6 sec or verse of procedure 1 as far as pecking on A is
lever comes concerned. If lighting A had facilitated peck-
,ides a mea- ing in the first procedure, it should inhibit it
that pecks in the second.

ht on A sig- The hypothetical experiment bears thought,
that (1) A for, owing to the work of Williams and Wil-

ould not be liams (1969), such expectations are substan-
would not tially false. Pigeons actually subjected to what

gine the re- has been here called procedure 2 pecked at A
th the oppo- during periods of illumination even when rein-
lit periods forcement occurred only after six peck-free sec-

onds. Williams and Williams, along with oth-

dure ers in recent years (see review by Segal, in
2 press), have shown that something other than

(see Fig. lb) arbitrary connections among stimuli, re-
key light off sponses, and reinforcers is complicating the

elegant simplicity of the law of effect. The
food + present experiments explored these complexi-
key light off ties further.

EXPERIMENT 1

In the standard discrimination procedure,
some stimulus sets the occasion for the rein-
forcement of a response, while the absence of
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Fig. 1. Two procedures (a and b) in a hypothetical
experiment. In procedure a, Key-A-pecks at illuminated
Key A produce food. Periods of illumination on Key A
terminate with a peck or 6 sec, whichever comes first.
In procedure b, food comes after six peck-free seconds
of illuminated Key A. As before, periods of illumina-
tion on Key A terminated with a peck or 6 sec, which-
ever comes first. In both procedures, pecking B is in-
effective and B is always illuminated.

the stimulus sets the occasion for non-rein-
forcement. The contribution of differential
reinforcement is typically shown by omitting
reinforcement, thereby extinguishing the re-

sponse. A tacit assumption holds that the re-

sponse would also vanish, or at least weaken,
if reinforcement still occurred, but non-differ-
entially with respect either to the response or

to the stimulus, for then the stimulus no

longer "sets the occasion" for the reinforce-
ment of the response. Experiment 1 tests that
assumption.

METHOD

Subjects

Eight White Carneaux male pigeons, with
experimental histories in a variety of proce-

dures, worked at approximately 80% of their
free-feeding weights.

Apparatus

A conventional one-key pigeon chamber
served for all these experiments. The inner di-
mensions of the subject's chamber measured
11.5 by 11.5 by 12 in. (29 by 29 by 30.5 cm).
The key, which required 13.5 g (0.135 N) to

operate, was centered at a height of 9 in. (22.5
cm) on one wall, 5.5 in. (13.5 cm) above the
2 by 2 in. (5 by 5 cm) opening into the feeding
space. The reinforcer consisted of presenta-

tions of grain for 1.5 sec, during which time
two 7-w bulbs illuminated the food magazine.
Christmas-tree bulbs of various colors transil-
luminated the response key. Two white bulbs
provided additional light in the chamber.
Pecking the key operated a relay for auditory
feedback. White noise, piped into the box dur-
ing all experimental sessions, masked irrele-
vant sounds.

Procedure

General. Various features of the procedure
were common throughout (except where
noted). The reinforcer was always a 1.5 sec op-
eration of the feeder. Sessions were composed
of a fixed number of consecutive "cycles" of
fixed duration. Each cycle had two successive
portions, called the "trial" (T) and the "sig-
nal" (S), denoted by the color of the key. Thus,
a cycle might consist of 18 sec of green light
("trial") followed by 2 sec of white light ("sig-
nal"). The cycle would here be 20 sec, what-
ever else might be happening.

Experiment 1. See Table 1.

Group I. (a) Differential food reinforce-
ment. Four pigeons with a history of reinforced
key pecks started off with trial = 18 sec and sig-
nal = 2 sec. For Pigeons 89RP and 34GP, the
order of illumination was green and white; for
the other two, 35GP and 232 YP, the reverse.
Cycles without a peck alternated T (trial) and
S (signal). A peck during T immediately pro-
duced S, and then, 2 sec later, reinforcement
("Rf"). The remainder of the 20-sec cycle (not
counting reinforcement time) passed in the
dark ("B"). Pecks during S had no effect at any
time. Sessions terminated after 120 cycles.
Group I. (b) Differential food reinforce-

ment. After 17 sessions of the foregoing, these
four pigeons were given 22 additional sessions
differing only in the durations of T (19.5 sec)
and S (0.5 sec).
Group I. (c) Non-differential food reinforce-

ment. Reinforcement was now non-differential
in the sense that it came in every cycle,
whether or not there was a peck. As before, a
peck during T immediately produced S, and
then, 0.5 sec later, reinforcement. Sessions
consisted of 120 reinforcements, as well as
120 cycles.
Group II. (a) Non-differential food rein-

forcement. Another four pigeons with histories
of reinforced pecking started off with T = 18

370



FOOD-AVOIDANCE IN PIGEONS

Table 1

Experiment 1

Trial Signal Results (% trials

(T) (S) Peck-Free Peck containing peck)
(sec) (sec) Sessions Cycle Consequence Mdn Range

a) 18 a)2 a) 17 a)T+S a)S+Rf*+B** a)99.5 a) 87-100
Group I b) 19¼2 b) 1/2 b) 22 b) T+S b)S+Rf +B b) 100 b) 99-100

c) 19 /2 c) '/2 c) 22 c) T + S + Rf c)S+Rf +B c) 100 c) 99-100

a)18 a)2 a)17 a)T+S+Rf a)S+Rf +B a)99 a) 95-100
Group II b) 19¼2 b) ½2 b) 22 b) T +S +Rf b)S+Rf +B b) 100 b) 95-100

c) l91/2 c) 1/2 c) 22 c) T+S c)S+Rf +B c) 100 c) 100-100

*Rf = food reinforcement.
**B = blackout.

and S = 2 sec (258YP and 348GP had green
and white, respectively; 261YP and 299YP had
the reverse). However, reinforcement was non-
differential for this first procedure, as in the
procedure for Group I. (c), immediately above.
Group II. (b) Non-differential food rein-

forcement. T changed to 19.5 sec; S changed
to 0.5 sec.
Group II. (c) Differential food reinforce-

ment. For 22 sessions, reinforcement was differ-
entially contingent on pecking. Th;is procedure
is identical to that used under Group I. (b),
above.

RESULTS

The results appear in the last column of
Table 1, as medians and ranges of the mean
performance over the final 10 sessions for each
pigeon in every procedure. All eight pigeons
pecked on almost every trial, irrespective of
differential reinforcement. Group I started
with the conventional procedure, with food
being given only on trials containing a re-

sponse. Group II started with the unconven-

tional procedure, with food presented regard-
less of pecking. The pigeons in both groups
pecked on virtually every trial, with no appar-
ent differences between them. Switching the
conditions for the two groups also had no ap-
parent effect (see transitions from b to c in
Table 1). All pigeons continued to peck on

almost every trial. No effect could be seen of
the keylight color (which was successively
green and white for half the pigeons and vice
versa for the other half in both groups).

DISCUSSION

It makes no difference whether the trial
stimulus serves a discriminative function in

order for it to produce virtually 100% re-
sponding. In fact, the defining feature of a
discriminative stimulus-that it signals differ-
entially the availability of reinforcement-is
apparently immaterial here, since both groups
responded under both conditions. Note that
pecking in the non-differential condition
(Group I. c and Group II. a and b) does not
contribute to the overall rate of food reinforce-
ment because the 20-sec cycle always runs its
course, no matter how early in the cycle the
pigeon responds. Pecking does not, in that pro-
cedure, literally cause (in the sense of neces-
sity) the presentation of food. Nor does peck-
ing adventitiously "cause" food presentation,
for a peck could be no closer to the food than
0.5 sec and many forms of responding besides
pecking had at least an equal (or better) op-
portunity to be adventitiously correlated with
food.

Perhaps, however, pecking in the non-differ-
ential procedure was reinforced by the signal
itself, which presumably became a secondary
reinforcer by virtue of its pairing with food.
Or, perhaps pigeons prefer food sooner rather
than later, which is what pecking does in the
non-differential procedure, even though it does
not change the over-all rate of reinforcement.
Because Experiment 1 examined neither of
these possibilities, they were studied in Exper-
iment 2.

EXPERIMENT 2

Subjects

Four additional White Carneaux male pi-
geons, again with various experimental histo-
ries, worked at approximately 80% of free-
feeding weights.
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Table 2

Experiment 2

Trial Signal Results (% trials
(T) (S) Peck-Free Peck containing peck)
(sec) (sec) Sessions Cycle Consequence Mdn Range

a) 18 a)2 a) 17 a)T+S a) B+S+Rf a)98 a)97-100
GroupIII b) 19i/2 b) ½2 b)22 b)T+S b) B+S+Rf b)99 b)95-100

c) 19½/2 c) 1/2 c) 22 c) T + S + Rf c) B + S + Rf c) 86 c) 19-99

Procedure. See Table 2.

Group III. (a) Differential/food reinforce-
ment. The four pigeons started off with 20-sec
cycles consisting of 18 sec of trial (T) and 2 sec
of signal (S). For 275YP and 39YP, T was
green and S was white; for 274YP and 47YP,
the order was reversed. A peck during T initi-
ated the blackout (B), which occupied the re-
maining duration of T, then followed by S
and, finally, by the food (Rf). Pecks during S
had no effect, here or in the other procedures.
Sessions terminated after 120 cycles.
Group III. (b) Differential food reinforce-

ment. T changed to 19.5 sec; S changed to
0.5 sec.
Group III. (c) Non-differential food rein-

forcement. Food reinforcement added to cycles
without a peck, so that sessions now contained
exactly one reinforcement for each of the 120
cycles. Since food came at the end of a cycle
whetlher or not a peck had occurred, pecking
simply substituted a blackout for the remain-
ing duration of T within any cycle.

RESULTS

As Table 2 shows, the differential reinforce-
ment condition (a and b) sustained pecking on
virtually all trials, whether trial duration was
18 or 19.5 sec. Once again the medians and
ranges for the four pigeons are shown, based,
as before, on the mean number of trial re-
sponses per session for the last 10 sessions be-
fore a change in conditions. The means all fell
between 95% and 100%, inclusive. The shift
to the non-differential condition, reduced the
frequency of responding (to 19% and 72%) for
two of the pigeons (275YP and 39YP), but left
it unchanged (at 99%) for the other two. It is
worth noting that responding fell for the pi-
geons for which T was green, but not for the
two for which it was white. The session-to-ses-
sion data gave no sign that additional sessions
would have produced more or less responding.

DISCUSSION

In conventional terms, the differential pro-
cedure (a and b) would be called a type of de-
lay of reinforcement, since a response pro-
duced a stimulus (the blackout), followed some
time later by a signal and food. At least the
blackout, and perhaps the signal as well,
should become secondary reinforcers. The un-
certainty concerning the signal arises because
pairing with food occurred only when there
has been a peck during the trial. On other
trials, the signal occurred without food. The
blackout here was the unique and invariable
correlate of food, with a delay equal to the
duration of the signal (2 sec in the first pro-
cedure, 0.5 sec thereafter). Since there were
pecks in virtually every trial, both the blackout
and the signal should become secondarily rein-
forcing. Thus, there appears to be more than
enough support for pecking in the differential
procedure, from the primary reinforcer (taking
that to be the food, at this stage), from one or
another secondary reinforcer, or from all of
the foregoing.

In contrast, for the non-differential proce-
dure, c, pecking seems to have nothing to
commend it from the standpoint of conven-
tional theory. Pecking did not cause food and
did not even move the food forward in the
cycle. It did not turn on the signal (S), which
comes closest to the food, temporally speaking.
The only thing the peck did here was to pro-
duce the blackout, which must now, by the
conventional theory, be a lesser secondary rein-
forcer than S, because it is more separated
from the primary reinforcer in time, and it is
no longer the unique correlate of food. Hardly
enough of a positive effect, it would seem, to
account for the 86% median frequency of
pecking.

Nevertheless, some support (or at least some
defense) for the conventional theory can be
claimed. Two of the pigeons showed a lessened
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tendency to peck here as compared to the non-

differential procedure in Experiment 1. Look-
ing only at them, we might argue that the
pecking in the non-differential procedure in
Experiment 1 must have been due either to

secondary reinforcement, to a reduction in de-
lay of reinforcement, or both. But that leaves
unaccounted for the two pigeons in Experi-
ment 2 which pecked in almost every cycle
without benefit of those standard props. Per-
haps for them, the answer is that even though
the blackout was a weaker conditioned rein-
forcer than S, it was still stronger than T. The
pigeons may, by this argument, be working to

rid themselves of T, the stimulus least closely
related to food of the three arbitrary stimuli
that are identified in Table 2 (i.e., T, S, and
B).
Whatever the plausibility of this last point,

it should be noted that Experiments 1 and 2
together amply show that responding is sus-

tained to some degree even when the contin-
gency of food reinforcement is so highly tenu-

ous as to be virtually invisible. It would be
natural to wonder whether food really counts

at all in some of the foregoing procedures, par-

ticularly when it comes non-differentially, or

whether just the stimulus changes produced
by pecking would suffice.

EXPERIMENT 3

Subjects

The 12 pigeons in the two previous experi-
ments, still working at 80% free-feeding
weights and still in Groups I, II, and III, as

identified before, served.

Procedure. See Table 3.

Group I. (a) Non-differential non-reinforce-
ment (i.e., extinction of food). Cycles without

a peck consisted of 19.5 sec of trial (T) fol-
lowed by 0.5 sec of signal (S). The order of
colors was still green and white for 89RP and
34GP and reversed for 35GP and 232YP. A
peck during T immediately turned on S for
0.5 sec and the remainder of the cycle was

spent in the dark (B). There was no food given
at any time during the session, which again
continued for 120 cycles.

Group I. (b) Reconditioning with non-dif-
ferential food reinforcement. Food was rein-
stated for all cycles, not just those containing
a peck. Peck-free cycles had the food at the
end; a peck during T produced S for 0.5 sec,

followed by food and then the blackout for
the remainder of the cycle. The trial duration
was now 59.5 sec, making the cycle 60 sec. Ses-
sions terminated after 60 cycles.
Group II. (a) Non-differential non-reinforce-

ment (i.e., extinction of food). Identical to pro-

cedure for Group I. a as described above.
258YP and 348GP had green followed by
white keylights during each cycle; 261YP and
299YP had the order reversed. Sessions ran for
120 cycles.
Group II. (b) Reconditioning with differen-

tial food reinforcement. Food reinforcement
occurred only in cycles containing a peck.
Peck-free cycles consisted of 59.5 sec of T fol-
lowed by 0.5 sec of S. A peck during T turned
on S for 0.5 sec, then food, and then the black-
out for the remainder of the 60-sec cycle. Ses-
sions terminated after 60 cycles.
Group III. (a) Non-differential non-rein-

forcement (i.e., extinction of food). Peck-free
cycles consisted of 19.5 sec of trial (T) followed
by 0.5 sec of signal (S). The order of colors was

still green and white for 275YP and 39YP, and
reversed for 274YP and 47YP. A peck during
T produced the blackout for the remaining
duration of T, then followed by S. No food

Table 3

Experiment 3

Trial Signal Results (% trials
(T) (S) Peck-Free Peck containing peck)
(sec) (sec) Sessions Cycle Consequence Mdn Range

GroupI a) 191/2 a) ½/2 a) 21 a) T +S a) S + B a) 12 a) 2-35GP I
b)59½/2 b) l/2 b) 167 b)T+S+Rf b)S+Rf+B b) l00 b) 10-100

GroupII a) 191/2 a) l/2 a)21 a)T+S a)S+B a)9 a) 3-10GP 11
b) 591/2 b) l/2 b) 167 b) T + S b) S + Rf + B b) 100 b) 100-100

GroupIII a) 191/2 a) l/2 a) 21 a) T + S a) B +S a) 6 a) 5-45GP III
b)59½2 b) l/2 b)264 b)T+S+Rf b) B+S+Rf b)91 b) 56-96
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was given at any time during sessions, which
ran for 120 cycles.
Group III. (b) Reconditioning with non-dif-

ferential food reinforcement. Food was rein-
stated for all cycles, not just those containing a
peck. Food always came at the end of the cycle
(now 60, instead of 20, sec). In peck-free cycles,
the order of events was: T (59.5 sec), S (0.5
sec), food. A peck during T produced blackout
for the remaining duration of T, then S fol-
lowed by food. Sessions terminated after 60
cycles.

RESULTS

Table 3 summarizes the data for all subjects,
again as medians and ranges of the means of
the final 10 sessions for each condition. As
would be expected, pecking subsided in the
absence of food. However, it did not cease en-
tirely, for it hovered around 2 to 45% for all
subjects even after 21 sessions of extinction,
i.e., after over 2500 food-free trials. After the
first 10 sessions of extinction, day-to-day re-
sponding rose and fell with little regularity or
consistency, and with no apparent upward or
downward trend. Given the broad ranges of
variation, nothing can be made of the rela-
tively small differences in the medians for
these groups. Similarly, there was no consist-
ent effect of the order of key colors within
cycles.

Recovery swiftly followed extinction for all
12 subjects. Compared to the comparable pro-
cedures in Experiments 1 and 2, the shift to a
60-sec cycle and a 60-cycle session did not seem
to have a major effect on per cent responding.
Note that for Groups I and III, reconditioning
meant non-differential reinforcement, with fre-
quency of reinforcement unaffected by peck-
ing. Except for the change in T-duration, this
repeated procedure c for Group I in Experi-
ment 1 and procedure c for Group III in Ex-
periment 2. Responding by one pigeon in
Group III rose from 19% to 91%, but other-
wise all pigeons returned to their approximate
prior levels of pecking. The one remaining low
(i.e., less than 90%) responder (275YP in
Group III) pecked on 56% of trials. Group II
showed perfect recovery (compare with proce-
dure c in Experiment 1), with all pigeons
again responding on every trial for differential
reinforcement. Pecking persisted for 10,020
cycles of non-differential reinforcement for
Group I and for 15,840 cycles for Group III.

Table 4

Latency to Peck During T
Sec

Mdn Range

Group I b) 1.48 1.32- 1.98
Group II b) 1.69 1.40- 2.09
Group III b) 14.29 10.43-20.73

Latencies, tallied for procedure b (the recon-
ditioning phase) for each group appear in
Table 4. Only trials containing a peck are in-
cluded in these data; time spent in peck-free
trials would have artificially inflated the aver-
age latencies for pigeons that pecked less often
than in every cycle. Groups I and II responded
about equally rapidly, with a median latency
of about 1.5 sec. In contrast, Group III re-
sponded significantly more slowly, with me-
dian latency over 14 sec. The mean latencies
for the individuals in Groups I and II did not
overlap those of Group III.

DISCUSSION

Both the frequencies of responding (Table
3) and the latencies (Table 4) suggest greater
similarity between Groups I and II than be-
tween either of these and Group III. Yet, food
reinforcement was non-differential for Groups
I and III, but differential for Group II. Exper-
iments 1, 2, and 3 unanimously failed to show
any distinction between differential and non-

differential reinforcement. Groups I and II
consistently differed from Group III-with the
former two showing higher response proba-
bility and shorter response latency-but pre-
sumably because pecks moved the presentation
of food forward in time only for the first two

groups. For none of the groups, however, did
it appear to matter whether or not the pre-
sentation of food actually depended upon the
peck.
Experiment 3 mainly sought to find out

whether food played any role whatever in the
pecking during the various non-differential
procedures. The answer is clearly affirmative
to a degree, for pecking greatly declined with-
out food. Responding may thus arise somehow
from primary reinforcement even without a

direct dependency between response and rein-
forcement or, in the case of Group III, without
a direct temporal association between them.
How this might happen is further considered
in the General Discussion.
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Extinction of food produced an unantici-
pated persistence of responding. All 12 pigeons
continued to peck in at least a few trials a ses-

sion-averaging about 9%-even after more

than 2500 food-free cycles. Although this
clearly exceeds the usual standards for persist-
ence, it may have been simply the result of
using experimentally well-trained subjects, as

all 12 were. And there may be certain features
of the foregoing reinforcement schedules (dif-
ferential and non-differential) that favored ex-

ceptionally long-lasting secondary reinforce-
ment. The next experiment considered both
of these alternatives.

EXPERIMENT 4

Subjects

The 12 pigeons from the foregoing experi-
ments (i.e., Groups I, II, and III) served, plus
11 experimentally naive White Carneaux male
pigeons (i.e., Groups IV and V) whose only
prior exposure to the apparatus afforded two

days of feeder training with the key covered.
The new subjects had never experienced any

explicit reinforcement for pecking the response

key. All subjects worked at approximately
80% of free-feeding weights.

Procedure. See Table 5.

Group I. (a) Differential non-reinforcement
(i.e., negative food contingency). Cycles with-
out a peck consisted of 59.5 sec of T, followed
by 0.5 sec of S, then food. A peck during T
immediately turned on S for 0.5 sec, and then
a blackout for the remainder of the 60-sec
cycle, each peck during T thus eliminating one

presentation of food. The order of key colors
was as in the three prior experiments for this
group. Sessions lasted 60 cycles.

Group II. (a). Identical to Group I. a de-
scribed above.
Group III. (a) Differential non-reinforce-

ment (i.e., negative food contingency). Cycles
without a peck consisted 59.5 sec of T, fol-
lowed by 0.5 sec of S, then food. A peck during
T initiated a blackout for the remaining dura-
tion of T and was followed by 0.5 sec of S.
Each peck during T therefore eliminated ex-

actly one presentation of food. Only the order
of S and the blackout following a peck dif-
fered between this procedure and that for
Groups I and II. The order of key colors for
T and S was as in the prior experiments for
this group. Sessions lasted 60 cycles.
Group IV. (a). Identical to Group I. a de-

scribed above. There were eight experimen-
tally naive (see Subjects, above) pigeons in this
group, of which 5WP, 6WP, 9WP, and IOWP
had green and white as the order of key colors
during each cycle and 7WP, 8WP, 1 IWP, and
12WP had the reverse.

Group IV. (b). Identical to Group III. a de-
scribed above.
Group V. (a). Identical to Group III. a de-

scribed above. There were three experimen-
tally naive (see Subjects, above) pigeons in this
group, of which 25WP had green and white as

the order of key colors during each cycle and
27WP and 28WP had the reverse.

Group V. (b). Identical to Group I. a de-
scribed above.

RESULTS

Table 5 gives medians and ranges of the 10-
day means for each of the five groups. The neg-

ative food contingency eliminated pecking no

better for Groups I, II, and III than had sim-
ple extinction of food in Experiment 3. More
than 5000 cycles of the penalty for pecking left

Table 5

Experiment 4

Results (% trials

Trial (T) Signal (S) Peck containing peck)
(sec) (sec) # Sessions Peck-Free Cycle Consequence Mdn Range

Group I a) 59/ a) a) 97 a) T+S+Rf a) S+B a) 15 a) I;28
Group II a) 59½ a) ½ a) 97 a) T+S+Rf a) S+B a) 11.5 a) 7-16

Group III a) 59½ a) ½ a) 86 a) T+S+Rf a) B+S a) 8 a) 4-28

Group IV a) 59Y a) ½ a) 79 a) T+S+Rf a) S+ B a) 8.5 a) 0-65
b) 59¼4 b) ½ b) 18 b) T+S+Rf b) B+S b) 10 b) 2-39

Group V a) 59½ a) ½ a) 69 a) T+S+Rf a) B+S a) 4 a) o-7
b) 59½ b) ½ b) 240 b) T+S+Rf b) S + B b) 5 b) 1-6
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the frequency in the vicinity of 10%, roughly
the level produced when food was omitted.
For a minimum of about 70 of the 86 to 97
sessions of the procedure (i.e., for about 4200
cycles), the frequency of pecking hovered er-

ratically in the indicated range for all subjects.
Further exposure to the procedure did not

seem likely to produce significant changes.
Groups IV and V, containing only naive sub-

jects, substantiate the results just summarized.
All of the new pigeons eventually started peck-
ing the key even though there was differential
reinforcement for non-pecking. The eight pi-
geons in Group IV first encountered the pro-

cedure in which a peck turned on S; the three
in Group V, the procedure in which a peck
turned on the blackout. One pigeon in eacl
group failed to peck on its first procedure.
However, after the two groups swapped pro-

cedures, those last two subjects began pecking,
albeit infrequently. There was less pecking
among the new pigeons in general than among

the original 12, but not enouglh less to be sig-
nificant by any statistical test, given the ranges.

To a first approximation, then, all groups re-

sponded persistently, but relatively infre-
quently, with no clear differences among them.
The data from all 23 subjects, pooled ac-

cording to whether a peck produced S or black-
out, appear in Table 6 as quartiles based oIn

the usual 10-session means. For the first pro-

cedure (i.e., peck turned on S), N equalled 19
(four each from Groups I and II, eight from
Group IV, and three from Group V); for the
other procedure (i.e., peck initiated the black-
out) N equalled 15 (four from Group III, eight
from Group IV, and three from Group V). Not
only the medians, but also Qi and Q3, match
within a few per cent, suggesting that even the
details of the distribution of peck frequencies
are similar.

Latencies, too, revealed no difference be-
tween the two procedures, as shown in Table
7. The results for only Groups IV and V are

given, but they are representative of all the

Table 6

% Trials Containing Peck

Peck Consequence
S+B B+S

Q, 1 4

Mdn 7 9

Q3 18 19

Table 7

Latency to peck during T
(sec)

S+B B+S

Mdn Range Mdn Range

Group IV a) 19 10-30
Group IV b) 22 9-46
Group V a) 27 17-33
Group V b) 27 9-39
Combined IV & V 19 9-39 24 9-46

groups. The over-all median latency for cycles
containing a peck was in the vicinity of 23 sec,

approximately 7 sec less than half the cycle.
(As before, the calculation uses only cycles con-

taining a peck.) For neither group taken alone,
nor for the two combined, does it seem to

matter whether the peck turned on the black-
out or S first. The data for individual subjects
suggest something of a negative correlation be-
tween over-all response probability and aver-

age latency, but slightly at best. Even for sub-
jects that pecked only very rarely, the latency
almost never exceeded 45 to 50 sec.

The order of presentation of colors within
cycles turned out to be the single most potent

variable in the experiment. Table 8 compares

the quartiles for pecking a white key during T
with pecking a green key during T. All the
data summarized in Table 5 contributed to the
quartiles. Table 8 grouped the data on the
basis of key color alone, regardless of proce-

dure. For white T, N equals 18; for green, 16.
Although the conditions overlap, pecking dur-
ing white illumination substantially exceeded
pecking during green.

DISCUSSION

The 11 naive pigeons of Groups IV and V

learned to peck the key even though each peck
cost them one presentation of food. In light of
that finding, the persistent pecking in Experi-
ments 1, 2, and 3 may have been something

Table 8

% Trials Containing Peck

White Green
T T

Ql 4.5 1
Mdn 14 7

Q3 27.5 9
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more than a result of using well-trained sub-
jects. It had been found in those earlier ex-
periments that pecking continued even with
non-differential reinforcement and non-differ-
ential non-reinforcement (as regards food). The
negative food-contingency procedure (i.e., dif-
ferential non-reinforcement) took a further
step towards making the key peck non-adapt-
ive. By now, pecking is not only unadaptive,
but actually maladaptive, at least as regards
food. Nevertheless, taking all the pigeons to-
getlher, pecking here approximately equalled
that in Experiment 3 during extinction-about
10%, with substantial individual variation. It
would take much larger groups to validate
even moderately large differences in the aver-
age effects of the two procedures.
A conventional reinforcement-theory ac-

count of the negative contingency procedure
might take the following form. On any peck-
free trial, the pigeon's behavior leads to food
(i.e., primary reinforcement). At the same time,
the stimulus just preceding the food-S-gets a
conditioning trial to make it a secondary rein-
forcer. If pecking produced S, the pigeon
might be disposed to peck to obtain it, gaining
secondary reinforcement at the cost of pri-
mary. The relatively weak but persistent tend-
ency to peck might, by this view, plausibly re-
flect how much more potent a reinforcer food
is than S. The main trouble with this account
is that pecking produced S for only one of two
negative contingency procedures. For the other
(Group III, Group IV. b, and Group V. a, see
Table 5), the peck produced the blackout, not
S. In this second procedure, pecking produced
the one stimulus uniquely not associated with
food, since the blackout came only in cycles
containing a peck and therefore no food. Food,
when it came (i.e., on peck-free trials), was still
preceded by S, which is therefore a conven-
tional secondary food reinforcer. Conse-
quently, for the pigeons that were producing
the blackout, pecking cancelled food without
affecting the secondary reinforcer (S). In addi-
tion to cancelling food, pecking replaced the
trial stimulus with a stimulus that was never
associated with food (the blackout). Yet as Ta-
ble 6 shows, this procedure yields virtually the
same frequency of pecking as the other nega-
tive contingency procedure. The lack of differ-
ence in latencies, shown in Table 7, under-
scores the same point. Pecks occurred mainly
in the middle half of the trial, whether the re-

sult was to hasten S or turn off the light. Since
the two negative-contingency procedures sig-
nificantly differ in the opportunity for second-
ary reinforcement, the lack of a differential
effect is critical for any conventional reinforce-
ment-theory account. The close agreement in
response frequencies and latencies (Tables 6
and 7) says that pecking has other support
than food reinforcement, whether primary or
secondary. Finally, Table 8, with its difference
in responding depending on the color of the
key, strongly suggests non-food factors, for
color was counter-balanced with respect to
food.
Having excluded a history of reinforced key

pecking or secondary reinforcement as the
basis of responding, Experiment 4 raised the
possibility that pecking will occur on about
10% of the trials whatever its consequences.
It now remains to be shown how pecking can
be experimentally eliminated.

EXPERIMENT 5

Subjects

The 11 experimentally naive pigeons from
Experiment 4 (Groups IV and V) worked at
approximately 80% of free-feeding weights.
These pigeons still had no history of food-rein-
forced key-pecking.

Procedure. See Table 9.

Group IV. (a) Non-differential non-rein-
forcement (i.e., extinction of food). The eight
pigeons were given 84 daily sessions (60 cycles
per session) without food in any cycle. Cycles
without a peck consisted of 59.5 sec of T fol-
lowed by 0.5 sec of S; the key colors were as
before. A peck during T turned on S for 0.5
sec, the remainder of the cycle passed in the
black-out.
Group IV. (b) Non-differential non-rein-

forcement (i.e., extinction of food). For 238
additional sessions, the only change from pro-
cedure a, above, concerned the order of events
after a peck: blackout first, then S. Sessions
continued for 60 food-free cycles, each running
60 sec.
Group IV. (c) Non-functional peck (i.e., to-

tal extinction). For 33 sessions, pecks had no
effect on the sequence of stimuli. Pecking op-
erated the auditory feedback relay in the
chamber, the recording counters, and nothing
else. Each cycle consisted of 59.5 sec of T and
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Table 9

Experiment 5

Results (% trials

Trial (T) Signal (S) Peck-Free Peck containing peck)
(sec) (sec) 4 Sessions Cycle Consequence Mdn Range

a) 59 a) M2 a) 84 a) T+S a) S+B a) 45 a) 0-61
Group IV b) 591, b) lM b) 238 b) T+S b) B+S b) 13 b) 0-57

c) 59Y2 C) Y2 c) 33 c) T+S c) none c) 0 c) 0-3

Group V a) 59Y2 a) Y2 a) 33 a) T+S a) none a) 1 a) 0-9

0.5 sec of S, pecking notwithstanding. Sessions
ran for 60 food-free cycles of 60 sec each.
Group V. (a). Same as Group IV. c, de-

scribed above.

RESULTS

In the first two procedures, a and b for
Group IV, pecking neither produced nor pre-

vented food, while the other features of the
cycle were sustained. Table 9 shows that peck-
ing continued nevertheless. Combining the
two procedures gives 322 consecutive sessions
with 19,320 food-free cycles, yet pecking lin-
gered on. Although the median for the first
procedure clearly exceeded that for the second
(45% versus 13%), the ranges match almost
exactly. For each procedure, one pigeon (tlhe
same one) pecked virtually never. Figure 2
shows the eiglht individual means for the two

procedures as points and the medians as
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Fig. 2. Per cent trials containing a peck in several

procedures (see Table 9 for specifications). Points show
individual 10-session means; crosses show group medi-

ans.

crosses. The third extinction procedure also
shows in Figure 2 (and Table 9). When peck-
ing became virtually non-functional (Group
IV. c and Group V. a), it ceased entirely for
eight of the 11 pigeons in the two groups and
was at 1%, 3%, and 9% for the remaining
three.
The latency of a peck in cycles containing a

peck appears in Table 10 (only for Group IV.
a and b, the final procedure having too few
pecks for a meaningful assessment). As with
response probability (Table 9), the ranges
agree but the medians differ, with the first pro-
cedure producing latencies almost twice those
with the second. It is worth noting here the
direct relation between response probability
and latency, compared to the inverse relation
in Experiment 4 (see Table 7 and associated
text). For some subjects, response latency
showed undeniable effects with the shift
from procedure a (peck turned on S, then
blackout) to procedure b (the reverse order of
stimuli). For example, Pigeon 8WP pecked in
48% of the cycles with procedure a (final 10
sessions). At the same time, its mean daily la-
tencies varied between 56.3 and 58.0 sec, a re-
markably narrow range of less than 2 sec
witlhin the final 3.2 sec of T. By any reasonable
definition, 8WP was timing its pecks to coin-
cide with the end of T. From 238 to 248 ses-
sions later, with procedure b, response proba-
bility had fallen to 28%, while the mean daily
latencies varied between 22.5 and 29.6 sec, or
less than half of T. In terms of relative preci-
sion (i.e., variation divided by central tend-

Table 10

Latency to peck during T
(sec)

S+B B +S

Mdn 45 24
Range 14-58 12-46
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ency), the 7.1-sec variation with procedure b is
more than an order of magnitude poorer than
the 1.7-sec variation with procedure a. In sum-

mary, for 8WP, both the temporal location of
a peck and its temporal precision changed be-
tween final sessions with a and those with b.
Other subjects, however, showed other pat-

terns of change, and still others showed none.

Experiment 4 contained a clear-cut color
preference, with the subjects more likely to

peck at white than at green. A similar tend-
ency turned up in Experiment 2. The present

experiment contained no such color prefer-
ence. If anything, a slight, but probably insig-
nificant, preference was shown for green.

DISCUSSION

Two conclusions follow directly from these
results. First, food extinction suppresses the
pecking of experimentally "naive" (i.e., no

food-reinforced key pecking) pigeons no better
than of the experienced subjects in Experi-
ment 3. Second, removing all major conse-

quences of pecking (food and stimulus change)
brings it to a virtual halt. It may be that the
operation of the auditory feed-back.relay-the
one remaining experimental consequence of
pecking-accounts for the residuum in three of
the 11 subjects.

Besides those clear findings, the data contain
other possibly noteworthy, albeit statistically
insignificant, features. Procedure a yielded
more pecking than procedure b (Table 9). If
real, the difference cannot be attributed to sec-

ondary reinforcement based on food, because
food was absent for all 322 sessions of the two

procedures. The difference may be plausibly
explained by the order of conditions (if not by
cliance fluctuation), since procedure b lasted
for 238 sessions after the end of procedure a,

without any reversal of conditions. The la-
tency difference between procedure a and b
(see Table 10) may similarly not be explained
by any difference in primary or secondary food
reinforcement. The most that can be said is

that for some subjects, there appeared to be
sufficient conditions for timing, but whatever
they were, there was no necessary relation be-
tween them and any of the experimental
parameters.

Since pecking virtually disappeared with the
final procedure, omitting both food and stim-
ulus change, the possibility arises that all of
the foregoing findings in the five experiments
can be handled by combinations of food rein-
forcement and stimulus-change reinforcement.
However, the data in hand seem to exclude
any simple additive combination of the two

reinforcers. Consider two procedures, one pre-

senting food non-differentially, the other with-
holding food altogether, but both allowing
pecks to change the stimuli. If food reinforce-
ment and stimulus-change reinforcement
added linearly, the two procedures should pro-

duce equal responding, entirely attributable
to stimulus-change reinforcement since food
comes non-differentially or not at all. Yet, the
probability of pecking falls drastically without
food, even non-differential food. Groups I and
III in Experiment 3 went from about 9% to

about 95% pecking when food was non-differ-
entially added to pure stimulus-change proce-

dures. However, since the subjects in Experi-
ment 3 were experienced with food-reinforced
key pecking and so may have pecked only be-
cause of their past histories, the next experi-
ment attempted to replicate the finding with
"naive" pigeons.

EXPERIMENT 6

Subjects

Seven pigeons from Group IV (excluding
1OWP, which died) worked at approximately
80% of free-feeding weights. They still had no

ilistory of food-reinforced key pecking.

Procedure. See Table 11.

Non-differential food reinforcement. Food
came at the end of all cycles, regardless of

ble 11

Experiment 6

Results (% trials

Trial (T) Signal (S) Peck-Free Peck containing peck)
(sec) (sec) # Sessions Cycle Consequence Mdn Range

Group IV 591-,4 1M 48 T+S+Rf B +S +Rf 64 1-83
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pecking. A peck during T produced a black-
out that finished the 59.5 sec of T and had no
other effect. The same procedure was used in
Experiments 2 and 3 for Group III (see Tables
2 and 3, respectively). Key colors, session dura-
tion, and all other parameters were unchanged.

RESULTS

Table 11 shows that all seven pigeons
pecked on at least some trials, the range being
from 1% to 83%, with a median of 64% based
on the 10-session means.

DISCUSSION

Two comparisons are clearly relevant. First,
Group IV, b in Experiment 5 should be com-
pared with the same pigeons in Experiment 6.
In Experiment 5, procedure b, a peck pro-
duced the blackout and had no other effect on
the presentation of stimuli. Such is also the
case in Experiment 6. Only the presence or
absence of non-differential food distinguishes
the two procedures. If additive combinations
of food reinforcement and stimulus-change re-
inforcement could account for the data in this
entire series of experiments, then there should
have been no difference in pecking in the two
cases, since non-differential food should add no
strength to pecking. Instead, as Tables 9 and
11 suggest, the mere presence of food, without
a contingency of reinforcement, favors the oc-
currence of pecking, even in these "naive" pi-
geons. Table 12, giving the quartiles for the
two experiments, underscores this conclusion.
The lowest quartile in Experiment 6 exceeds
by more than 10% the highest quartile in Ex-
periment 5. The pigeon (lOWP) that contrib-
uted to Experiment 5 but not to Experiment
6, was the highest responder in Group IV, so
that its elimination probably attenuated the
difference between the two procedures.
The second relevant comparison pits the

present results against those for the experi-
mentally experienced pigeons in Group III

Table 12

% Trials Containing Peck

Experiment 5 Experiment 6
Food Food
Absent Present

Ql 1 39
Mdn 13 64

Q% 28 69

(see Tables 2 and 3). Although the two groups
overlap substantially, the comparison suggests
a past-history effect favoring the experienced
subjects. Medians of 86% and 91% for Group
III are to be compared with the median of
64% for Group IV.

In Experiment 6, pigeons lacking any his-
tory of food-reinforced key pecking, which
earned neither primary nor secondary food re-
inforcement by responding, pecked in more
than 50% of the cycles. As noted earlier, peck-
ing here produced the one stimulus uniquely
correlated with non-reinforcement-the black-
out. Neither food nor the conventional second-
ary reinforcer-S-was affected in any way by
pecking. Yet both experienced (see Tables 2
and 3) and "naive" (see Table 11) pigeons con-
tinued to peck, although perhaps more in the
first instance. Key pecking was somewhat con-
trolled by food even when food was not con-
trolled by key pecking, for without food, the
frequency of pecking fell to a range of 10
to 15%Jo for botlh experienced and naive sub-
jects.

GENERAL DISCUSSION

Pigeons peck a key almost invariably when
doing so produces food, as in Experiment 1.
This is hardly surprising. However, the ordi-
nary interpretation of "produce" entails a dif-
ferential effect on the occurrence of food. Con-
sequently, the equally high probability of
pecking when food comes regardless of pecking
(also as in Experiment 1) must be considered
somewhat surprising. The roles played by vari-
ous parameters of the first experiment-sec-
ondary reinforcement, sheer stimulus change,
reduced delay-of-primary-reinforcement-were
more or less directly assessed by the five subse-
quent experiments. For purposes of compari-
son, the 10-session means from all six experi-
ments have been pooled for Table 13. Over-all
medians and quartiles appear for the nine pro-
cedures that may be distinguished according
to variations in the consequences of pecking
and to the presence or absence of food. Table
13 disregards differences that may be of some
importance, such as the past histories of the
subjects, the color of the key illumination, and
the over-all cycle duration. In the present se-
ries of experiments, however, these factors did
not appear to make a consistent difference,
and so the data are combined for convenience.

380



FOOD-A VOIDANCE IN PIGEONS

Table 13

% Trials containing peck

Peck Consequence 1 2 3 4 5 6 71 81 91,2

Food a) Differential + + - -

b) Moved Forward + +
Stimulus a) S Moved Forward + + + +
Change b) Blackout + + + +

Q% 100 100 95 55 1 4 4 5 0
Mdn 100 100 99 72 11 9 10 7 0

QA 100 100 99 90 25 19 42 28 1

"Food withheld in all cycles.
2Peck non-functional as regards food and stimulus change.

A procedural key heads each column. Col-
umn 1, for example, summarizes differential
food reinforcement when a peck moved for-
ward both food and S. In contrast, Column 3
also summarizes differential food reinforce-
ment, but when a peck moved forward neither
food nor S. This, in other words, summarizes
Experiment 2, a and b, (see Table 2) in which
pecks produced a blackout for the remaining
duration of T and then S followed by food at
the end. Columns 1 to 6 present all the proce-
dures containing food, in any relation to peck-
ing. For Columns 1 and 3, food was peck-de-
pendent; for 2 and 4, peck-independent; and
for 5 and 6, dependent on non-pecking (the
"negative contingency" of Experiment 4). For
Columns 7 and 8, food was omitted altogether
and, finally, for 9, food was omitted and peck-
ing controlled no stimulus changes.
Columns 1 and 2 present the evidence that

non-differential food sustained pecking as well
as differential food, just as long as the peck
moved the food forward in the cycle. With
food neither dependent on pecking nor moved
forward by it (i.e., Column 4), responding
clearly declined, but did not stop altogether.
Column 3 suggests that pecking may be ever
so slightly diminished if it only produces food
without moving it forward, but the difference
between Column 3 and Columns 1 or 2 could
easily be due to chance. Columns 5 and 6,
showing the results of the negative contingency
for food, place well below the first four col-
umns. It apparently made no difference
whether the peck moved S forward (Column
5) or whether it turned on the blackout (Col-
umn 6). As noted earlier, the lack of a differ-
ence between the procedures summarized in
Columns 5 and 6 somewhat hobbles ordinary
theories of secondary reinforcement. The ab-
sence of a substantial difference between Col-

umns 5 and 6 not only says that secondary re-
inforcement fails to account for the pecking,
but also that some factor besides food rein-
forcement or secondary food reinforcement
should be sought. The case for some source of
pecking other than food-related reinforcement
gains further support from Columns 7 and 8,
when food was absent altogether. None of the
differences among Columns 5 to 8 inclusive
reach statistical significance. However, the
level of pecking for Column 9, when it pro-
duced neither food nor stimulus change,
clearly falls short of any of the others.
Most conservatively, four levels of respond-

ing can be distinguished in Table 13. The
highest, for Columns 1 to 3, has pecking in vir-
tually all cycles. The next, Column 4, gets
about 70% responding. Next, for Columns 5
to 8, pecking fluctuates at about 10%. And,
finally, Column 9 is virtually peck-free. These
cutting lines do not sort according to standard
assumptions about operant behavior, which is
doubtless the most interesting thing about
them. If differential food reinforcement were
as critical as ordinarily supposed, then there
ought to be a respectable difference between
Columns 1 and 2. Moreover, if the lack of the
expected difference is taken as evidence for the
power of S as a secondary reinforcer, then the
lack of difference between Columns 5 and 6
becomes troublesome. The substantial level of
pecking in Column 4, when pecking affected
neither food nor S, seems to point to sheer
stimulus change (or the blackout) as the rein-
forcer. But if so, why does pecking subside in
Column 8, the identical procedure to Column
4 except that the (non-differential) food has
been eliminated?
As noted throughout the paper, response

probability fluctuated widely among subjects,
and for each subject over time, particularly for
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the procedures that produced intermediate
and low levels of responding. The procedures
were at times only roughly keyed in to the un-
derlying factors controlling pecking. And there
were, it should be recalled, latency and stimu-
lus-color effects that turned up occasionally,
but inconsistently, further revealing a mis-
match between the procedures and the con-
trolling variables for the behavior. The dis-
orderly features of the data are as telling as
the clear findings noted in Table 13. To a
considerable extent, neither are predicted by
the standard operant account of the key-peck-
ing behavior of pigeons.
The present results belong in the literature

of behavior unexpectedly produced neither as
ordinary reflexes nor as reinforced operants.
In recent times, the literature may be dated
from the Brelands' account of their efforts at
practical animal training (1961). By titling
their article "The Misbehavior of Organisms",
they expressed succinctly both their expecta-
tions and disappointment. The behavior they
kept encountering-such as the rooting of pigs,
the scratching of chickens, or the washing
movements of raccoons-was perfectly familiar
to any observer of these creatures, but seemed
nevertheless to violate the canons of both oper-
ant and respondent behavior. The growing lit-
erature on "induced" behaviors, ably reviewed
by Segal (in press), brings the problem directly
into the laboratory. How to deal with polydip-
sia, pica, shock-induced eating, copulation,
and aggression (to pick a few examples)? They
seem to be neither reflexive like a knee jerk
nor instrumental like a key peck or a lever
press. But most troubling has been the discov-
ery that even the key peck and the lever press
may "misbehave". The phenomenon termed
"auto-shaping", as studied by Brown and Jen-
kins (1968), Rachlin (1969), Williams and Wil-
liams (1969), and Sidman and Fletcher (1968)
further exemplifies behavior unexplained by
either operant reinforcement or the classical
eliciting stimulus. The special relevance of
auto-shaping is that the behaviors at issue are
standard responses in the animal-learning lit-
erature-key pecking in pigeons, panel pushing
in monkeys. For obvious reasons, experiment-
ers in this tradition will dwell on unexpected
sources of those supposedly "arbitrary" re-
sponses if they turn out to be less arbitrary
than had been supposed.

Consider key pecking in pigeons. In count-

less experiments, it has risen and fallen in rate
as the contingencies of food reinforcement dic-
tated. At the same time, however, no one has
unequivocally succeeded in teaching a pigeon
to peck a key to avoid an electric shock. The
number of resounding failures to do so prob-
ably exceeds by orders of magnitude the hand-
ful of hard won but marginal successes (see
Rachlin and Hineline, 1967), although the
criteria for scientific publication interfere with
such tallies. Nor can we conclude that pecking
is intractable, for Williams and Williams
(1969) and the present Experiment 4 report
experimentally naive pigeons learning to peck
when doing so prevents food. Hungry pigeons
peck a key more readily to avoid food than to
avoid shock.

It has been found here that pigeons peck a
key for reasons other than primary or second-
ary differential food reinforcement. Allowing
the peck merely to change the color of the key-
light sustains it indefinitely, albeit at a low
level. Not surprisingly, some color changes are
sometimes more reinforcing than others (see
Table 8, showing the apparent superiority of
white-to-green over green-to-white). But what-
ever the details, this kind of reinforcement
would, by itself, make possible the phenome-
non of auto-shaping. However, the phenome-
non is greatly enhanced by correlating food
with the stimulus changes. The effect appears
to be a genuine reinforcement interaction, not
just secondary food reinforcement, as several
of the present experiments demonstrated. Pre-
sumably, the pigeon pecks at salient objects,
and the pairing of food with the changing ap-
pearance of the key makes the key more salient
than otherwise.
The present experiments leave a number of

questions unanswered. It remains to be shown
what there is about food presentation that af-
fects stimulus salience, what the essential fea-
tures of stimulus-change reinforcement are,
whether the peck has inherent reinforcing
properties as regards salience. But whatever
the answers to those questions, these findings,
and the others like them accumulating in the
literature, raise further, far broader, questions
about the experimental method producing
them. Skinner's approach to the law of effect
(1938) followed from several simplifying as-
sumptions. Among them was the belief that he
could safely avoid what he called the "botaniz-
ing" of reflexes. As he said, "The number of
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stimuli to which it [i.e., the organism] may
come to respond through a process to be de-
scribed below [i.e., respondent conditioning]
is indefinitely large, and to each of them it may
be made to respond in many ways. It follows
that the number of possible reflexes is for all
practical purposes infinite and that what one
might call the botanizing of reflexes will be a
thankless task." (1938, p. 10) In effect, he was
here repudiating J. B. Watson's program for
behaviorism, which was "the ascertaining of
such data and laws that, given the stimulus,
psychology can predict what the response will
be; or, given the response, it can specify the
nature of the effective stimulus." (Watson,
1924, as quoted in Skinner, 1938, p. 10)
Skinner was thus skeptical about the practi-

cability of the traditional reflexive approach to
psychology, as exemplified by Watson and
some of the other pre-Skinnerian behaviorists.
Instead, said Skinner, the study of the operant,
which is to say, of behavior defined by its en-
vironmental consequences, will finesse the en-
tire issue, for the study of operants can disre-
gard the varieties of behavior and focus on just
one or two. He gave his reason clearly, even
bluntly: "The general topography of operant
behavior is not important, because most if not
all specific operants are conditioned. I suggest
that the dynamic properties of operant behav-
ior may be studied with a single reflex (or at
least with only as many as are needed to assure
the general applicability of the results). If this
is true, there should be no incentive to 'bota-
nize.' " p. 46f) Presumably, however, if it is not
true, then there will be an incentive to bota-
nize which is why we now find ourselves
cutting through the botanical thicket of par-
ticular responses for particular species under
particular circumstances. The law of effect has
led us back to the problem of response topog-
raphy via findings such as those reported lhere
and their predecessors. Not too surprisingly, cer-
tain writers (e.g., Seligman, 1970; Bolles, 1970;
Staddon and Simmelhag, 1971; and Falk, 1971)
have, in one way or another, called for full or

partial repeal of the law of effect. But that may
be premature, for the law of effect promises no
more than to account for behavior in terms of
its consequences (however conceived), which
should never have been taken as a guarantee
that the account must be simple or short, or
even that we can really avoid the "thankless
task" of botanizing behavior.
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