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Abstract 
 

This paper investigates the relationships between export price and income elasticities, 

average unit values (AUVs) and market shares for the top world food exporters in the 

time period 1992-2011 using a panel data framework. Emerging countries and Spain 

show a high price elasticity unlike other advanced countries. Moreover, an inverse 

relationship between price elasticities and AUVs is found to exist. The overall analysis 

enables the conclusion that advanced countries can maintain a specialization in low-tech 

sectors only if high prices, as indicators of high quality, are accompanied by a rigid 

foreign demand and a satisfactory income elasticity of exports. 
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1. Introduction 

 

Since the 1960s, a new wave of globalization has quickened the pace of world 

integration. International trade has played a key role in this process, as shown by an 

unprecedented increase in export growth rate, stimulated also by the liberalization 

process promoted by the WTO multilateral trade negotiations during the 1990s. Despite 

its nature of a necessary good, and the persistence of many protectionist policies, food is 

an important element of world merchandise trade with an incidence on total exports 

slightly below 10 per cent (see Table 1).
1
 Although this percentage is declining, food 

continues to play a primary role in total exports of both advanced and emerging 

countries.  

 

Table 1 about here 

 

The most remarkable case is Argentina, where food accounts for 50 per cent of exports 

on average over the period 1992-2011,
2
 followed by Brazil, Thailand and the 

Netherlands (28.04, 16.10 and 15.52 per cent respectively). Moreover, in countries like 

Brazil, Canada, Indonesia, and Malaysia, the share of food on total exports has 

increased in the last twenty years. These figures show that a traditional low-tech sector 

like food can still represent an important growth-driver, supporting GDP, employment 

and the balance of payments. Furthermore, traditional low-tech industries can be key 

contributors in terms of a country’s quality reputation and excellence, triggering 

positive externalities for the whole economy. 

In identifying the factors determining export performance, the literature highlights 

foreign income as the most important variable for trade in general (KRUGMAN, 1989; 

IRWIN, 2002 and ESTEVADEORDAL ET AL., 2003) and for agricultural products in 

particular (see COYLE ET AL., 1998; HAQ & MEILKE, 2009 and SERRANO & PINILLA, 

2010). Moreover, KRUGMAN (1989) observes that in the long-run Purchasing Power 

Parity (PPP) holds as a general tendency, so that different export growth rates across 

                                                 
1
As a confirmation of the huge increase in international trade in the second-globalization era, both total 

and food exports grew very rapidly and significantly faster than production (SERRANO & PINILLA, 2010), 

as proved by their historical income elasticities, showing values greater than 1 during the last twenty 

years (1.7 and 1.1 respectively).  
2
 This is the time span used in the analysis. 
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countries are principally determined by non-price competitiveness, as empirically 

reflected in income elasticities (see also CAPORALE & CHIU, 1999). However, it should 

be noticed that the PPP theory holds only for tradable goods at the aggregate level and 

in the very long-run, when real exchange rates show no substantial change and thus 

have no central role in export performance. In the short and medium-run, and even in 

time spans as long as a decade, evidence in favour of the validity of the PPP theory is 

not definite, so that countries may experience changes in their relative export prices 

which modify their competitiveness (GOLDBERG & KNETTER, 1997 and KRUGMAN, 

1987). Hence, especially at a disaggregated level, relative prices matter, and price 

elasticities are as important as income elasticities in export performance.  

When price competiveness is considered, standard international trade theory 

underlines the advantage of having higher price elasticities, because of their favorable 

effects on export volumes and the balance of payments.
3
 However, this orthodox 

argument holds only either for the whole economy or for undifferentiated products 

depending on price competition. Many studies, moreover, show that prices are 

indicators of quality (AIGINGER, 1997 and SCHOTT, 2004), so that high relative prices, 

when they signal a high quality standard of goods, are not necessarily disadvantageous 

in trade competition. Product quality can actually be a discriminating factor for the 

success or decline of low-tech products and even advanced countries can successfully 

compete in traditional industries if they rely on high-quality rather than low-price 

exports. In particular, countries characterized by high prices and quality reputation are 

likely to exhibit a more rigid foreign demand for their products. However, as time goes 

by, demand can become more elastic if international markets recognize a decrease in 

product quality so that there will be a shift toward products from countries with the 

same quality but lower prices. On the contrary, despite higher prices, foreign demand 

can remain rigid if world consumers recognize the superiority of a country’s products 

and are willing to pay more for high-quality goods. Ultimately, our working hypothesis 

is that advanced countries characterized by high relative prices and a rigid export 

demand can successfully compete in low-tech products on international markets. In this 

context, the food industry is an interesting case study since in several countries it is a 

                                                 
3
 In fact, the Marshall-Lerner condition suggests that the higher the price elasticities of exports and 

imports, and thus their sum, the greater the effects of a relative price change on trade volumes and foreign 

currency net inflows. 
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large traditional sector which provides a relevant contribution to employment and value 

added. It also generates positive economic and social externalities in terms of 

reputation, tourism attraction and environmental protection. 

The empirical analysis developed in this paper is original for the following reasons. 

First, in line with the most recent applied econometric literature on panel data, it tests 

the relevance of relative prices and world income as determinants of food exports for 

the top 15 trading countries (Argentina, Brazil, Belgium, Canada, China, France, 

Germany, Indonesia, Italy, Malaysia, Netherlands, Spain, Thailand, UK and USA) in 

the time period 1992-2011. Second, it shows that average unit values (AUVs) can be 

interpreted as indicators of quality when they are analyzed together with price 

elasticities and market shares. In particular, this paper investigates the existence of an 

inverse relationship between AUVs and export price elasticities, in order to verify the 

hypothesis that countries with higher AUVs will generally show a more rigid foreign 

demand and vice versa.
4
 On this point, then, we depart from orthodox literature where 

quality is usually captured by the export income elasticity, which is thought to reflect 

the so-called non-price competitiveness of a country, also influenced by other factors 

like composition of exports, destination markets, embodied technology, marketing 

strategies and promotion, distribution services, financial assistance to exporters, and so 

on. Finally, the paper proposes a classification of the sample countries on the basis of 

the empirical results reached, deriving some conclusions about their competitiveness on 

world markets. Our claim is that low-tech industries may remain important growth 

drivers in advanced economies. This conclusion is again at variance with recent 

orthodox industrial policies, which tend to discourage investment in traditional sectors 

and promote R&D expenditure in high-tech industries (see, for example, OECD, 2010 

and EUROPEAN COMMISSION, 2010a) because of their higher productivity growth rates 

(LUCAS, 1988, GROSSMAN & HELPMAN, 1991 and FAGERBERG, 2000). 

The rest of the paper proceeds as follows. Section 2 presents the data and the model 

specification. Section 3 outlines the testing framework which includes unit root tests, 

cointegration tests and panel Granger causality analysis. Section 4 reports the estimated 

long-run export price and income elasticities of the leading countries in international 

                                                 
4
 In this paper, elasticities are considered in their absolute value. An increase in elasticity, in absolute 

value, will thus imply a decrease in its algebraic value and vice versa. 
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food trade. Robustness checks on parameter stability are also performed. Section 5 

concludes and hints at the main policy implications of our results. 

 

2.  Model Specification and Data  

 

We start by selecting the top fifteen food exporters in the world, using as a ranking 

criterion their export performance in 2011, the last year for which complete data are 

available. The countries selected are Argentina, Brazil, Belgium, Canada, China, 

France, Germany, Indonesia, Italy, Malaysia, the Netherlands, Spain, Thailand, the UK 

and the USA. They constitute a very heterogeneous sample: Argentina, Brazil, China, 

Malaysia and Thailand are classified by the World Bank as Upper Middle-Income 

countries; Indonesia is a Lower Middle-Income country; all other countries are High 

Income OECD members.
5
 Table 2 reports the export values and market shares in 2011 

of these fifteen countries, which together account for 62.38 per cent of world food 

exports. The USA, with an export value of 131,254 million USD and a market share of 

9.68 per cent, is the top food exporter, followed by the Netherlands, Germany, Brazil 

and France (6.42, 5.87 5.71 and 5.61 per cent respectively). The UK is the bottom 

country in the table, with a share of 2.23 per cent of world food trade.  

 

Table 2 about here  

 

The data used for our estimates, disaggregated at the 3 and 4 digit level according to 

the Standard International Trade Classification (Rev. 3), are taken from the UN 

Comtrade database. The analysis considers only processed goods, and the final selection 

includes 33 goods for each country between 1992 and 2011.
6
 Belgium was excluded 

from the sample because of incomplete records before 1999. The available data are 

organized into fourteen distinct panel datasets, one for each of the remaining countries. 

                                                 
5
 According to the World Bank classification, based on estimates of gross national income (GNI), Lower 

Middle-Income countries have a GNI between 1,036 and 4,085 USD, Upper Middle-Income countries 

have a GNI between 4,086 and 12,615 USD, while High Income countries are characterized by a GNI 

equal to or greater than 12,616 USD.  
6
 We exclude cereals and other raw materials from our analysis. The complete list of goods selected is 

reported in Table A1 in the Appendix.  
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Each balanced panel is then characterized by 33 cross-sections (the selected goods) 

spanning the period 1992-2011, with a total of 660 observations.  

 

Table 3 about here 

 

Descriptive statistics of export volumes, market shares and AUVs are shown in Table 3, 

which reports the level of these variables at the beginning and the end of the time 

period, together with the average value for the same time interval.
7,8

 Export volumes 

increase considerably in most countries. In particular, they more than double in 

Argentina, Italy, Malaysia, the Netherlands, Spain, the UK and the USA, and rise even 

more in Brazil, Canada and China. On the other hand, export volumes remain constant 

in Indonesia and Thailand. Market shares more than double for Argentina, Brazil, 

Canada, China and the USA, while they decrease in the other developing countries 

(Indonesia, Malaysia and Thailand) and in all European countries (France, Germany, 

Italy, Netherlands and the UK), with Spain as the only exception. The highest AUVs are 

on average recorded by the UK (1.74), the Netherlands (1.50), Germany (1.49) and Italy 

(1.43), while Thailand and Brazil present the lowest AUVs (0.42 and 0.74 respectively).  

Our empirical analysis is based on the following traditional export function:  

 

ittiitiiit GDPWRPX   lnlnln 11
                                                                   (1)  

 

where i and t refer to the i-th good and the t-th year respectively, with i=1,…,N and 

t=1,…,T. Xit is the yearly export volume for each of the 33 goods; RPit is the yearly 

relative export price of each good;
9
 GDPWt is the annual world GDP in constant 2005 

USD, which is invariant for each cross-section. All variables are transformed into 

natural logarithms and labelled lnXit, lnRPit and lnGDPWt. The coefficients i1  and i1  

are the food export price and income elasticities, respectively. i1  is expected to be 

                                                 
7
 Hereafter, export market shares indicate the ratios between the export volume of each country and the 

total export volume of the 14 countries considered in the analysis. 
8
 The export unit values for each good and country are computed by dividing export values by their 

volumes. Similarly, average export unit values for each good of the whole sample countries are obtained 

by dividing total export values of each good by their total volumes. 
9
 This relative price is obtained as the ratio between the export unit value of each selected country for 

every good i at time t and the average export unit value of all countries considered for the same good and 

time.  
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negative, and i1  positive. The i  are the intercepts for each good, and the εit the error 

terms. Equation (1) is estimated for each country in the sample. 

 

3.   A causality analysis between export volumes, relative prices and 

world income 

 

 3.1  Panel unit root tests 

 

Before estimating Equation (1), we perform a panel Granger-type causality test to verify 

the existence of any causal effect between export volumes, relative prices and world 

income, an issue somewhat overlooked in the empirical literature on the subject. This 

econometric procedure requires variables to be stationary and to have the same order of 

integration. For this reason, following the most recent empirical literature (see 

COSTANTINI & MARTINI, 2010; BASHIRI BEHMIRI & PIRES MANSO, 2012 and JAUNKY, 

2012a, b) and in order to avoid inappropriate conclusions about the order of integration 

of the variables due to the statistical limitations affecting unit root tests, we apply 

several panel unit root tests. First-generation panel unit root tests are based on the 

assumption of cross-sectional independence, while second-generation tests are more 

powerful because they relax this hypothesis and take into account any possible 

correlation between cross-sections. In this paper we propose two popular first-

generation panel unit root tests (BREITUNG 2000 and HADRI 2000 respectively) and a 

second-generation test (PESARAN, 2007), which is appropriate even in the case of very 

small sample sizes (i.e., when N and T are equal to 10). The null hypothesis of these 

tests is that all series contain a unit root, with the exception of the Hadri test, whose null 

hypothesis is that all panels are stationary. As noted by CAMPELL & PERRON (1991), the 

inclusion of many lags in the test equation may affect the power of unit root tests; for 

this reason, given that in our analysis the time period considered is twenty years (T=20), 

the maximum selected lag length lies between 2 and 3.
10

 These three panel unit root 

tests are made in order to verify the order of integration between export volumes and 

relative prices (lnXit and lnRPit respectively), given that world GDP is a time series 

                                                 
10

 A lag length equal to 3 is selected for the PESARAN (2007) unit root test for Brazil and Canada and for 

Brazil and Indonesia in Tables 3a and 3b. A lag length equal to 3 is also selected for Argentina and 

Indonesia for the BREITUNG (2000) unit root test reported in Table 3b. 
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invariant across cross-sections. For this reason, we check for the stationarity of this 

variable by performing two widely used time series unit root tests: the Augmented 

Dickey-Fuller (ADF) and the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) tests (SAID 

AND DICKEY, 1984 and KWIATKOWSKI ET AL., 1992, respectively).  

 

Tables 4a, 4b and 4c about here 

 

Tables 4a, 4b and 4c show the results of these unit root tests. All tests clearly indicate 

the non-stationarity of the variables of interest. In fact the Breitung and Pesaran tests do 

not reject the null hypothesis of a unit root in the series. Similarly, the Hadri test rejects 

the null hypothesis of stationarity. Finally, the ADF and KPSS tests in Table 4c confirm 

the non-stationarity of world GDP (lnGDPWt). For these reasons, lnXit,, lnRPit and 

lnGDPWt should be properly considered as I(1).  

 

 3.2  Panel cointegration tests 

 

Given the non-stationarity of the variables of interest, we proceed with the 

implementation of different panel cointegration tests to verify the existence of a long-

run relationship between them. To this end, we perform the PEDRONI (1999, 2004) and 

KAO (1999) panel cointegration tests, which extend to panel data the ENGLE-GRANGER 

(1987) two-stage framework, developed to test cointegration in the case of time series. 

The idea is to study the residuals of Equation (1), where all variables (lnXit,, lnRPit and 

lnGDPWt) are I(1). If these variables are cointegrated, the residuals will be I(0), but if 

they are not cointegrated, then the residuals will be I(1). The Pedroni test allows for 

interdependence across cross-sections together with different individual effects in the 

intercept and slope of the test equation, in order to define the long-run relationship and 

to ensure that the cointegrating vectors can vary along the cross-sections in the panel. 

The Pedroni test consists of two different groups of statistics; the first group is 

composed of four tests (panel-v, panel-ρ, panel-pp and panel ADF-statistics), which 

pool the residuals along the within-dimension of the panel (panel tests). The second 

group, on the other hand, is composed of three other tests (group-ρ, group-pp, and group 

ADF-statistics), which pool the residuals along the between-dimension of the panel 
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(group tests). The null hypothesis of no cointegration is rejected if at least four out of 

seven of these statistics are significant.
11

 The KAO (1999) test follows a similar 

approach but allows for specific intercepts for each cross-section and homogenous 

coefficients in the first stage; in Equation (1) this implies heterogeneity in the intercepts 

i  and homogeneity in t1  and i1  and all coefficient trends to be zero. As the Pedroni 

test, the Kao test assumes the null hypothesis of no cointegration. Both these two tests 

are performed with the inclusion of a time trend in the test equation. 

 

Table 5 about here 

 

The Pedroni and Kao tests are used to check for cointegration between the variables 

of interest in the fourteen panel datasets collected for each top exporter (Table 5). In the 

case of the Pedroni test, Panel v-Statistic, Panel ρ-Statistic and Group ρ-Statistic do not 

reject the null hypothesis of no cointegration for all countries. Similarly, the Group 

ADF-Statistic only rejects the null hypothesis for Brazil, Indonesia, Thailand, the UK 

and the USA. The Pedroni test clearly indicates the presence of cointegration for only 

these last five countries in our sample. On the other hand, the Kao test rejects the null 

hypothesis in most cases, with China, Thailand and the USA as the only exceptions. 

Since at least one test rejects the hypothesis of no cointegration for each country, we can 

conclude that a long-run relationship exists between the variables of our interest. This 

conclusion does not hold for China, where both the Pedroni and the Kao tests indicate 

no cointegration. For this reason, China is henceforth excluded from our analysis.  

 

 3.3  Panel Granger causality test 

 

Given that our variables are non-stationary and cointegrated, we pass to determine the 

direction of causality between them by means of the two-step Engle–Granger causality 

procedure (ENGLE & GRANGER, 1987). In particular, since the aim of the paper is to 

study price and income elasticities, we need to find the existence of a long-run causality 

going from prices and income, respectively, to export volumes. First, long-run 

                                                 
11

 For the within-dimension, weighted statistics have been calculated as well. They are not reported in the 

tables, since they confirm the results of unweighted statistics, but are available on request. 
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equilibrium coefficients are estimated applying the panel Mean Group (MG) estimator 

proposed by PESARAN & SMITH (1995)
12

 to the three following Equations:  

 

ittiitiiit GDPWRPX   lnlnln 111
                                                                    (2a) 

 

ittiitiiit
GDPWXRP   lnlnln

222
                                                                             (2b) 

 

ititiitiit
RPXGDPW   lnlnln

333
.                                                                           (2c) 

The MG estimator is particularly appropriate in the case of non-stationary panels with 

“moderate-T, moderate-N” dimensions,13
 where moderate typically means about 15 

time series and/or cross-section observations (in our case T=20 and N=33). 

Next, we insert the lagged residuals from Equations (2a), (2b) and (2c) in a Granger 

causality model based on a VECM framework (HOLTS-EAKIN ET AL, 1988), which is 

specified as follows: 
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where Δ indicates the first difference of the variables and itu , itv  and it  are the 

disturbance terms, which are uncorrelated with zero mean. 
X

tiECT 1,  , 
RP

tiECT 1,   and 

GDPW

tiECT 1,   are the Error Correction Terms (ECTs), i.e. the one-period lagged residuals 

derived from the long-run relationship defined by Equations (2a), (2b) and (2c) 

                                                 
12

 Our estimates are computed using the Stata routine proposed by EBERHARDT (2012). 
13

 In this paper the MG estimator proposed by PESARAN & SMITH (1995) is preferred to the more 

commonly used dynamic OLS (DOLS) or to the fully modified OLS (FMOLS) procedures developed by 

SAIKKONEN (1991) and PEDRONI (2000) respectively. The MG estimator is more appropriate to our 

datasets which are characterized by moderate time length (T=20).  
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respectively. The coefficients  ,   and   in Equations (3a), (3b) and (3c) indicate the 

short-run responses of the dependent variables. In order to guarantee convergence 

toward long-run equilibrium, the parameters X

i , RP

i  and 
GDPW

i  need to be negative; 

they represent the speed of adjustment, i.e. they show how fast deviations from the 

long-run equilibrium of each variable are eliminated. Consequently, if 
i is large, there 

is a strong response by all specific variables to a deviation from long-run equilibrium; 

on the contrary, if 
i  is low, much more time is required to get back to equilibrium 

after a shock. It is common practice in the literature to determine the lag lengths p, q 

and r using the Akaike or the Schwarz Information Criteria. In this paper we use the 

Schwarz Information Criterion, which indicates that p, q and r are equal to 1. 

Given the possible correlation between the lagged dependent variables and the error 

terms in Equation (3a), (3b) and (3c), ARELLANO & BOND (1991), ARELLANO & BOVER 

(1995) and then BLUNDELL & BOND (1998) develop a two-step difference GMM 

estimator in order to obtain an unbiased estimate of the parameters of interest taking 

into account all kinds of correlation and endogeneity problems. For this reason, and 

similarly to COSTANTINI & MARTINI (2010), BASHIRI BEHMIRI & PIRES MANSO (2012) 

and JAUNKY (2012a,b), we estimate Equation (3a), (3b) and (3c) by applying the system 

GMM estimator proposed by BLUNDELL & BOND (1998).
14

  

Finally, it is common practice in the literature to test for the existence of a causal 

relationship between the variables of interest. Three different types of causality (short-

run, long-run and strong causality) can be analyzed by means of a Wald test. Consider 

for example Equation (3a): the “short-run Granger causality” holds if the following 

null hypotheses are rejected: 0:0 X

imH   and 0:0 X

inH   for all i, m and n. It is 

important to note that long-run and strong causality are more relevant in our analysis. 

The “long-run Granger causality” is determined by the ECT coefficient, which 

indicates how fast deviations from long-run equilibrium are eliminated. In this case, the 

null hypothesis is 0:0 X

iH  for all i. Finally, the “strong Granger causality” is 

                                                 
14

 Diagnostic statistics of our estimates are available on request to the authors. In particular, following 

ROODMAN (2009a), the explanatory variables are treated as endogenous and the selected valid 

instruments always satisfy the rule of thumb ‘maximum number of instruments = N’. Furthermore, the 

Hansen J statistic exhibits a p-value greater than or at least equal to 0.25. For the sake of parsimony, 

instruments are also collapsed (see ROODMAN, 2009b). Finally, to control for cross-sectional dependence, 

time dummies are included in Equations (3a), (3b) and (3c). 
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verified if the null hypotheses 0:0  X

im

X

iH  and 0:0  X

in

X

iH  , jointly hold 

for all cross-sections. Similar null hypotheses are then tested for Equations (3b) and 

(3c). 

 

Table 6 about here 

 

Table 6 reports the results of the Wald tests on the coefficients for our thirteen 

countries.
15

 In the short run, there is a unidirectional causality from relative prices to 

export volumes for Argentina, Canada, Italy, the Netherlands and Thailand, while 

bidirectional causality is found for the USA. World GDP Granger-causes export 

volumes only for France and Germany. Bidirectional causality is identified for Brazil. 

More homogeneous results are found in the case of long-run and strong causality. In 

fact, in the long-run, all countries exhibit a bidirectional causality between relative 

prices and export volumes, with the exception of Canada and Italy, which show a 

unidirectional causality from relative prices to export volumes. Finally, strong causality 

is again found for all countries with regard to both relative prices and world GDP. 

Canada and Italy are again the exceptions, but only with reference to Equation (3b).  

Given that lnRPit and lnGDPt Granger-cause export volumes (lnXit) in the long-run, 

which is the time horizon of interest, we can proceed to compare the long-run price and 

income elasticities of the thirteen countries, using Equation (2a) as outlined at the 

beginning of this subsection. 

 

 4  Long-run price and income elasticities 

 

Table 7 reports the previously cited long-run price and income elasticities (parameters 

i1  and i1  respectively) for each country in our sample.  

 

Table 7 about here 

 

                                                 
15

 Since we are interested in the direction of causality between  lnXit and lnRPit (and lnGDPWt) in order to 

understand if relative prices (and income) determine export volumes or vice versa, we only report the 

results obtained for Equations (3a) and (3b). Estimates of Equation (3c) are available on request. 
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Relative prices (lnRPit) exhibit the expected negative sign, and are statistically 

significant for all countries, with Canada and the USA as the only exceptions. For these 

two countries, the estimated coefficients are not statistically different from zero, thus 

implying that they have the most rigid food export demands in our sample.
16

 In general, 

price elasticities are lower than 1 in all countries. This result is in line with previous 

findings concerning commodity trade in general. As KRUGMAN (1989) points out, 

exports of different countries are imperfect substitutes and this implies low price 

elasticities. This is particularly true in the case of food, where trade involves necessary 

commodities and is also affected by the fact that many goods are perishable. However, 

some differences are worth noticing. After Canada and the USA, Italy, Germany, the 

Netherlands and France show the most rigid export demands, with price elasticities 

varying from -0.49 to -0.54. Malaysia has the lowest elasticity among the Upper 

Medium-Income countries (-0.65). Finally, Spain and Thailand show the highest price 

elasticities in our sample (-0.82 and -0.92 respectively).  

This evidence can be used to verify whether an inverse relationship between AUVs 

and price elasticities exists. In particular, given the well-known difficulty of finding a 

measure of product quality for internationally traded goods, it is common practice in the 

literature to use AUVs as proxies for quality (AIGINGER, 1997 and SCHOTT, 2004) also 

in the case of agricultural products (see, among others, GELHAR & PICK, 2002 and 

FISHER, 2010). Hence we expect that countries with higher AUVs will generally show 

more rigid demands and vice versa. Figure 1, which reports the position of each country 

in terms of its AUV (on the horizontal axis) and price elasticity (on the vertical axis) in 

the time period 1992-2011, demonstrates the validity of this hypothesis.
17

 

 

Figure 1 about here 

 

The size of the circles in the graph reflects the average market share (in volumes) for 

each country in the same period (see Table 3). The dotted circles indicate the price 

elasticity estimates which are not statistically different from zero, i.e. those for Canada 

and the USA. The graph is divided into four quadrants, where the partition lines are the 

                                                 
16

 In confirmation of this, zero is contained in the 95 per cent confidence interval. 
17

 A simple OLS regression between AUVs and the absolute values of price elasticities confirms this 

conclusion. In fact, the estimated coefficient is negative and highly statistically significant. 
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countries average AUV for the x-axis and the average price elasticity for the y-axis. The 

negative correlation between AUVs and price elasticities is confirmed and countries are 

generally positioned either in the upper-left (low AUV and high elasticity) or in the 

bottom-right (high AUV and low elasticity) quadrant. In particular, we find that Low 

and Upper Middle-Income countries (Argentina, Brazil, Indonesia, Malaysia and 

Thailand) lie in the upper-left quadrant, together with Spain, the only High Income 

country in this quadrant. On the other hand, all other High Income nations (France, 

Germany, Italy, the Netherlands and the USA) lie in the bottom-right quadrant of the 

figure, indicating that their food exports are characterized by high AUVs and low price 

elasticities. The UK lies alone in the upper-right quadrant, showing the highest AUV in 

the whole sample together with a high price elasticity. Canada on the other hand is the 

only country lying in the bottom-left quadrant, being characterized by a very rigid 

demand coupled with lower than average unit values. The most plausible explanation 

for this evidence is a lack of correspondence between AUVs and quality for these two 

dissimilar countries. Our analysis ultimately confirms that an inverse relationship 

between price elasticities and AUVs exists. However, high AUVs can be synonymous 

of high quality only when a country’s food exports are also characterized by a low 

elasticity of foreign demand.  

Regarding our findings on export income elasticity, it is worth recalling at the outset 

that in the empirical international trade literature, its estimated value in the aggregate 

export function generally exhibits a level higher than two (see, among others, ARIZE, 

2001). This is compatible with the evidence that exports show an average annual growth 

rate greater than GDP. In the food industry, because of the features of agricultural 

products previously noted, the export income elasticity is obviously smaller, and 

typically around one (SERRANO & PINILLA, 2010).
18

 Our analysis confirms that this is on 

average true, even though there is a remarkable heterogeneity across countries. 

Emerging economies show values higher than 2, while advanced economies generally 

present values slightly above 1, with some countries, like France, the Netherlands and 

the UK, showing values well below 1.   

Our empirical results suggest the possibility of different competitive strategies in 

international food trade. Competitiveness is essentially based on price in the emerging 

                                                 
18

 As already noticed in footnote 1, in the time period considered, the historical income elasticity of 

exports is equal to 1.7, while that of food is only 1.1. 
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countries of our sample (Argentina, Brazil, Indonesia, Malaysia and Thailand) and 

Spain, while it is driven by quality in all other advanced economies (France, Germany, 

Italy, the Netherlands and the USA). Furthermore, among these, income elasticities 

foreshadow different growth scenarios: the low estimated values of this parameter, in 

fact, suggest poor growth prospects for France and the Netherlands, while the opposite 

conclusion holds for all other countries. This overall evidence, then, suggests an 

empirical criterion for assessing the sustainability of a trade specialization model based 

on low-tech traditional goods. High AUVs, if accompanied by a rigid foreign demand 

and a satisfactory income elasticity, can in fact guarantee a long-lasting structural 

competitiveness in low-tech sectors even in advanced countries.  

To conclude, as a robustness check of the results shown in Table 7, we test whether 

the relationship between exports, relative prices and world GDP is stable over time. To 

this purpose, we perform a recursive estimation of Equation (2a). In particular, 10 sets 

of regressions are run, by defining an initial window of 10 years (1992-2001) and then 

re-estimating the basic equation adding a successive terminal year each time. These 

estimates confirm the robustness of our previous results on both price and income 

elasticities, as reported in Table 7.
19

 

 

7. Conclusions and policy implications 

 

This paper investigates the role of price and income elasticities, AUVs and market 

shares of the top food exporting countries in determining their export performance in 

the time period 1992-2011 in order to derive conclusions about their future prospects. 

First of all, a preliminary analysis of causality is conducted in order to assess the 

possible presence of unit roots and cointegration between export volumes, relative 

prices and world income. These variables are found to follow an I(1) process and a 

long-run relationship between them is established. Next, a panel causality test is 

performed, showing that in the long-run relative prices and world GDP Granger-cause 

food exports. Long-run estimates are thus analyzed together with AUVs and market 

shares. In general, estimated price elasticities are lower than 1, reflecting the fact that 

food products are necessary goods and imperfect substitutes on international markets. 

                                                 
19

 These supplementary estimates are available on request to the authors. 
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However, some differences emerge in a cross-country comparison of our results: the 

USA, Canada, Italy, Germany, the Netherlands and France exhibit the most rigid 

foreign demands, while Spain and Thailand record the highest price elasticities in our 

sample. Recursive regressions confirm the robustness of our results. 

In a quite peculiar way, we also find the existence of an inverse relationship between 

AUVs and export price elasticities, indicating that countries with higher AUVs 

generally show more rigid export demands and vice versa. This outcome has important 

policy implications. In fact, the emerging countries in the sample (Argentina, Brazil, 

Indonesia, Malaysia and Thailand), together with Spain, base their export performance 

on price competitiveness, as demonstrated by their high price elasticities. Advanced 

economies (France, Germany, Italy, the Netherlands and the USA) rely on the other 

hand on quality competition, as shown by their low price elasticities associated with 

high AUVs. However, it is worth noting that, among advanced countries, Germany, 

Italy, Canada and the USA are characterized by an income elasticity higher than one, 

while in France and the Netherlands the same parameter is strictly lower than one, thus 

indicating poor growth prospects. This overall evidence suggests an empirical criterion 

for assessing the sustainability of a trade specialization model based on low-tech 

traditional goods. High-price high-quality goods, in fact, if accompanied by a rigid 

foreign demand and a satisfactory income elasticity, can guarantee long-lasting 

structural competitiveness for low-tech sectors even in advanced countries, where 

investment should be mainly addressed at promoting quality enhancement.
20

 

Finally, our analysis also highlights that AUVs can be considered as proxy for 

quality only when they are examined together with price, income elasticities and market 

shares. In particular, this claim is true only when high AUVs go along with a rigid 

foreign demand and a satisfactory income elasticity of exports. 
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TABLES 
 

 
Tab. 1 – Share of food on total exports of all commodities, World and selected countries, Beginning-of-Period,End-of-period and Average-of-period 

percentages  

 World Argentina Brazil Canada China France Germany Indonesia Italy Malaysia Netherlands Spain Thailand UK USA 

1992 9.37 61.15 25.53 9.40 11.35 15.26 5.42 10.18 7.09 10.48 21.22 15.19 26.06 8.16 10.53 

2011 7.41 52.62 30.23 9.65 2.85 12.76 5.44 16.35 7.67 13.91 12.99 14.61 14.11 5.99 8.87 

Average 7.68 49.78 28.04 7.98 5.60 11.89 4.94 12.12 6.79 9.09 15.52 14.88 16.10 6.06 8.45 

Source: our elaboration on WTO data 
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Tab. 2 –Top 15 food exporters: Export Values (Million) in USD and Market Shares (percentages of values) in 

2011 

 Export Values Market Shares 

United States 131,254 9.68 

Netherlands 87,098 6.42 

Germany 79,610 5.87 

Brazil 77,389 5.71 

France 76,001 5.61 

China 54,168 4.00 

Spain 44,400 3.28 

Argentina 44,225 3.26 

Canada 43,631 3.22 

Belgium 41,618 3.07 

Italy 40,053 2.95 

Indonesia 32,865 2.42 

Malaysia 31,716 2.34 

Thailand 31,465 2.32 

United Kingdom 30,208 2.23 

World       1,360,000 62.38 
Source: our elaboration on WTO data.  

 

 

 
Tab. 3 – Export volumes (in tons), average unit values and market shares (percentages of volumes), Beginning-

of-Period,  End-of-period and Average-of-period values  

 Export volumes Market shares  Average unit values 

 1992 2011 Average 1992 2011 Average 1992 2011 Average 

Argentina 1,788 4,838 3,487 1.82 2.28 2.34 0.97 1.71 1.07 

Brazil  6,032 36,473 20,137 6.14 17.15 12.82 0.81 1.20 0.74 

Canada  2,624 10,526 6,900 2.67 4.95 4.58 0.91 1.43 1.06 

China 6,486 20,417 11,405 6.61 9.60 7.45 0.64 1.43 0.89 

France  11,834 15,517 13,898 12.05 7.30 9.98 1.28 1.93 1.39 

Germany  10,527 19,595 14,268 10.72 9.21 9.83 1.25 2.36 1.49 

Indonesia  2,561 2,978 2,461 2.61 1.40 1.75 0.44 1.64 0.93 

Italy 5,718 10,254 8,006 5.82 4.82 5.61 1.23 2.12 1.41 

Malaysia 1,089 2,151 1,737 1.11 1.01 1.25 0.69 1.95 0.93 

Netherlands  13,292 25,055 16,894 13.54 11.78 11.79 1.48 2.02 1.50 

Spain 6,536 16,533 12,359 6.66 7.77 8.51 1.02 1.60 1.14 

Thailand 15,075 15,545 12,084 15.35 7.31 8.62 0.23 0.84 0.42 

UK 2,598 4,216 3,648 2.65 1.98 2.57 1.90 2.41 1.74 

USA 12,027 28,551 18,689 12.25 13.43 12.88 1.15 1.86 1.33 

Source: our elaboration on WTO data 
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Tab. 4a - Panel Unit Root Test Statistics for the variable ln Xit 

 Breitung Hadri Pesaran 
Argentina  0.12 (0.56) 11.23 (0.00) -0.38 (0.35) 
Brazil  1.08 (0.86) 12.04 (0.00)   2.48 (0.99)

♦ 
Canada  0.87 (0.81) 27.73 (0.00)  -0.09 (0.47)

♦ 
China -0.46 (0.32) 13.23 (0.00) 2.09 (0.98) 
France  -0.95 (0.17) 17.55 (0.00) -0.52 (0.30) 
Germany  -1.16 (0.12) 22.64 (0.00) -0.05 (0.48) 
Indonesia  -1.13 (0.13) 18.79 (0.00) -0.17 (0.43) 
Italy -0.68 (0.25) 9.12 (0.00) 1.13 (0.87) 
Malaysia -0.26 (0.40) 17.79 (0.00) 0.93 (0.82) 
Netherlands  1.96 (0.97) 18.28 (0.00) -0.42 (0.33) 
Spain 0.21 (0.58) 22.37 (0.00) 0.86 (0.80) 
Thailand -0.27 (0.39) 14.74 (0.00) 4.00 (1.00) 
UK 0.05 (0.52) 31.09 (0.00) -0.56 (0.28) 
USA -0.14 (0.44) 24.03 (0.00) -0.38 (0.35) 
Notes: Lambda statistic, z statistic and the standardised Z-tbar are reported for the Breitung (2000), Hadri (2000) and 

Pesaran (2007) unit roots test respectively; p-values in parenthesis; Breitung (2000), Hadri (2000) and Pesaran (2007) 

tests are calculated by including intercept and time trend in the test equation; Maximum selected lag length is 2; A 
♦
 

indicates lag length equal to 3; The null hypothesis for all tests is “Panels contain unit roots” with the exception of the 
Hadri test, whose null hypotesis is “All panels are stationary”. 
 
 

Tab. 4b - Panel Unit Root Test Statistic for the variable lnRPit  

 Breitung Hadri Pesaran 

Argentina    0.53 (0.71)
♦ 13.84 (0.00) -0.65 (0.26) 

Brazil  0.97 (0.83) 24.16 (0.00)   0.35 (0.64)
♦ 

Canada  1.00 (0.84) 11.56 (0.00) 1.42 (0.92) 
China -0.07 (0.47) 7.94 (0.00) 0.74 (0.77) 
France  0.37 (0.64) 10.58 (0.00) 0.06 (0.52) 
Germany  0.12 (0.55) 11.95 (0.00) -0.34 (0.37) 
Indonesia    -0.09 (0.46)

♦ 6.80 (0.00)    2.87 (0.61)
♦ 

Italy                -0.06 (0.52) 9.13 (0.00) 2.16 (0.98) 
Malaysia -0.74 (0.23) 8.37 (0.00) -1.15 (0.12) 
Netherlands  -0.36 (0.36) 14.20 (0.00) 2.45 (0.99) 
Spain -0.55 (0.29) 12.20 (0.00) -0.97 (0.83) 
Thailand 0.47 (0.68) 18.34 (0.00) 0.58 (0.72) 
UK -0.80 (0.21) 16.70 (0.00) -0.10 (0.46) 
USA -0.44 (0.33) 11.01 (0.00)  0.84 (0.80) 

Notes: See Table 4a.  

 

 

Tab. 4c – Unit Root Tests for the variable lnGDPWt 

ADF KPSS 

0.34 0.61 

(0.97) [0.46] 
Notes: T-statistic and LM-statistic are reported for Augmented Dickey-Fuller test (ADF) and Kwiatkowski-Phillips-

Schmidt-Shin (KPSS) unit roots tests; p-values and asymptotic critical values in parentheses and brackets; asymptotic 

critical value of 0.46 corresponds to 5 per cent significance level; ADF and KPSS unit root tests are calculated 

including the intercept in the test equation; The null hypothesis is “lnGDPWt has a unit root” for ADF test and 
“lnGDPWt is stationary” for KPSS test. 
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Tab. 5 – Pedroni and Kao Panel Cointegration Tests 

 Argentina Brazil Canada China France Germany Indonesia Italy Malaysia Netherlands Spain Thailand UK USA 

Pedroni test               

Panel v-

Statistic 
-29.33 

(0.97) 
-124.45  

(0.94) 
-124.53 

(0.99) 
-18.20 

(0.99) 
-407.64 

(0.99) 
-144.49 

(0.99) 
-12.27 

(0.99) 
-100.74 

(0.99) 
-27.00 

(0.99) 
-127.79 

(0.99) 
-123.63  

(0.96) 
-27.88 

(0.95) 
-131.04 

(0.99) 
-178.31 

(0.99) 

Panel ρ-

Statistic 
-0.44 

(0.74) 
0.18  

(0.34) 
1.47  

(0.70) 
-1.96 

(0.69) 
1.12  

(0.89) 
0.95  

(0.79) 
-0.23 

(0.36) 
-3.35 

(0.49) 
1.98  

(0.96) 
2.31   

(0.87) 
1.81  

(0.98) 
-1.50 

(0.30) 
0.95  

(0.54) 
-1.50 

(0.14) 

Panel pp-

Statistic 
-5.10 

(0.00) 
-2.65 

(0.00) 
-1.76 

(0.00) 
-14.95 

(0.00) 
-1.55 

(0.01) 
-2.25 

(0.00) 
-3.63 

(0.00) 
-14.42 

(0.00) 
-0.49 

(0.25) 
2.38   

(0.04) 
-0.38 

(0.82) 
-7.12 

(0.00) 
-2.29 

(0.00) 
-7.07 

(0.00) 

Panel adf-

Statistic 
-2.00 

(0.03) 
-2.48 

(0.00) 
-2.33 

(0.08) 
-5.45 

(0.00) 
0.42  

(0.06) 
-1.05 

(0.00) 
0.32  

(0.00) 
-5.32 

(0.02) 
-3.11 

(0.06) 
2.93  

(0.00) 
-0.73 

(0.74) 
-4.89  

(0.02) 
2-35 

(0.00) 
-3.09 

(0.00) 

Group ρ-

Statistic 
2.59  

(0.99) 
1.12  

(0.87) 
3.06  

(0.99) 
2.93  

(0.99) 
2.53  

(0.99) 
2.72   

(0.99) 
1.45  

(0.93) 
1.43  

(0.92) 
3.05   

(0.99) 
2.61   

(0.99) 
3.45 

(0.99) 
1.15   

(0.87) 
2.05  

(0.98) 
-0.03 

(0.49) 

Group pp-

Statistic 
-1.11 

(0.13) 
-3.22 

(0.00) 
-0.33 

(0.37) 
-1.13 

(0.13) 
-2.08 

(0.02) 
-3.12 

(0.00) 
-3.91 

(0.00) 
-4.56 

(0.00) 
-1.53 

(0.06) 
-0.25  
(0.40) 

1.55 

(0.94) 
-3.49   

(0.00) 
-4.21 

(0.00) 
-8.80 

(0.00) 

Group ADF-

Statistic 
-1.15 

(0.13) 
-2.15 

(0.02) 
-0.18 

(0.43) 
-1.11 

(0.13) 
-0.72 

(0.23) 
-1.20 

(0.11) 
-2.02 

(0.02) 
-0.53 

(0.30) 
0.09  

(0.54) 
-1.09  
(0.14) 

1.34 

(0.91) 
-1.57   

(0.06) 
2.10  

(0.02) 
-3.86 

(0.00) 

               

Kao test               

ADF-Statistic 
-3.23 

(0.00) 
-4.05 

(0.00) 
-2.45 

(0.00) 
0.21  

(0.41) 
-5.15 

(0.00) 
-3.13 

(0.00) 
-2.37 

(0.00) 
-6.98 

(0.00) 
-4.56 

(0.00) 
-3.50  
(0.00) 

-3.49 

(0.00) 
1.14   

(0.13) 
-3.76 

(0.00) 
-0.56  

(0.29) 
Notes: The panel statistics are the within-dimension statistics while group statistics are between-dimension ones; The null hypothesis is no cointegration;  p-values in parenthesis; 

User-specified lag length is equal to 1, with Brazil, Spain, Thailand and the USA as the only exception with a lag length equal to 2; Trend and intercept options: “deterministic 
trend and intercept” for all countries. 
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Tab. 6 – Panel Granger causality test  

  Short-run Long-run Strong causality  

  ΔlnXit ΔlnRPit ΔlnGDPWt ECT ECT/ΔlnXit ECT/ΔlnRPit ECT/ΔlnGDPWt 

Argentina 
ΔlnXit - 10.33*** 0.06 2.93* - 6.14*** 6.14 

ΔlnRPit 1.19 - 12.26*** 11.11*** 5.70*** - 6.72*** 

Brazil 
ΔlnXit - 0.29 5.08** 51.57*** - 43.80*** 31.08*** 

ΔlnRPit 0.49 - 11.86*** 10.34*** 5.20** -  25.50*** 

Canada 
ΔlnXit - 5.36** 2.61 18.77*** - 24.78** 14.42*** 

ΔlnRPit  0.20 - 0.03 0.68 0.46 - 1.06*** 

France 
ΔlnXit - 1.18 5.33** 9.13*** - 4.63** 12.78*** 

ΔlnRPit 4.88** - 2.48 4.69** 3.27* - 2.83* 

Germany 
ΔlnXit - 2.08 3.11* 25.79*** - 13.04*** 12.97*** 

ΔlnRPit 0.14 - 0.87 29.94*** 16.19*** - 15.11*** 

Indonesia 
ΔlnXit - 0.28 0.07 4.49** - 8.55*** 4.04** 

ΔlnRPit 0.24 - 0.48 27.19*** 37.01*** - 16.17*** 

Italy 
ΔlnXit - 15.04*** 1.87 7.76*** - 8.21*** 5.99*** 

ΔlnRPit 1.43 - 0.24 1.67 10.63*** - 0.85 

Malaysia 
ΔlnXit - 0.80 2.79 10.11*** - 7.01*** 6.23*** 

ΔlnRPit 0.06 - 6.89** 11.30*** 7.55*** - 8.92*** 

Netherlands 
ΔlnXit - 4.64*** 0.63 13.94*** - 9.71*** 7.12*** 

ΔlnRPit 0.29 - 2.58 26.58*** 33.08*** - 14.33*** 

Spain 
ΔlnXit - 1.81 1.76 20.68*** - 11.34*** 10.36*** 

ΔlnRPit 0.00 - 1.33 24.92** 108.28*** - 13.20*** 

Thailand 
ΔlnXit - 3.24* 0.06 13.75*** - 9.43*** 7.52*** 

ΔlnRPit 0.07 - 8.74*** 12.24*** 8.72*** - 9.03*** 

UK 
ΔlnXit - 0.11 0.00 14.56*** - 13.18*** 7.71*** 

ΔlnRPit 1.55 - 5.30** 23.71*** 20.49*** - 12.09*** 

USA 
ΔlnXit - 10.65*** 1.25 33.29*** - 17.89*** 32.01*** 

ΔlnRPit 31.74*** - 2.29 38.28*** 50.83*** - 28.84*** 

Notes: *(**)[***] indicates significance at 10(5)[1] per cent level. 
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Tab. 7 – Long-run estimates of Equation (2a)  

 Argentina Brazil Canada France Germany Indonesia Italy Malaysia Netherlands Spain Thailand UK USA 

lnRPit -0.72*** -0.75*** -0.27 -0.54*** -0.50*** -0.81*** -0.49*** -0.69*** -0.52*** -0.82*** -0.92*** -0.75*** -0.12 

 (0.18) (0.17) (0.19) (0.12) (0.14) (0.16) (0.17) (0.18) (0.10) (0.15) (0.18) (0.15) (0.17) 

lnGDPWt 2.00*** 2.89*** 1.45*** 0.69*** 1.84*** 2.06*** 1.63*** 1.71*** 0.83*** 2.23*** 2.76*** 0.61*** 1.15*** 

 (0.52) (0.43) (0.23) (0.16) (0.21) (0.58) (0.25) (0.35) (0.22) (0.29) (0.55) (0.16) (0.19) 

Constant -5.58 -13.91*** 1.83 11.03*** -1.08 -7.66 0.19 -2.72 9.80*** -6.21* -13.36** 10.89*** 6.35*** 

  (5.44) (4.76) (2.37) (1.75) (2.34) (6.26) (2.80) (3.67) (2.42) (3.27) (6.12) (1.86) (1.99) 

Notes: Standard errors in parentheses; *(**)[***] indicates significance at 10(5)[1] per cent level. 
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FIGURE 
 

Figure 1 - Positioning of the sample countries in terms of AUV and price elasticity, years 1992- 2011 

 
 

 
Notes: Estimated values of price elasticities are provided in Table 7; the size of the circles is given by the 

average market share in volumes in the period 1992-2011; dotted circles indicate not statistically 

significant estimates. 
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APPENDIX  
Tab. A1 – Detail of the Food products according to the SITC Classification Rev. 3 

 Commodity Code and Description  

01 MEAT, MEAT PREPARATIONS  

 011 Bovine meat 

 012 Other meat, meat offal 

 016 Meat, Offal, Dry, Salted, Smoked 

 0171 Extracts and juices of meat, fish, crustaceans or mollusks 

 0172 Sausages and similar products, of meat, meat offal or blood 

 0173 Liver of any animal, prepared or preserved 

 0174 Meat and offal (other than liver) of poultry  

 0175 Meat and offal (other than liver) of swine 

 0176 Meat and offal (other than liver) of bovine animals 

02 DAIRY PRODUCTS, BIRD EGGS  

 022 Milk and cream 

 023 Butter, other fat of milk 

 024 Cheese and curd 

 025 Eggs, birds, yolks, albumin 

05 VEGETABLES AND FRUITS  

 054 Vegetables 

 056 Vegetables, prepared, preserved 

 057 Fruits, nuts with the exclusion of  oil nuts 

 058 Fruits, prepared, preserved 

 059 Fruits, vegetables juices 

06 SUGAR, HONEY  

 061 Sugars, molasses, honey 

 062 Sugar confectionery 

07 COFFEE, TEA, COCOA, SPICES  

 071 Coffee, coffee substitute 

 072 Cocoa 

 073 Chocolate and other cocoa preparation 

 074 Tea and mate 

 075 Spice 

09 EDITABLE PRODUCTS PREPARATIONS 

 0981 Homogenized food preparation 

 0984 Sauce, seasoning, condiment 

 0985 Soups and broths and preparations 

 0986 Yeasts (active or inactive) 

 09891 Pasta, cooked or stuffed; couscous 

 09893 Food preparations for infant use, put up for retail 

 09894 Malt extract 

 09899 Other food preparations 

Notes: Only 3 and 4 digit level goods are used in the empirical analysis; commodity code is in bold.  

 


