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For Truth and Realism in Management Research
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Is truth a research goal and regulative ideal that is appropriate for management research?
Is realism an appropriate philosophical foundation for management research? This article
answers in the affirmative on both of these questions by (a) using historical method to
develop the four fundamental tenets of scientific realism, (b) using the historical material
to show how some management writers have presented a historically false view of scien-
tific realism, (c) developing a scientific realist model of truth, and (d) using trust as a
foundation, arguing for truth and realism in management research.
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Are truth and objectivity appropriate
research goals and regulative ideals for
social constructivists in administrative sci-

ence? Meckler and Baillie (hereafter, M&B; 2003a)
revisited the, much discussed, truth and objectivity
questions and argued that “neither the strong positiv-
ist nor strong constructivist perspective is quite cor-
rect” (p. 274). They then “propose a ‘middle way’
between the postmodern rejection of notions of truth
and objectivity and [the strong positivist position]”
(p. 274). Their “middle way” entails, among other
things, adopting a form of the correspondence theory
of truth and employing the work of Searle (1995), who
contrasted (a) epistemic objectivity with epistemic
subjectivity and (b) ontological objectivity with onto-
logical subjectivity. This approach, argued M&B,
enables them to agree with constructivists that many
of the knowledge claims in social science deal with
ontologically subjective entities (e.g., money, profits,
etc.), while maintaining that such an ontological sub-

jectivity implies neither abandoning truth nor adopt-
ing the epistemic subjectivity of relativism and
postmodernism. Rather, they concluded, “the claims
of organizational science can be true in the sense of
expressing epistemically objective facts while
acknowledging that the realm of [i.e., the entities stud-
ied in] organizational science as a whole is [are] onto-
logically subjective” (p. 283).

The commentaries by Gioia (2003) and Lounsbury
(2003), when joined with the reply of M&B (2003b),
provide a useful reminder of the chasm that separates
constructivist researchers from others in administra-
tive science. Gioia (2003) accused M&B of “ravag-
ing . . . a hapless straw man” and using “interesting
linguistic gymnastics” that have “trivialized even the
notion of truth itself” and “prostitute[d] Weick’s trea-
tise” (pp. 285, 287). For Gioia, M&B’s “apparently
well-intended, but dishearteningly misguided effort”
appears to be “yet another thinly disguised attempt to
bring interpretivism under positivism’s wing,” and he
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urged them to “give up the attempt” (pp. 285, 286,
291). Similarly, Lounsbury (2003) accused M&B of
being “anti-social constructivists” who “distort the
work of Astley” (p. 293). Furthermore, M&B “use
pompous language” and “seem quite unsympathetic
to social constructivist approaches” (Lounsbury, 2003,
p. 293). Constructivist approaches, for Lounsbury
(2003), are the result of “incommensurable para-
digms” (p. 295), and he recommended that “instead of
looking for ways to make various approaches com-
mensurable, as suggested by M&B (2003a), it would
be much more fruitful to celebrate and engage in the
plurality of styles” (p. 297).

M&B (2003b), in their reply, claimed that they
“came to praise social constructionism, not to bury it.”
Specifically, they wish to save “it from some social
constructionists who saddle it with implausible
claims regarding relativism, truth, and objectivity”
(p. 299). Among the many points they made, they dis-
puted Lounsbury’s claim of incommensurability, for
“if two paradigms are incommensurable, then it is log-
ically impossible for their claims to disagree with each
other” (p. 300). Furthermore, M&B argued that their
middle way shows “how constructivists can fully
reclaim notions of truth and objectivity and eschew
the obnoxious and intellectually fraudulent habit of
putting these terms in scare quotes” (p. 301). M&B
closed their reply by agreeing that “social reality is a
constructed reality” and arguing that “we don’t need
to treat social structures as if they were real, because
they are real” (p. 303; italics in original).

Three observations on the truth and objectivity
debate motivate this article. First, note that Gioia
(2003), again and again, described M&B’s view as the
nefarious “positivist” approach. This is despite the
fact that M&B’s approach is not appropriately
described as positivist, as pointed out in this journal
by Hunt (1994) and acknowledged elsewhere by
Azevedo (2002), McKelvey (1999, 2002), and
Moldoveanu and Baum (2002). As Baum and Rowley
(2002) pointed out,

Much of the “paradigm war” has been driven by mis-
taken views of positivism (e.g., that it is synonymous
with quantitative methods, determinism, reification,
and causal laws), as well as by ignorance of philoso-
phers’ abandonment of both positivism and relativism
as incoherent decades ago. (p. 20)

Alas, despite some progress, the rhetoric of positivism
bashing identified in Hunt (1994) continues.

Second, note also that the approach advocated by
M&B drew heavily on the realist philosophy of Searle
(1995), who maintained that “realism and a corre-
spondence conception [of truth] are essential presup-
positions of any sane philosophy, not to mention of
any science” (p. xiii). Thus, M&B’s approach seems
inappropriately described as a middle way between
the strong positivist and strong constructivist views,
for Searle and other realist philosophers do not posi-
tion scientific realism as between positivism and
constructivism.

Third, M&B argued for truth using the standard,
Tarskian biconditional approach (Tarski, 1956); that is,
using M&B’s example, “Portland is rainy in January”
is true if and only if Portland is rainy in January. For
Tarski (and much of philosophy after Tarski’s seminal
work), what is within the quotes refers to a linguistic
expression, and what is italicized is independent of
the language used to form the linguistic expression;
that is, “A statement (proposition, belief, . . .) is true if
and only if what the statement says to be the case actu-
ally is the case” (Alston, 1996, p. 6). Gioia’s (2003)
claim is unwarranted that M&B’s starting from a
Tarskian biconditional stance results in a so-called
trivialized notion of truth. However, I argue in this
article that there is much more that modern versions of
realism, such as those associated with Boyd (1984),
Harré (1986), Leplin (1984), Levin (1984), Manicas
(1987), McMullin (1984), Niinuluoto (1999), and Siegel
(1983, 1987) can offer with regard to explicating the
concept of truth.

Therefore, the purpose of this article is to extend the
analysis of M&B on the role of truth in administrative
science.1 In a manner similar to Hunt’s (1994) sum-
mary of the historical development of logical positiv-
ism, I begin by providing a ruthlessly brief overview
of the historical development of scientific realism. The
overview will conclude with four theses that, I argue,
serve as the fundamental tenets of scientific realism:
classical realism, fallibilistic realism, critical realism,
and inductive realism. I use this historical material to
show how some advocates of scientific realism in the
management literature, for example, Godfrey and Hill
(1995), have presented a historically false view of sci-
entific realism. Next, I develop and argue for a model
of truth and scientific realism that is based on induc-
tive realism’s focus on the successes and failures of
empirical tests. To illustrate the model, I use an exam-
ple from the recent assessment by David and Han
(2004) of the empirical support for the transaction-cost
economics approach to strategic management. By
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using this example, I aim to encourage future writers
to move beyond exemplars such as “Portland is rainy
in January” and move toward instances of actual man-
agement research. Finally, using the importance of
trust as a foundation, I argue for truth and scientific
realism.

HISTORICAL DEVELOPMENT
OF SCIENTIFIC REALISM

From the very beginnings of the scientific revolu-
tion in the 16th century, science and philosophy were
closely related.2 Indeed, prior to the 19th century, sci-
ence was a branch of philosophy, and scientists were
referred to as “natural philosophers.” However, this
situation changed in the latter half of the 19th century
when philosophy came to be dominated by Hegel
(1770-1883) and his idealism: “He ruled the philo-
sophical world as indisputably as Goethe the world of
literature, and Beethoven the realm of music”
(Durant, 1954, p. 222). Hegel’s idealism was hostile to
mathematics and unsympathetic to science. Its central
tenet was that the external world does not exist unper-
ceived: “All reality is mental (spiritual, psychical).
Matter the physical, does not exist” (Angeles, 1981,
p. 120). Thus, Hegel’s so-called identity of reason and
reality denied the existence of tangible objects (e.g.,
rocks and trees) and proclaimed only reason to be real.

Hegelian idealism’s dominance in philosophy
began to crack at the turn of the century from the
efforts of G. E. Moore (1873-1958) and Bertrand Rus-
sell (1872-1970), who offered three major arguments
against idealism: First, idealism confuses the act of
perception with the object being perceived. When the
object of a mental act is distinguished from the aware-
ness of it, there is no reason to deny the existence of the
object independently from its being perceived. Sec-
ond, idealism uses the concept real in ways that violate
principles of intelligible discourse; that is, the mean-
ing of the term real derives from such exemplars as
“this table exists.” Denying the fundamental exam-
ples that give meaning to a term, while continuing its
use in other contexts produces unintelligible speech.
Third, idealism constitutes sophistry, for the behav-
iors of idealists are inconsistent with their stated
beliefs. Although they claim that objects such as chairs
do not exist, when entering rooms, idealists approach
and sit on chairs, just as if they believe such chairs do
exist. The philosophy that Moore and Russell argued
for was, in today’s terminology, classical or common-

sense realism, whose central tenet is that the external
world of tangible objects exists independent of
perception.

The second crack in idealism’s philosophical hege-
mony developed from a discussion group at the Uni-
versity of Vienna that was formed in 1907 by the math-
ematician Hans Hahn, the physicist Philipp Frank,
and the social scientist Otto Neurath. By the 1920s, the
so-called Vienna Circle group had added other physi-
cists, including Moritz Schlick (1882-1936), who had
studied under Max Planck and who had already
received acclaim for his interpretations of Einsteinian
relativity. Under Schlick’s leadership, the Vienna Cir-
cle sought a philosophy that would (a) heal the rift
between science and philosophy and (b) provide a
means for interpreting quantum mechanics. The phi-
losophy they developed, logical positivism, was not
opposed to the commonsense realism of Moore and
Russell. Indeed, the positivists were allies with the
realists in their philosophical battles with advocates of
Hegelian idealism. Schlick’s (1932/1959) classic arti-
cle on the foundations of logical positivism framed the
idealism-realism question as “If the phrase ‘external
world’ is taken with the signification it has in every-
day life, . . . [then] are there in addition to memories,
desires, and ideas also stars, clouds, plants, animals,
and my own body?” He answered: “It would be sim-
ply absurd to answer this question in the negative”
(p. 101). Therefore, “logical positivism and realism are
not in opposition; whoever acknowledges our
fundamental principle must be an empirical realist”
(p. 107).

However, if the logical positivists had no problems
with according reality status to tangible, observable
entities, they strongly questioned giving such status to
any so-called transcendent world that allegedly stood
behind the observable world, but about which noth-
ing could be verified by observational means. Because
the positivists’ verifiability principle equated the
meaningfulness of a proposition with the possibility
of its verification, for Schlick (1932/1959),

The denial of the existence of a transcendent external
world would be just as much a metaphysical state-
ment as its affirmation. Hence, the consistent empiri-
cist does not deny the transcendent world, but shows
that both its denial and affirmation are meaningless.
(p. 107)

A major reason the positivists questioned the
meaningfulness of any proposition in which transcen-
dent or unobservable concepts are included is that
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they believed that this was the best interpretation of
quantum mechanics. Understanding how they came
to this conclusion requires at least some understand-
ing of the world implied by quantum mechanics—a
world that is anything but commonsensical.

Quantum Mechanics,
Realism, and Positivism

The development of quantum mechanics began
with attempts to solve the so-called black body prob-
lem at the turn of the century. A black body is one that
perfectly absorbs and then reemits all radiation falling
on it. In the smoothly continuous world of classical
physics, the radiation emitted from a black body
would also be perfectly continuous. Max Planck, how-
ever, proposed in 1900 that the radiant energy emitted
takes place only in the form of discrete packets, which
he called energy quanta. Electromagnetic radiation,
he proposed, is made up of a whole number of packets
of energy, with each packet having the energy hv,
where h is Planck’s constant and vis the frequency of
oscillation. Einstein used Planck’s idea of energy
quanta in 1905 to discredit the (then firmly estab-
lished) view that light is fundamentally wavelike. He
theorized that construing light as being made up of
individual particles or photons would explain how
electrons are emitted from metals by an incident beam
of light. Thus was born what has become known as the
wave-particle duality: light is simultaneously
wavelike and particle-like.

In 1911, Ernest Rutherford developed his solar sys-
tem model of the atom, in which negatively charged
electrons orbit a positively charged, nuclear so-called
sun. His model, however, had a major problem: If elec-
trons could occupy any of the infinite number of possi-
ble orbits, they would spiral ever closer to the nucleus,
and the atom would be unstable. A young Dane, Niels
Bohr, solved this problem by applying quantum the-
ory. He theorized that electrons could occupy only dis-
crete orbits around the nucleus, and he used Planck’s
constant to identify those specific orbits that would be
possible. In 1923, Lewis de Broglie proposed that all
subatomic particles, not just photons, are actually
wave particles and developed equations that con-
nected the energy and momentum of any such particle
with the frequency of its associated wave. Erwin
Schrödinger then used de Broglie’s ideas in 1926 as a
basis for accommodating the wave-particle duality
through his justly celebrated wave-function equation.
In 1927, Heisenberg proposed his indeterminacy prin-

ciple: the experimental act of investigating the posi-
tion (momentum) of a subatomic particle necessarily
destroys the possibility of measuring its momentum
(position) to arbitrary accuracy. At the limit, if one
knows precisely where any subatomic particle is, one
has absolutely no idea what it is doing. Dirac then
used wave mechanics in 1928 to develop quantum
field theory. If interrogated in a particle-like way, the
formalism of quantum field theory gives probability
predictions of particle behavior; however, if
interrogated in a wavelike way, the theory gives
probability predictions of wavelike behavior.

Since the late 1920s, predictions of quantum
mechanics have been confirmed in thousands of
experiments. Given its radical break with classical
mechanics, its interpretation prompted a great debate
between Einstein, who argued for a realist interpreta-
tion, and Bohr, who, influenced by the Vienna Circle,
argued for a positivist view. Bohr and his positivist
allies developed an interpretation of quantum
mechanics that is now referred to as the Copenhagen
interpretation, which is often used interchangeably
with instrumentalist interpretation and positivist
interpretation. Its basic premise is that what we can
know about the quantum world is only the effects we
can observe after an intervention. As Bohr put it, “The
entire formalism is to be regarded as a tool for deriving
predictions . . . under experimental conditions” (Bohr,
quoted in Polkinghorne, 1984, p. 79); that is, the uncer-
tainty described in Heisenberg’s principle does not
reflect science’s ignorance of the laws of nature—
uncertainty is a law of nature. Prior to an act of mea-
surement (observation) it is meaningless speculation
even to talk about where a subatomic particle really is,
or its momentum, or the direction of its spin. All
particles exist in a superposition of potential states.

Einstein and his realist allies attacked the Copenha-
gen view with appeals to rhetoric (e.g., Einstein’s
famous claim that God does not “play dice” with the
universe), so-called hidden variable theories that pos-
ited entities standing behind the wave-particle duality
(e.g., Bohm’s hypothesized “pilot wave”), and numer-
ous thought experiments. Of the thought experiments
that attempted to undermine the view that uncer-
tainty is a law of nature, Einstein’s most famous one,
with Boris Podolsky and Nathan Rosen (hence the
“EPR” experiment), argued that quantum mechanics
implied, at times, that the information that a particle is
being investigated would be transmitted instanta-
neously to a second particle. Because speeds in excess
of the speed of light are impossible, argued EPR, quan-
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tum mechanics violates “local reality” and must be
deficient.

Bohr responded to Einstein’s rhetoric with the gen-
tle chide that it is not for scientists to prescribe to God
how He should run the world. As to the various hid-
den variable theories, Bohr and his positivist allies
argued that such theories were ad hoc and, in any case,
the hidden variables (e.g., Bohm’s so-called pilot
wave) seemed even more bizarre than the Copenha-
gen view. The Hungarian mathematician John von
Neumann then joined the argument and argued that
any hidden variable theory was bound to disagree
with some of the verified empirical results of quantum
mechanics’ experiments. After Bohr et al. had rebutted
Einstein’s thought experiments, John Bell in the 1960s
developed some experimentally testable conse-
quences of the EPR thought experiment. Since then,
the results of experiments have tended to favor the
Copenhagen interpretation: Einsteinian local reality
seems incorrect. As the realist philosopher Putnam
(1990) put it, “One cannot emphasize too strongly that
only a small minority—an extremely small minority—
feels any discomfort with the Copenhagen interpreta-
tion to the present day” (p. 8). Indeed, the positivist,
Copenhagen view, as unsettling as its nonrealistic
interpretation is to many, continues to reign supreme
among physicists.

Realism Since the 1930s

Realism suffered a heavy blow in the quantum
mechanics debate. However, beginning in the 1960s,
the so-called received view of the logical positivists as
to the nature of all theories (not just quantum mechan-
ics) began steadily losing ground to the realism now
generally referred to as “scientific realism” (Suppe,
1977), which is associated with such philosophers as
Maxwell (1962), Sellars (1963), Putnam (1962, 1990),
Bhaskar (1979), MacKinnon (1979), Siegel (1983, 1987),
McMullin (1984), Boyd (1984), Levin (1984), Leplin
(1984), Harré (1986), Manicas (1987), and Niinniluoto
(1999). However, there is no “grand theory” of science
to which all scientific realists ideologically adhere:
“Scientific realism is a majority position whose advo-
cates are so divided as to appear a minority” (Leplin,
1984, p. 1). The absence of a scientific realist grand the-
ory of science notwithstanding, Hunt (1990, 2003)
argued that four theses serve as the fundamental ten-
ets of scientific realism: classical realism, fallibilistic
realism, critical realism, and inductive realism.

Classical realism holds that the world exists inde-
pendently of its being perceived. This is the “external
realism” advocated by Searle (1995), who is cited by
M&B (2003a). For Searle (1995), “The world (or alter-
natively, reality or the universe) exists independently
of our representations of it” (p. 150). Contrasted with
idealism and postmodernist relativism, classical real-
ism maintains that there really is something “out
there” for science to theorize about. Nonetheless, sci-
entific realism rejects direct realism, which holds that
knowledge about external objects can be known with
certainty because our perceptual processes necessar-
ily result in a veridical representation of external
objects (Hooker, 1985). Scientific realism, in contrast,
argues for fallibilistic realism, which maintains that,
though the job of science is to develop genuine knowl-
edge about the world, such knowledge will never be
known with certainty: there is no “God’s eye” view.
Similarly, critical realism, recognizing the fallibility of
our perceptual (measurement) processes, maintains
that science must critically evaluate and test its knowl-
edge claims to determine their truth content. Finally,
inductive realism maintains that “the long-term suc-
cess of a scientific theory gives reason to believe that
something like the entities and structure postulated
by the theory actually exists” McMullin (1984, p. 26).

Because the logical positivists believed that sci-
ence’s implicit acceptance of inductive realism in the
19th century had wrongly encouraged it to believe in
the absolute truth of Newtonian mechanics, they
rejected inductive realism and accepted Humean
skepticism’s position with respect to unobservable
constructs (McMullin, 1984; Stove, 1982; Suppe, 1977).
Scientific realism, in contrast, maintains that Humean
skepticism, which “denies that one can progress by
logical reasoning from perceptual experience to any
genuine knowledge of an external world” (Watkins,
1984, p. 3), is wrong headed. For scientific realism, the
positivists were “throwing out the baby with the bath
water.”

ON SCIENTIFIC REALISM AND
MANAGEMENT RESEARCH

Many management writers implicitly advocate a
form of scientific realism, and some do so explicitly.
An example of explicit advocacy is the work of
Godfrey and Hill (1995) (hereafter, G&H). They, quite
rightly, argued:
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According to realists, the scientific enterprise can give
us knowledge about the existence of unobservable
entities. Realists argue that when a theory that con-
tains unobservable entities is well corroborated by sci-
entific evidence, then we may have good reason for
believing that those unobservable entities have a cor-
respondence in reality. Thus, the realist believes that
we can make statements about the truth value of theo-
ries that contain unobservables—the more skeptical
logical positivist does not. (p. 520)

Unfortunately, however, the other arguments of
G&H for scientific realism are so historically incorrect
that the management discipline risks adopting scien-
tific realism for reasons that can easily be attacked by
antirealist writers of all kinds; that is, it risks a repeat
of the historically and philosophically uninformed
“paradigm wars” (Baum & Rowley, 2002). First, as the
preceding discussion shows, it is historically incorrect
for G&H to argue for scientific realism and against
logical positivism on the grounds that logical positiv-
ism “has been roundly attacked for its inability to han-
dle theories that rely on unobservable constructs, such
as quantum physics” (p. 524). Indeed, it would be
more accurate to say that logical positivism was
invented by the Vienna Circle to handle the
unobservable constructs in quantum physics. Fur-
thermore, the positivist interpretation of quantum
mechanics still dominates the views of physicists.

Second, it is historically false to claim that it “has
not helped the positivist cause that some of these theo-
ries, and particularly quantum mechanics, have been
spectacularly successful in making predictions that
are subsequently confirmed by empirical observa-
tion” (G&H, 1995, p. 524). Just the opposite is true: it
has helped the positivist cause enormously that quan-
tum mechanics has been spectacularly successful. If
(a) physics is the prototypical science, (b) quantum
mechanics is spectacularly successful, and (c) the posi-
tivist interpretation of quantum mechanics domi-
nates, then (d) should not all theories be interpreted
positivistically?

Third, it is historically false to maintain that “mod-
ern realism emerged in the twentieth century as the
dominant response to the philosophical problems that
quantum mechanics created for logical positivism”
(G&H, 1995, p. 523). Indeed, the more accurate state-
ment is exactly the reverse: Logical positivism
emerged in the early 20th century as the dominant
response to the philosophical problems that quantum
mechanics created for classical realism. As discussed,
scientific realism has developed since the 1960s

despite its problems with quantum mechanics. Even
today, when such antirealist philosophers as Fine
(1986) and Van Fraassen (1980) attack the realist view,
they associate it with the many failed attempts to find
hidden variables that stand behind the observed con-
sequences of experimental evidence supporting quan-
tum mechanics. Even today, advocates of realism—
including this one—admit that there is as yet no satis-
factory realist interpretation of such constructs as the
wave-particle duality.

Fourth, it cannot be argued cogently that “A strict
application of the [positivist] verificationist theory of
meaning to agency, transaction costs, and resource-
based theory would doom these theories to the realm
of metaphysics, along with the likes of quantum
mechanics” (G&H, 1995, p. 524). Even though the
dominant positivist interpretation of quantum
mechanics has its critics, no one can argue that it has
doomed quantum mechanics to metaphysics. There is
no reason, therefore, to suspect that interpreting man-
agement theories positivistically would doom them
either. Fifth, it cannot be argued cogently that if one
adopts the positivist view then “the derivation of nor-
mative rules for managerial action from such theories
constitutes an unscientific endeavor” (G&H, 1995,
p. 520). Practicing physicists use quantum mechanics
every day to make recommendations on everything
from transistors to fiber optics to nuclear fission. And
no one claims, nor should claim, that they are
unscientific in doing so.

In short, there are good grounds for management
researchers to adopt scientific realism. However, these
grounds do not include many of the arguments in G&
H (1995), and, thus, management researchers should
not use them as grounds for adopting realism as a
philosophical foundation for research.

A SCIENTIFIC REALIST
MODEL OF TRUTH

The preceding section introduced the four basic
tenets of scientific realism. This section develops a sci-
entific realist model of truth that focuses on the suc-
cesses and failures of empirical tests. To articulate the
model, I use an example from strategic management.
David and Han (2004) reviewed the transaction cost
economics (TCE) approach to strategic management,
identified its six core tenets, and assessed the extent to
which 308 empirical tests (found in 63 articles) sup-
port the core tenets of TCE. One tenet they examined
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was “As asset specificity increases, hybrids and hier-
archies become preferred over markets; at high levels
of asset specificity, hierarchy becomes the preferred
governance form” (p. 41). They reported that the 63
articles they reviewed contained 58 tests in which
asset specificity was the independent variable and the
choices of market, hierarchy, or hybrid were the
dependent variables (see their Table 3). Of the 58 tests,
32 (55%) supported the specificity tenet, 3 (5%) were
counter to the tenet, and 23 (40%) were not significant.
I used the findings of David and Han (2004) on the
asset specificity tenet, in particular, and the implica-
tions of their findings for TCE, in general, as
continuing examples to illustrate the scientific realist
model of truth.

The Model

Scientific realism, in viewing administrative sci-
ence as a truth-seeking enterprise, conceptualizes
truth as not an entity, but an attribute. It is an attribute
of beliefs and linguistic expressions. For example, it is
an attribute of such linguistic expressions as those
denoted by the labels theories, laws, propositions, and
hypotheses. Recall that the inductive realism tenet of
scientific realism maintains that the long-run success
of a theory gives reason to believe that something sim-
ilar to the entities and structure postulated by the the-
ory actually exists. Figure 1 is a model that explicates
the meaning of “Theory Xis likely true” and “Theory
Xis likely false” in the scientific realism approach to
science.3

Assume that Box 1 in Figure 1 contains the linguis-
tic expression denoted by transaction cost economics
theory or TCE. The TCE theory posits entities (e.g.,
assets, transaction-specific assets, market governance,
hierarchy, and hybrid), attributes of entities (e.g., the
identifiable characteristics or properties of assets,
transaction-specific assets, markets, hierarchies, and
hybrids), and structures (e.g., the proposition that, as
asset specificity increases, hybrids and hierarchies
become preferred over markets). The theory (i.e., TCE)
posits that the entities, attributes, and structures
referred to in Box 1 exist in the world external to the
theory (i.e., Box 3); that is, the linguistic expressions
that constitute the theory in Box 1 are about the world
in Box 3.

Path A, from Box 1 to Box 2, shows that some theory
(e.g., TCE) has certain implications or outcomes; that
is, the theory can be used to explain some phenomena
(e.g., “Why did Firm X use a hierarchical governance

mechanism?” “It did so because it had transaction-
specific assets and, therefore, it feared the opportun-
ism of market governance”). The theory can also be
used to predict some phenomena (e.g., “The relation-
ship between asset specificity and the adoption of
hybrids and hierarchies should be positive and signif-
icant”). The theory can also be used to suggest inter-
ventions (e.g., “If a new venture has high transaction-
specific assets, be wary of the potential opportunism
of venture partners and protect yourself
accordingly”).

Paths B and C show that the theory’s outcomes are
sometimes successful (Box 4) and sometimes not (Box
5). For example, as to explanations, some firms that
have transaction-specific assets are known to use hier-
archies (which would constitute explanatory suc-
cesses); however, others are known to use market gov-
ernance (which would constitute explanatory
failures). As to predictions, recall that David and Han
(2004) reported that, of the 58 tests with asset specific-
ity as the independent variable, 55% were successes
(Box 4) and 45% were failures (Box 5). As to interven-
tions, at times the suggestions of TCE are right (e.g.,
the venture partners are indeed not trustworthy and
the costs associated with protecting one’s firm are
warranted), and at times the suggestions are wrong
(e.g., the venture partners are trustworthy and the
costs of protecting one’s firm from potential oppor-
tunism are unwarranted). The successes and failures
are affected by the entities, attributes, and structures
that exist in the external world (Box 3), as shown by
Path D. In turn, the outcomes in Box 2 affect (by way of
Path E) the entities, attributes, and structures in Box 3
(e.g., when managers in firms interpret the outcomes
in Box 2 as supporting the truth of TCE, and this belief
then guides their future patterns of behavior).
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What, then, is the import of a high or low propor-
tion of successes (Box 4), and a low or high proportion
of failures (Box 5)? Paths F and G represent inferences
from a theory’s successes and failures to the truth con-
tent and falsity content of a theory. For scientific real-
ism, a high proportion of successes, relative to failures,
gives reason to believe that something similar to the
entities, attributes, and structures posited by the the-
ory in Box 1 (e.g., the tenets of TCE) actually exist in
the world external to the theory (i.e., they exist in Box
3); that is, we infer that something similar to the theory
posited in Box 1 is likely true. The “something like,”
then, equates with TCE being “approximately true” or
“having truth content.” From a high proportion of fail-
ures, relative to successes, we infer that something
similar to the theory (e.g., again, TCE) is likely false. In
a sense, Paths F and G depict a “weighing” of evi-
dence, as Bunge (1967, p. 319) so aptly put it. However,
scientific realism, as a theory of science, does not
imply that “a high proportion of successes, relative to
failures” means “true with probability ‘p’.” Likewise,
it does not imply that “a high proportion of failures,
relative to successes” means “false with probability
‘p’.” Indeed, most scientific realists are highly skepti-
cal of efforts that attempt to apply the logic of proba-
bility to the weighing of evidence involved in the
empirical testing of theories. In addition, the realist
approach to truth does not equate truth with truth with
certainty. As the realist Siegel (1983) put it, “To claim
that a scientific proposition is true is not to claim that it
is certain; rather, it is to claim that the world is as the
proposition says it is” (p. 82).

Returning to the study by David and Han (2004) on
the tenets of TCE, note that the authors framed their
conclusions consistent with scientific realism. They
found that, as an independent variable, asset specific-
ity seemed to fare best: “This construct was quite suc-
cessful at predicting the make-vs.-buy choice (58%),
and was even better at predicting the degree of inte-
gration between independent buyers and sellers
(79%)” (p. 52). Furthermore, their findings regarding
uncertainty as an independent variable showed that it
fared poorly: “In fact, there was almost as much evi-
dence that increasing uncertainty led to results in the
opposite direction predicted by the theory (e.g.,
towards less integrated governance forms)” (p. 52;
italics in original). Moreover, when they, as scientific
realism puts it, “weighed” the total empirical evi-
dence, they found overall support to be at 47%, and
they concluded:

We found this [47% support] surprising, especially
given our conservative sampling methodology (i.e.,
selecting only published journal articles with clear
and direct relevance to TCE). We expected that a the-
ory of such prominence and disciplinary-spanning
power would have clear-cut support. (p. 51)

Therefore, David and Han (2004) disagreed with
Williamson’s claim (1996) that “Transaction cost eco-
nomics is an empirical success story” (p. 55). Indeed,
for them, the empirical evidence to date shows TCE to
be on “shaky ground” (David & Han, 2004, p. 55).

On The Scientific Realist Model of Truth

Readers should note that truth is an attribute of
beliefs and linguistic expressions, it is not an entity in
the external world (i.e., truth is not in Box 3 in Figure
1). Therefore, truth is not an entity that researchers do
(or can) study. To treat truth as an entity in Box 3 is to
engage in reification, that is, it is “to postulate as an
entity fallaciously” (Levin, 1991, p. 57). For example,
with regard to truth, Anderson (1988) asked, “Indeed,
how would we know truth even if we held it in our
hands?” (p. 404). His query is (one suspects) meant to
be taken as just an instance of colorful, relativist rheto-
ric. Nevertheless, his reification of truth vividly illus-
trates the conceptual danger of treating an
unobservable, intangible concept, such as truth, as if it
referred to an observable, tangible object, such as an
apple. By wrongly leading us to believe that truth
could be held in our hands, his reification of truth,
absurdly, leads us to inquire how we could recognize
it with our eyes.4

A common accusation by relativists is that those
holding that science should seek true theories must
also reify truth. For example, Zinkhan and Hirscheim
(1992) maintained that those who hold truth in high
regard must assume that “there is an immutable truth
out there which scientists can study” (p. 83). However,
they provided no quotations of realists or any other
evidence of instances of reification—and for good rea-
son: it is likely that no such evidence exists. Truth for
scientific realists is not an entity for study, let alone, an
“immutable” entity.

The scientific realist model of truth in Figure 1
prompts several observations. First, the model seems
consistent with the kind of arguments advanced in the
review of TCE by David and Han (2004).5 This is
unsurprising, for many philosophers of science, as
well as most philosophically oriented social science
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researchers, believe that only some version of realism
can explain the actual workings of science without
reducing it to a shameful charade. For example,
because no rational person searches for the character-
istics of a nonexisting entity, what other than the war-
ranted belief that the entity labeled transaction-specific
assets exists could motivate the search for whether
such assets prompt firms to adopt hybrids and hierar-
chies? Are we to believe that researchers say to
themselves:

Even though I do not believe in the existence of trans-
action-specific assets, I shall pretend they exist and
then pretend to investigate whether such assets
impact on the decision to adopt hybrids and hierar-
chies, whose existence I also shall pretend to believe
in?

Although disingenuous activities do take place in sci-
ence, scientific realism maintains that the totality of
physical and social science is not best described as an
elaborate charade.

Second, the scientific realist model of truth is incon-
sistent with logical positivism and logical empiricism.
Even though the logical positivists and logical
empiricists held truth in high regard, both were under
the spell of Humean skepticism with respect to induc-
tion (Stove, 1982). Therefore, both refused to counte-
nance the real existence of entities that were, in princi-
ple, unobservable. Because, for the logical empiricists,
only observables are real, the concept of transaction-
specific assets must be simply a shorthand way of talk-
ing about a collection of observable entities; that is, the
logical empiricists made a sharp distinction between
theoretical terms and observation terms, with only the
latter referring directly to some aspect of the world.
Theoretical terms would have to be given meaning by
being defined through so-called correspondence rules
with observation terms. However, this posed a major
problem for the logical empiricists: the problem of the-
oretical dispensability. Called the “theoretician’s
dilemma” by Hempel (1965), the first one half of the
dilemma is as follows: If all theoretical terms can be
defined through correspondence with observation
terms, and if the purpose of science is to determine
relationships among observation terms, then theoreti-
cal terms are unnecessary in science. The second half
of the dilemma is as follows: If theoretical terms can-
not be defined through correspondence with
observation terms, then theoretical terms are
meaningless and, surely, are unnecessary in science.

For scientific realism, the theoretician’s dilemma is
no dilemma at all. Scientific realism dismisses the the-
oretical term and/or observation term dichotomy as a
false dichotomy; that is, scientific realism acknowl-
edges that all the terms in a theory are, properly speak-
ing, theoretical terms. The expression theoretical term
means nothing more than “a term in a theory.” For sci-
entific realism, some terms in a theory may denote
something more observable, more detectable, more
easily measurable than other terms. In fact, some
terms may denote nothing, in principle, observable at
all. However, all the terms in a theory (excepting, of
course, mathematical and logical terms) can legiti-
mately claim to denote the existence of some entity,
such claims being based on (a) the senses (classical
realism) and/or (b) the success of a theory (inductive
realism).

Third, the model in Figure 1 is inconsistent with
strict falsificationism. As were the logical empiricists,
Popper (1972) was strongly influenced by Humean
skepticism (Stove, 1982). For Popper (1972),

I regard Hume’s formulation and treatment of the log-
ical problem of induction . . . as a flawless gem . . . a
gem of priceless value . . . a simple, straightforward,
logical refutation of any claim that induction could be
a valid argument, or a justifiable way of reasoning.
(pp. 86, 88; italics added)

Thus, Popper (1972), by claiming that all positive
results of a theory test are irrelevant to science (not a
justifiable way of reasoning), fell into a form of
irrationalism (Stove, 1982). In terms of Figure 1,
falsificationism would maintain that, whereas the
inferences of Path F are not a justifiable way of reason-
ing, the inferences of Path G are justifiable. The scien-
tific realist model of truth—in accord with, I argue, the
actual practice of science—maintains that Paths F and
G are defensible.

FOR TRUTH AND
SCIENTIFIC REALISM

The preceding shows how scientific realism
approaches the concept of truth. I turn now to arguing
for truth as a research objective and regulative ideal in
management research. The argument is based on
trust. What is trust? Trust exists when one has confi-
dence in another’s reliability and integrity (Hosmer,
1995; Morgan & Hunt, 1994; Pearce, 2001; Rousseau,
Sitkin, Burt, & Camerer, 1998). In turn, the confidence
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of the trusting party in the trustworthy party’s reliabil-
ity and integrity is associated with the belief that the
trustworthy party has such attributes as being consis-
tent, competent, honest, fair, helpful, and benevolent.
In organizational behavior, the study of so-called
norms of trust is considered a characteristic that dis-
tinguishes management theory from organizational
economics (Barney, 1990; Donaldson, 1990).

What is the relationship between trust and scien-
tific realism? Realist philosophy of science views trust
as a key construct for understanding the dynamics of
scientific disciplines. Trust is essential in science
(indeed in all disciplines) because scientific knowl-
edge is a shared form of knowledge; it is shared with
its clients. The clients of academic management
researchers include not just other academics but also
practicing managers, students, government officials,
and the public in general. In essence, all researchers
who share their research with others state implicitly:
“Trust me.” One consequence of the importance of
trust in science concerns those whose research projects
are guided by philosophies maintaining that no
research “touches base”—Path D in Figure 1—with a
reality external to the researcher’s own linguistically
encapsulated theory, or paradigm, or research tradi-
tion. Thus, philosophies such as relativism,
constructivism, and postmodernism, when they deny
the reality-theory connection, are self-defeating for
the researchers who adopt them. Who could trust the
output of research guided by such philosophies?

Philosophers of science are coming to realize that
trust and ethics are interrelated keys to understanding
scientific communities. Rom Harré has been at the
forefront of those who advocate the importance of, in
his terms, “moral order” in science. Harré (1986)
defined scientific knowledge as “trustworthy knowl-
edge,” rather than truth with certainty:

Science is not a logically coherent body of knowledge
in the strict, unforgiving sense of the philosophers’
high redefinition, but a cluster of material and cogni-
tive practices, carried on within a distinctive moral
order, whose main characteristic is the trust that
obtains among its members and [the trust that] should
obtain between that community and the larger lay
community with which it is interdependent. (p. 6)

What, for him, is trust? “To trust someone is to be
able to rely on them in the matter in question. . . . Scien-
tists believe that things personally unknown to them
are as another scientist says they are” (Harré, 1986,
p. 12). However,

trust is not maintained by telling each other only lit-
eral truths. Under that constraint the members of the
community would perforce remain forever silent. It is
enough that they tell each other what they honestly
believe to be the truth. (1986, p. 12)

In this regard, Harré is claiming that the moral order of
science implies, among other things, the avoidance of
sophistry and deception, as well as outright fraud.

Harré (1986) pointed out that trust in all societies is
often role-related: “it is because the trusted one is in
the role of parent, guardian, policeman, research
supervisor, and so on, that the trust is there until some-
thing happens to upset it” (p. 21). Therefore, scientists
in their role as researchers producing trustworthy
belief are required by their peers and by the lay com-
munity to maintain a moral order. This moral order is
necessary, Harré argued, because researchers are
involved in producing “practically reliable scientific
knowledge.” This

reliance might be existential, concerning what there is
or what might be, or it might be practical, concerning
what can and cannot be done, or both. The moral qual-
ity of the product comes through clearly in the kind of
outrage felt by the [scientific] community at the dis-
closure of scientific fraud. (Harré, 1986, p. 13).

Harré (1986) asked: “Is scientific method . . . and sci-
entific morality, the fiduciary act of committing one-
self to make one’s scientific utterances fiduciary acts,
the best way to discipline a community which exists to
find out about the natural world?” (p. 26). He
answered this question affirmatively on the basis that
science is committed to referential realism. This
realism holds that

existence is prior to theory, and that while no
ontologies for science could be absolute, nevertheless,
ontologies (realized in referential practices) are
always, at any moment, less revisable than their asso-
ciated belief-systems. . . . On this view, truth and fal-
sity migrate from the epistemology of science to the
morality of its human community. (Harré, 1986, p. 6)

For Harré, any view of science that claims that scien-
tific knowledge is constructed or created by the scien-
tific community independent of some external reality
is to be rejected on moral grounds.

The members of the management academic profes-
sion have numerous clients for management knowl-
edge. Concerning management knowledge, its devel-
opment, and dissemination, does the trust that these
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constituencies have in management academics imply
certain special responsibilities? If so, what is the nature
of these responsibilities, and what does it imply about
the most appropriate philosophy to guide manage-
ment inquiry? Philosophies based on relativism and
the denial that research connects with any reality
external to some linguistically encapsulated theory,
paradigm, or research tradition would seem to be
unlikely candidates for inspiring trust. Most assur-
edly, no philosophy of research can guarantee trust-
worthy knowledge. Nevertheless, researchers can
find comfort in the fact that there exist philosophies of
science—such as scientific realism—that, at the mini-
mum, are not antithetical to truth and its surrogate,
trustworthy knowledge, and, at the maximum, may
(fallibly) yield knowledge that is truly worthy of oth-
ers’ trust. Although the clients of management
research can ask for no more, they deserve no less.

NOTES

1. I restrict the analysis here to truth. For analyses of
objectivity, including the supposed problem of the theory
ladenness of observation, see Hunt (1993, 1994, 2003). In
addition, as to the issue of the alleged ontological subjectiv-
ity of administrative science concepts, see Thomasson
(2003).

2. The historical material in this section, except where
noted, draws heavily on the works of Ayer (1959), Bergmann
(1967), Hunt (2003), Joergensen (1970), Manicas (1987),
Polkinghorne (1984), and Suppe (1977).

3. The general approach to the concept truth used here, as
well as the model depicted in Figure 1, is consistent with the
descriptive-success version of the correspondence theory of
truth developed in Goldman (1999): “An item X (a proposi-
tion, a sentence, a belief, etc.) is true if and only if X is
descriptively successful, that is, X purports to describe real-
ity and its content fits reality” (p. 59).

4. For more on reification, see Hunt (1994, 2003).
5. Of course, this does not mean that different evidence or

different means of “weighing” the evidence might not have
yielded different overall findings; that is, it does not imply
that their findings are insensitive to either the specific mea-
sures and sample sizes of the individual studies they report
on or to M&B’s use of simple proportions as a weighing tech-
nique instead of, for example, a more formal, meta-analytic
procedure. In general, it is always important to keep in mind
that scientific realism is a fallibilistic realism.

REFERENCES

Alston, W. P. (1996). A realist conception of truth. Ithaca, NY:
Cornell University Press.

Anderson, P. F. (1988, December). Relativism residivus: In
defense of critical relativism. Journal of Consumer Research,
15, 403-406.

Angeles, P. A. (1981). Dictionary of philosophy. New York:
Barnes and Noble Books.

Ayer, A. J. (1959). Logical positivism. New York: Free Press.
Azevedo, J. (2002). Updating organizational epistemology.

In J. A. C. Baum (Ed.), Companion to organizations (pp. 715-
732). Malden, MA: Blackwell.

Barney, J. B. (1990). The debate between traditional manage-
ment theory and organizational economics. Academy of
Management Review, 15(3), 382-394.

Baum, J. A. C., & Rowley, T. J. (2002). Companion to organi-
zations: An introduction. In J. A. C. Baum (Ed.), Compan-
ion to organizations, (pp. 1-34). Malden, MA: Blackwell.

Bergmann, G. (1967). Metaphysics of logical positivism. Madi-
son: University of Wisconsin Press.

Bhaskar, R. (1979). The possibility of naturalism. Brighton, UK:
Harvester Press.

Boyd, R. N. (1984). The current status of scientific realism. In
J. Leplin (Ed.), Scientific realism (pp. 41-82), Berkeley: Uni-
versity of California Press.

Bunge, M. (1967). Scientific research, Vol. 2: The search for truth.
New York: Springer-Verlag.

David, R. J., & Han, S. (2004). A systematic assessment of the
empirical support for transaction cost economics. Strate-
gic Management Journal, 25, 39-58.

Donaldson, L. (1990). Arational basis for criticisms of indus-
trial organization economics. Academy of Management
Review, 15(3), 394-401.

Durant, W. (1954). The story of philosophy. New York: Free
Press.

Fine, A. (1986). The shaky game. Chicago: University of Chi-
cago Press.

Gioia, D. A. (2003). Give it up! Reflection on the interpreted
world. Journal of Management Inquiry, 12, 285-292.

Godfrey, P. C., & Hill, C. W. L. (1995, October). The problem
of unobservables in strategic management research. Stra-
tegic Management Journal, 16, 519-533.

Goldman, A. I. (1999). Knowledge in a social world. New York:
Oxford University Press.

Harré, R. (1986). Varieties of realism. Oxford, UK: Basil
Blackwell.

Hempel, C. G. (1965). Aspects of scientific explanation and other
essays in the philosophy of science. New York: Free Press.

Hooker, C. A. (1985). Surface dazzle, ghostly depths: An
exposition and critical evaluation of Van Fraassen’s vin-
dication of empiricism against realism. In P. M.
Churchland & C. A. Hooker (Eds.), Images of science
(pp. 153-196), Chicago: University of Chicago Press,

Hosmer, L. R. (1995). Trust: The connecting link between
organizational theory and philosophical ethics. Academy
of Management Review, 20, 379-403.

Hunt, S. D. (1990). Truth in marketing theory and research.
Journal of Marketing, 54, 1-15.

Hunt, S. D. (1993, October). Objectivity in marketing theory
and research. Journal of Marketing, 57, 76-91.

Hunt, S. D. (1994). On the rhetoric of qualitative methods:
Toward historically informed argumentation in manage-
ment inquiry. Journal of Management Inquiry, 3, 221-234.

Hunt / TRUTH AND REALISM 11



Hunt, S. D. (2002). Truth and scientific realism (Working Paper).
Lubbock: Texas Tech University, Marketing Department.

Hunt, S. D. (2003). Controversy in marketing theory: For reason,
realism, truth, and objectivity. Armonk, NY: M. E. Sharpe.

Joergensen, J. (1970). The development of logical empiri-
cism. In R. Carnap & C. Morris (Eds.), Foundations of the
unity of science (2nd ed., pp. 845-946). Chicago: University
of Chicago Press.

Leplin, J. (1984). Scientific realism. Berkeley: University of
California Press.

Levin, M. E. (1984). What kind of explanation is truth. In J.
Leplin (Ed.), Scientific realism (pp. 124-139). Berkeley:
University of California Press.

Levin, M. E. (1991, Spring). The reification-realism contro-
versy in macromarketing: A philosopher’s view. Journal
of Macromarketing, 11, 57-65.

Lounsbury, M. (2003). The death of organization science.
Journal of Management Inquiry, 12, 293-298.

MacKinnon, E. (1979). Scientific realism: The new debates.
Philosophy of Science, 46, 501-532.

Manicas, P. T. (1987). A history of philosophy of the social sci-
ences. New York: Basil Blackwell.

Maxwell, G. (1962). The ontological status of theoretical enti-
ties. In H. Feigl & G. Maxwell (Eds.), Scientific explanation,
Minnesota Studies in the Philosophy of Science (Vol. 3, pp. 3-
27). Minneapolis: University of Minnesota.

McKelvey, B. (1999). Toward a Campbellian realist organiza-
tion science. In J. A. C. Baum & B. McKelvey (Eds.), Varia-
tions in organization science: In honor of Donald T. Campbell
(pp. 383-411). Thousand Oaks, CA: Sage.

McKelvey, B. (2002). Model-centered organization science
epistemology. In J. A. C. Baum (Ed.), Companion to organi-
zations (pp. 752-780). Malden, MA: Blackwell.

McMullin, E. (1984). A case for scientific realism. In J. Leplin
(Ed.), Scientific realism (pp. 8-40). Berkeley: University of
California Press.

Meckler, M., & Baillie, J. (2003a). The truth about social con-
struction in administrative science. Journal of Management
Inquiry, 12, 273-284.

Meckler, M., & Baillie, J. (2003b). You can’t handle the truth:
A response to Gioia and Lounsbury. Journal of Manage-
ment Inquiry, 12, 299-303.

Moldoveanu, M. C., & Baum, J. A. C. (2002). Contemporary
debates in organizational epistemology. In J. A. C. Baum
(Ed.), Companion to organizations (pp. 733-751). Malden,
MA: Blackwell.

Morgan, R. M., & Hunt, S. D. (1994, January). The commit-
ment-trust theory of relationship marketing. Journal of
Marketing, 57, 20-38.

Niiniluoto, I. (1999). Critical scientific realism. Oxford, UK:
Oxford University Press.

Pearce, J. L. (2001). How we can learn how governments
matter to management and organization. Journal of Man-
agement Inquiry, 10(2), 103-112.

Polkinghorne, J. C. (1984). The quantum world. New York:
Longman.

Popper, K. R. (1972). Objective knowledge. Oxford, UK: Oxford
University Press.

Putnam, H. (1962). What theories are not. In E. Nagel, P.
Suppes, & A. Tarski (Eds.), Proceedings of the 1962 Interna-
tional Congress (pp. 240-251). Stanford, CA: Stanford Uni-
versity Press.

Putnam, H. (1990). Realism with a human face. Cambridge,
MA: Harvard University Press.

Rousseau, D., Sitkin, S. B., Burt, R. S., & Camerer, C. (1998).
Not so different after all: A cross-discipline view of trust.
Academy of Management Review, 23(3), 393-404.

Schlick, M. (1959). Positivism and realism. In A. J. Ayer (Ed.),
Logical positivism (pp. 82-107). New York: Free Press.
(Original work published 1932)

Searle, J. R. (1995). The construction of social reality. New York:
Free Press.

Sellars, W. (1963). Science, perception and reality. New York:
Humanities Press.

Siegel, H. (1983). Brown on epistemology and the new phi-
losophy of science. Synthese, 56(1), 61-89.

Siegel, H. (1987). Relativism refuted. Dordrecht, The Nether-
lands: Reidel.

Stove, D. (1982) Popper and after. Oxford, UK: Pergamon.
Suppe, F. (1977). The structure of scientific theories (2nd ed.).

Chicago: University of Illinois Press.
Tarski, A. (1956). Logic, semantics, metamathematics (J. H.

Woodger, Trans.) Oxford, UK: Clarendon.
Thomasson, A. L. (2003). Realism and human kinds. Philoso-

phy and Phenomenological Research, 67(3), 580-609.
Van Fraassen, B. C. (1980). The scientific image. Oxford, UK:

Clarendon.
Watkins, J. (1984). Science and skepticism. Princeton, NJ:

Princeton University Press.
Williamson, O. E. (1996). Economic organization: The case

for candor. Academy of Management Review, 21, 48-57.
Zinkhan, R., & Hirschheim, R. (1992). Truth in marketing

theory and research: An alternative perspective. Journal
of Marketing, 56(2), 80-88.

SHELBY D. HUNT is the Jerry S. Rawls and P. W. Horn Professor of Mar-
keting at Texas Tech University, Lubbock, Texas. A past editor of the Jour-
nal of Marketing (1985-87), he is the author of numerous books, includ-
ing Foundations of Marketing Theory: Toward a General Theory of
Marketing (2002), Controversy in Marketing Theory: For Reason,
Realism, Truth, and Objectivity (2003), and A General Theory of
Competition: Resources, Competences, Productivity, Economic
Growth(2000). One of the 250 most frequently cited researchers in eco-
nomics and business (Thompson-ISI), he has written numerous articles on
competitive theory, macromarketing, ethics, channels of distribution, phi-
losophy of science, and marketing theory. Three of his Journal of Market-
ing articles, “The Nature and Scope of Marketing” (1976), “General Theo-
ries and Fundamental Explananda of Marketing” (1983), and, with R. M.
Morgan, “The Comparative Advantage Theory of Competition” (1995),
won the Harold H. Maynard Award for the “best article on marketing the-
ory.” His 1985 Journal of Business Research article with L. B. Chonko,
“Ethics and Marketing Management,” received the 2000 Elsevier Science
Exceptional Quality and High Scholarly Impact award. His 1989 article,
“Reification and Realism in Marketing: in Defense of Reason,” won the
Journal of Macromarketing Charles C. Slater Award. His 1994, “Com-
mitment and Trust,” Journal of Marketing article, with R. M. Morgan, is
the most highly cited article in economics and business in the 1993-2003
decade (Thomson-ISI). For his contributions to theory and science in mar-
keting, he received the 1986 Paul D. Converse Award from the American
Marketing Association, the 1987 Outstanding Marketing Educator
Award from the Academy of Marketing Science, the 1992 American Mar-
keting Association/Richard D. Irwin Distinguished Marketing Educator
Award, and the 2002 Society for Marketing Advances/Elsevier Science
Distinguished Scholar Award.

12 JOURNAL OF MANAGEMENT INQUIRY / Month 2005


