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Abstract

Metal/water interfaces are key in many natural and industrial processes, such as

corrosion, atmospheric or environmental chemistry. Even today, the only practical

approach to simulate large interfaces between a metal and water is to perform force

field simulations. In this work, we propose a novel force field, GAL17, to describe the
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interaction of water and a Pt(111) surface. GAL17 builds on three terms: (i) a standard

Lennard-Jones potential for the bonding interaction between the surface and water;

(ii) a Gaussian term to improve the surface corrugation and (iii) two terms describing

the angular dependence of the interaction energy. The 12 parameters of this force

field are fitted against a set of 210 adsorption geometries of water on Pt(111). The

performance of GAL17 is compared to several other approaches, that have not been

validated against extensive first principles computations yet. Their respective accuracy

is evaluated on an extended set of 802 adsorption geometries of H2O on Pt(111), 52

geometries derived from ice-like layers and an MD simulation of an interface between a

c(4x6) Pt(111) surface and a water layer of 14 Å thickness. The newly developed GAL17

force field provides a significant improvement over previously existing force fields for

Pt(111)/H2O interactions. Its well-balanced performance suggests that it is an ideal

candidate to generate relevant geometries for the metal/water interface, paving the

way to a representative sampling of the equilibrium distribution at the interface and to

predict solvation free energies at the solid/liquid interface.

1 Introduction

In the last ten years, molecular modeling has matured to become a valuable tool during

catalyst screening and development.1–3 With the advent of biomass conversion, where water

is almost omnipresent and for which metal catalysts are key for hydrogenations, reforming

and many other transformations,4,5 the demand for atomistic understanding of reactions

at the aqueous/metal interface has soared. There are also many other important processes

that occur at the metal/liquid interface, such as corrosion, electrochemistry, lubrification

and biomedical applications as for example cancer phototherapy by gold nano-particles.6,7

Experimentally and computationally it has been shown that, depending on the catalyst, water

can play a non-innocent role during heterogeneous catalysis.8–11 However, the computational

approaches that are well suited to describe reactions at the solid-gas-phase interface are
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not necessarily suitable to describe the solid-liquid interface: the amorphous character of

these interfaces make static computations questionable, while ab initio molecular dynamics

(AIMD) simulations are too costly to be routinely applied12–16 and also the cost of adaptive

QM/MM is prohibitive for metal surfaces.17,18 Therefore, approximate methods have been

developed aiming at representing the solid-liquid interface. Implicit solvent models, well

established for molecular computations already in the 1990s,19 have been developed lately

for periodic systems20–22 and made publicly available only very recently, first in VASP23

and by now also in CP2K,24 jDFTx.25 and Quantum-Espresso26. However, the accuracy of

these models remains largely unknown for metal/water interfaces.27 Microsolvation, where

a small number of crucial water molecules are included explicitly, has been applied since

the pioneering work by Neurock and co-workers28 to capture the direct effect of water on

reaction pathways.29,30 Hybrid methods, where the microsolvation is complemented by an

implicit solvent are particularly attractive in terms of computational efficiency, but consistent

treatment of the explicit water molecules remains a significant challenge.9,31–34 Another

approach is based on ice-like structures,35–39 which are motivated by low-temperature surface

science studies which have evidenced the existence of these arrangements over many transition

metal surfaces.40–42 However, these rigid networks are unlikely to be representative at ambient

temperature and even less so at the elevated temperatures applied, for instance, in aqueous-

phase reforming.43 Reoptimizing structures obtained from short AIMD simulations is yet an

other strategy,8,44 but it remains unclear to which extent these basically arbitrarily selected

water arrangements are representative of the properties at the solid-liquid interface.

While implicit solvation methods are, without any doubt, the most convenient and efficient

ones for large-scale applications,45,46 several approaches have been devised to replace the

implicit solvent by an effective field (or solvation energy) obtained from molecular mechanics

based molecular dynamics (MMMD) simulations or related methods.47–51 In contrast to

AIMD, the MMMD simulations can easily access the necessary time scales (ns range for

equilibration) and length scales that are required to equilibrate these interfaces and to
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avoid spurious effects due to 2D periodic repetitions of water configurations. Furthermore,

these approaches allow, at least in principle, to assess also the subtle change in entropy

upon adsorption, which, due to the competition between the solvent and the adsorbate for

adsorption on the surface and the associated solvent reorganization at the interface, is far from

trivial to assess.52–54 Note, that already for reactions in solution, the situation is significantly

more complicated than in the gas-phase, which explains the use of rough approximations in

the literature, approximating solution phase entropy changes as half of the values obtained in

the gas-phase.55,56

However, methods that rely on molecular mechanics introduce a different problem: the

accuracy of the force field. The success of force fields for biological systems heavily relies

on two pillars: First, there exist many experimentally resolved crystal or NMR solution

structures which allow to validate a given force field. Second, the functional form has reached

a certain consensus, with a clear distinction of bonded and non-bonded parameters describ-

ing bonds/angles, and long-range and short-range repulsive (Coulomb and Lennard-Jones)

interactions, respectively. The problem of water/metal interfaces is that the experiments

(in particular averaged information from X-ray scattering57 or local information from spec-

troscopy58,59 ) do not yield nearly enough information to (in-)validate any proposed force field.

Therefore, the "constraints" from experiment are very few and largely insufficient to validate

a given theoretical model. This might explain why the last 30 years have seen numerous and

contradictory force fields and simulations for metal-water interfaces.60–69 Furthermore, not

even the functional form is obvious: Water adsorption on metals has often at least some degree

of directional covalency, without creating well defined covalent bonds. The most successful

recent water models have been parameterized against large data sets of high level correlated

electronic structure computations.70,71 Unfortunately, for the size and nature of metal/liquid

interfaces, the highest achievable level for a sufficient number of distinct geometries is density

functional theory (DFT) in the dispersion corrected generalized gradient approximation.

Our level of theory (PBE-dDsC72,73) has been benchmarked against various experimental

4



adsorption energies from single-crystal microcalorimetry and found to perform very well.74

As shown below, the preference of water to adsorb on top sites is also well reproduced. This

level is significantly more reliable than the extended Huckel computations75 used for some

of the older (but still popular) parametrizations.62,64 Amongst previous works, only the

neural network model by Behler and co-workers68 and the very recent work by Johnston

and co-workers69 have made extensive use of first principles computations for training and

validation. However, as best illustrated by the repeated discussion on the "best suitable

functional", the choice of the particular flavor remains debatable14 and the sensitivity of

the final result on this choice is, similar to the true structure of the water/metal interface,

unknown.

Herein we propose a functional form for the metal-water interaction that is designed to

capture the major effects, in particular the directional chemisorption interaction as well as

the short-range repulsion and long-range attraction. Furthermore, in the interest of being

able to combine the interaction potential with well established force fields for solutes, our

functional form is rather simple (compared to a neural network), with few parameters that

do not depend on the water model. Hence, our water-metal force field can be complemented

with diverse water–water interaction potentials, thus assessing the sensitivity of the interface

structuring on the competition between water–water and water–surface interaction, a question

which has not been adressed frequently in the literature (see ref 76 for an exception). Our

force field is implemented in the publicly available sander program, from the AmberTools

package (available in version 18).77 Furthermore, we introduce a training and validation set

to assess the quality of a metal/water force field. On the one hand, we extensively sample

the adsorption energy as a function of adsorption site (hollow, bridge and top), rotational

angles and distance from the surface. On the other hand, we also try to reproduce the

adsorption energy for (partial) ice-like layers. This benchmark data has also been used to

assess previously proposed schemes, in particular the METAL force field by Heinz et al.78

and the IC-QM/MM (and QM/MM) by Golze et al.79 where the water–water interaction
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is treated at the DFT level, while the water-surface interaction is given by the potential of

Siepmann and Sprik,79 which has been used extensively in MMMD studies.66 The potential

by Spohr and Heinzinger61,62 has been among the first atomistic potentials trying to describe

the interaction between water and a platinum surface. The Spohr-Heinzinger potential is

an interesting contender among the Pt–H2O force fields, last but not least since it includes

an explicit term for H – Pt interaction. Therefore, we herein also test this potential in its

original form, although it has been parametrized for Pt(100). Finally, from MD simulations

we demonstrate the sensitivity of the orientational preference of H2O at the interface not

only to the water-metal interaction potential, but also to the water–water interaction. As

a consequence, the time scale for equilibration of the interfacial water is around 0.5 ns in

agreement with previous studies.66,80 This is far beyond the scope of AIMD for an interface

with a suitable size.

2 Functional Form of the Force Field

The functional form for the force field between water and metallic surfaces has been the subject

of several previous publications, with a wide range of sophistication proposed: from simple

Lennard-Jones potentials (like the METAL force field of Heinz et al.)78 to the ReaxFF81 or

neural networks68 for the case of copper surfaces. After extensive testing, we herein propose

a pair-wise potential that is completely independent of the chosen model for the water –

water interactions. This has the advantage that the effect of the water model on the interface

structure can be assessed straight forwardly and, in the future, QM/MM simulations in

analogy to what has been done for the Siepmann-Sprik potential64,79 are in reach. Additionally,

we have developed the functional form in view of a possible generalization to other molecules,

in particular alcohols and polyols, which are important species in bio-mass processing.

A united atom like approach was chosen in which the water-Pt interaction depends

on the distance between the water and the metallic surface, and on the orientation of the
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water molecule with respect to the surface normal. The basic terms of our force field are a

standard Lennard-Jones potential (VLJ) between the surface and the oxygen atom, which

takes care of the long-range dispersion and the short-range repulsion. The surface corrugation

is improved by a Gaussian potential (VGauss). Since water and its interaction with a surface

is not spherically symmetric, we also introduce two terms that improve the description of

the angular dependence of the interaction energy (VAng). This force field will thus be called

GAL17.

VGAL17(Pt,H2O) = VGauss + VAng + VLJ. (1)

We have considered including electrostatic interactions via the image charge rod model.82

However, we found that the corresponding contributions are comparatively small and therefore

do not justify the significantly larger computational cost associated with the thermalization

of the dipoles.83,84 Hence we decided not to include an explicit image charge term. In

agreement with previous reports85–87 water–water interactions are significantly modified by

the presence of the metal surface. This is likely to be a combination of charge-transfer and

many-body polarization effects. Many-body terms between water molecules are,88,89 just like

the interactions between the platinum surface and more than one water molecule, beyond the

scope of the current force field, which is neither polarizable nor based on fluctuating charges

in order to keep the computational cost down and allow its implementation with minimal

modification of classical MD codes. The following subsections detail the three terms of Eq. 1.

2.1 Chemisorption and Lennard-Jones Potential

A Lennard-Jones potential between the Pt and O atoms leads to a preferred adsorption

of water on hollow sites (i.e., in the triangle between neighboring Pt atoms), while DFT

computations41 and experiments90 unambiguously identify the adsorption site on top position

as most stable. To correct this, Corni and co-workers have proposed to introduce LJ potentials
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between water and "virtual sites" (VS) located at the hollow sites of the outermost metal

layer. By simple geometry, these interactions reverse the situation, allowing to retrieve the

preference for top adsorption.65 However, the functional form of the Lennard-Jones potential

does not allow to consistently reproduce the correct magnitude of the energy difference

between top and hollow sites on platinum. Therefore, we herein introduce an anisotropic

Gaussian function to correct the surface corrugation, i.e., the difference in adsorption energy

between top and hollow sites. Such a potential might be reminiscent of the famous Morse

potential or its modern extensions.91

The combination of Lennard-Jones and a Gaussian potential opens up two possibilities:

Either, the Lennard-Jones potential is centered on the virtual sites to get the minimum

at the top sites. In this case, the attraction at the VS is too strong, requiring a repulsive

Gaussian centered on VS. Or, the Lennard-Jones potential can be based on Pt atoms,

governing the attraction observed at the hollow sites. In this case, the Gaussian potential

needs to be attractive and also centered at the Pt atoms in order to account for the stronger

(chemisorption) interaction on top sites compared to the hollow sites. The first possibility is

inspired by the work of Corni and co-workers and its results are discussed in the Supporting

Information under the name vsGAL17. It suffices here to say that the results are quite similar

to the second possibility, GAL17. We prefer to avoid the virtual sites, also because it allows

us to give a physical meaning to the two terms of the following equation: physisorption and

chemisorption for the first and second term, respectively.

VLJ + VGauss =
∑

i∈[O]

∑

j∈[Pt]

εij

[

(

rmin

rij

)12

− 2

(

rmin

rij

)6
]

−
∑

i∈[O]

∑

j∈[Pt]

εatte
−b‖((xj−xi)

2+(yj−yi)
2)e−b⊥(zj−zi)

2

(2)

where rij is the distance between atoms i and j; εij is the minimum of the LJ energy

well which is located at rmin. εatt is the magnitude of the Gaussian attraction. The Gaussian
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function itself is anisotropic in the out-of-plane direction (here assumed to be the z axis), with

the two in-plane directions (x, y) being equivalent due to symmetry: b‖ and b⊥ are constants

that define the width of the Gaussian in the surface plane and out-of-plane directions,

respectively.

2.2 Angular correction

nsurf

y

x

Pt

O

θ(cart wheel)

-µw

H

H

ϕ (propeller)

ω (helicopter)

nsurf

yx

Pt

O

-µw

H

H

ϕ

ω

Figure 1: Definition of angles between a water molecule and a platinum surface in the x-y
plane. ~µw and ~n are the water dipole (i.e., the bisector of the H–O–H angle) and surface
normal vectors, respectively.

According to our tests, two angles are key: the cart-wheel angle θ and the propeller angle

ϕ, which are depicted in Figure 1. The helicopter motion ω, has been found to lead to very

small energy variations and is, therefore, not investigated in details. Fortunately for us, to a

good approximation, the effect of the two angles are separable, avoiding complex expressions

and making the functional form physically more transparent. In fact, it turns out that only

the cart-wheel angle θ, which describes the orientation of the dipole moment with respect

to the surface normal, requires a potential that depends explicitly on this angle. It can be

approximated as a truncated Fourier expansion, switched off smoothly at a certain distance

away from the surface by multiplying with a Fermi function. The position of the surface is

defined as the plane going through the topmost layer of Pt atoms. The latter are held fixed
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in all our simulations. The ϕ dependence is well reproduced by a repulsive term between the

surface and the hydrogens, decaying as 1/r5, with the power five being adjusted empirically

on DFT data.

In summary, for each water molecule the angular correction potential takes the form

Vang =

(

1− 1

e−sang(rO,surf/rang−1) + 1

) 4
∑

n=1

an cos(nθ) +
2

∑

i=1

AHsurf

r5Hi,surf

(3)

where rO,surf , rH1,surf , and rH2,surf are the distances between the oxygen atom and the two

hydrogen atoms, respectively, and the platinum surface, while sang defines the steepness and

rang the location of the mid-point of the Fermi function. an are the coefficients in the Fourier

series, while AHsurf is the repulsion parameter between the hydrogen atoms and the surface.

Given the above expressions, we have the following 12 parameters: two for the LJ potential

(εij, rmin) and three for the anisotropic Gaussian (εrep/att, b‖, b⊥) from Eq. 2.1, six for the

distance dependent θ dependence (sang, rang, an(n = [1, 4])), and one for the repulsion between

the hydrogen atoms and the surface (AHsurf) from Eq. 3.

3 Computational Details

3.1 DFT Computations

All static DFT computations have been carried out using VASP 5.4.192,93 using periodic bound-

ary conditions, the PBE72 generalized gradient approximation (GGA) exchange-correlation

functional with dDsC dispersion correction,73,74 and an energy cutoff of 400 eV for the

expansion of the plane-wave basis set. The electron–ion interactions are described by the

PAW formalism.94,95 We have constructed a series of 802 configurations of a single water

molecule adsorbed on a p(3×3) Pt(111) unit cell with 4e metallic layers (Figure 2a). The

Pt–Pt distance was optimized for the bulk and found to be 2.812 Å. The slabs are separated

by a vacuum of 20 Å in order to minimize interactions between periodic images. The Brillouin
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zone was sampled by a Γ-centered 3 × 3 × 1 Monkhorst-Pack K-points grid. An idealized

geometry (as cut from bulk Pt) was adopted for the metallic layers, while the water molecule

was taken from a DFT optimization (O–H: 0.98 Å and a H–O–H angle of 105.32°). 13 values

for θ were picked spaced by 30°, except for the "end points" which were taken to be 10° and

340°. These θ values were combined with ϕ = 0 and 12 distances (from 2.1 to 6.0 Å above

the surface for the top site), leading to a set of 156 configurations. Similarly, 11 distances

(2.3 to 6.0 Å) were selected to assess the same set of orientations above the bridge and hcp

site, summing up to 286 configurations. To study the ϕ dependence, 10 values between 20°

and 180° were selected and combined with 3 values for θ (30, 90 and 120°) at the same 12

distances above the top site generating 360 configurations.

(a)

(d)

(b)

(c)

Figure 2: Systems used in this study. Fitting set: (a) One configuration of a single molecule
adsorbed on the Pt(111) surface; Validation sets: (b) Full Ice layer used, (c) Defective ice
layer, (d) Snapshot of the MD simulation.The blue frame corresponds to the unit cell. The
water thickness is approximatively 14 Å.

We also built two validation sets: the first one is based on the two main structures
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proposed for an ice-like layer on Pt(111): Hup and Hdown, which are both hexagonal structures.

In this structure, water molecules are alternating between a "flat" chemisorption mode and

water molecules that are H-bonded to the chemisorbed water molecules, with the second

hydrogen molecule either pointing up or down. All these geometries are fully optimized at the

DFT level on a 3 layer Pt(111) (18 water molecules on a 3
√
3× 3

√
3R30° unit cell), for which

the Brillouin zone was sampled by a Γ-centered 3× 3× 1 Monkhorst-Pack K-point grid. From

the two full ice-like layers (Figure 2b), 52 configurations were constructed and optimized

by removing one to six molecules (Figure 2c) or by keeping only one to six molecules. The

DFT optimization induced significant re-organizations in several instances. Therefore, this

validation set will be discussed as a whole, without distinguishing between Hup and Hdown

derived structures.

For the second set, we have performed extensive ab initio molecular dynamics simulations

on a c(4× 6) unit cell of four metallic layers with 151 water molecules on top of it (Figure 2d).

This leads to a water layer of approximately 14 Å on top of the surface. This thickness is

sufficient to recover bulk water above the surface.12 All these MD simulations were performed

with CP2K24 and the Brillouin zone was probed at the Γ point only. The initial configuration

was provided by D. Golze and corresponds to the equilibrated IC-QM/MM simulation

presented in ref 79. The Pt layer was, however, re-optimized at the PBE-D372,96 level since

the molecular mechanics generated structure corresponds to a (hot) configuration far from

equilibrium at the DFT level. After this preparatory adjustment for the change of the level

of theory, the system was subjected to 10 ps of Born-Oppenheimer molecular dynamics using

a 1 fs timestep, while simulating protons as deuterium at 300 K and keeping the bottom

two layers of Pt frozen. The wave function was expanded in a polarized double zeta basis

set and the charge density computed on a grid characterized by a 400 au cutoff. The wave

function was converged to 10−6 au, applying a Fermi smearing of 300 K and diagonalizing

the Kohn-Sham Hamiltonian.
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3.2 MM Computations

All MM computations were performed with a locally modified version of sander of the Amber-

Tools simulation package.77 The GAL17 implementation is publicly available in AmberTools

18. Except for the MD simulation of the Pt/H2O interface, all MM computations were single

point energies. The non-bonded cutoff distance was set to 8 Å, which required to set the

safety distance parameter (skinnb) to 0.4 Å due to the size of the unit cell for the Pt/H2O

interface. For all other computations we simply replicated the original DFT unit cell by four

in each in-plane direction and divided the resulting adsorption energy by sixteen. Standard

settings were used for the particle mesh Ewald treatment of the long-range electrostatics.97

During MD simulations, the surface atoms were held fixed at their initial position by applying

"belly" dynamics, i.e., zeroing out their velocities at each time step. The temperature was

maintained at 298.15 K through the weak coupling thermostat by Berendsen98 and the

water models were held rigid with a tolerance of 10−7 Å applying the default algorithms in

AMBER.99 For the 10 ps simulations, a time step of 1 fs was used, while longer simulation

were performed with a 2 fs time step.

3.3 IC-QM/MM Computations

All (IC-)QM/MM computations were perfomed with CP2K, v 4.0. A typical input, is

provided in the supporting information. In these simulations, the water-water interaction is

modelled at the PBE-D372,96 level, while the metallic surface is described by EAM and the

water-surface interaction is accounted for by the Siepmann-Sprik potential with or without

including the image charge (IC) effect. All other technical settings were equivalent to the

ones used for the ab initio MD simulations mentioned above, except that the highly efficient

orbital transformation100 was applied for the wave function optimization instead of the

diagonalization and that all Pt atoms were kept fixed during the simulation. For the single

point computations on the p(3×3) unit cell, it was necessary to double the in plane repetitions,

similar to the AMBER simulations, in order to properly account for the atoms within the
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cutoff distance of 8 Å.

3.4 Fitting of the Parameters

The parameters of our force field could have been determined in a force matching scheme to

the DFT MD simulations.101 However, such a strategy would make the fit specific to a given

water model. Furthermore, the discrepancy in water–water description between DFT and a

given force field is likely to skew the fit for the H2O–Pt interaction. Therefore, we prefer to

optimize the parameters only on the training set described below. This optimization was

achieved through a Nelder-Mead "amoeba/simplex" algorithm as implemented by A. Garcia

and distributed within the SIESTA simulation package,102 targeting a minimal root mean

square deviation (RMSD) over the training set.

Of the 802 water orientations, only 210 configurations were used as a training set. In

particular, the 22 adsorptions for θ = 90°, ϕ = 0◦ above the hcp and bridge site were included,

as well as the θ dependence on the top site for the 8 smallest distances. The ϕ dependence was

probed for the 4 smallest distances. However, configurations leading to adsorption energies

above 1 eV (23 kcal mol-1) have been excluded, leading to 210 instead of the "full" 246

configurations.

The functional form of our force field is rather general and should, therefore, be suitable

for various metals, from surfaces that interact strongly, e.g., Ru(0001), or weakly, e.g., Au(111)

with water molecules. The parameters determined for Pt(111) are unlikely to be transferable

to these materials: we expect them to depend on the radius of the metal atoms and on the

oxophilic character of the metal. However, with the protocol established, other metal surfaces

can be parametrized at a relatively low complexity. These extensions are currently underway.
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Table 1: Optimized parameters and root mean square deviation (RMSD) for the GAL17
force field. The superscript "tot", "validation" and "bound" refer to the full set of 802
configurations, the 592 configurations outside the training set and the 700 configurations
with negative adsorption energies, respectively.

Parameter GAL17 Units
εij 6.410 kcal mol-1

rmin 1.136 Å
εatt -8.901 kcal mol-1

b‖ 9.331 Å−2

b⊥ 0.102 Å−2

sang 11.135
rang 2.441 Å
a1 15.768 kcal mol-1

a2 1.594 kcal mol-1

a3 1.922 kcal mol-1

a4 2.838 kcal mol-1

AHsurf 304.081 kcal mol-1Å5

RMSDtot 2.44 kcal mol-1

RMSDvalidation 2.68 kcal mol-1

RMSDbound 1.67 kcal mol-1

4 Results and Discussion

4.1 Water Adsorption and Rotation

The 12 characteristic parameters of our force field have been fitted to minimize the RMSD

and are given in Table 1. As a first test, we present the adsorption energies of all 802

adsorption energies of a single water molecule on a p(3×3) Pt(111) surface. Figure 3 shows

the correlation for the full set of 802 adsorption energies. Since GAL17 has been trained

on 210 configurations, Figure S1 shows the corresponding graph for the validation set (592

configurations) and Table 1 gives the RMSD for the full and the validation set. Both Figures

convey the same conclusions, but Figure 3 shows also the low lying and thus most important

configurations. We conclude that GAL17 correlates quite well with the DFT data, which is

also reflected in the relatively small RMSD over the entire set of 2.44 kcal mol-1. As can be

expected, restricting the RMSD computation to the 592 configuration outside of the training

set leads to a small increase. However, with 2.68 kcal mol-1, GAL17 still performs very
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well. Furthermore, if we consider only the geometries in which the water molecule is bound

(negative adsorption energy), the RMSD drops to 1.67 kcal mol-1. Focusing on the region of

negative adsorption energies (right pannel), we see that GAL17 tends to underestimate the

stability of configurations which have a DFT adsorption energy of -5 to -2 kcal mol-1. While

GAL17 is clearly not perfect, the comparison with the other force fields shows a significant

improvement, be it the seminal force field of Spohr and Heinzinger (also known as Spohr

potential)61,62 or compared to "state of the art" methods, i.e., the Siepmann-Sprik potential64

coupled to a DFT description for water with or without image charge effects ((IC-)QM/MM)79

or the much simpler, but popular, Lennard-Jones only potential called METAL by Heinz et

al.78 The most characteristic difference between our force field and these predecessors are the

"horizontal lines" observed for the latter: for these series of configurations, the force field

do not show any significant variation in the adsorption energy, while DFT assigns energy

differences up to 150 kcal mol-1. The second immediate observation is that the METAL force

field binds water molecules rather weakly. A more detailed analysis (see Figure 6) shows

that the interaction on top is too weak, while hollow sites are overstabilized. Indeed, when

comparing the simple pair-wise attractive/repulsive term of the three different force fields,

we find that the METAL force field is not very attractive (see SI).

Investigating the origin of the "horizontal lines" observed in Figure 3 for the force fields

from the literature, the ϕ dependence is quickly identified as the culprit: Figure 4 illustrates

the energy evolution as a function of ϕ at an oxygen position of 2.6 Å above a Pt atom and

a value of 90° for θ. Along this rotation around the dipole moment of the molecule, the

hydrogen atoms get closer to the surface, effectively "bumping" into it, leading to an increase

of up to 14 kcal mol-1 according to DFT. This increase is quite faithfully reproduced by the

r−5 repulsion included in our force field, but is totally absent in most of the force fields of

the literature (Figure 4). The exception is the Spohr potential, which successfully includes a

Pt–H repulsive term that improves the ϕ dependence. However, this repulsion is too weak

compared to the DFT results, demonstrating the need for a more balanced description and
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Figure 3: Correlation between DFT data and various approximate methods for the adsorption
of a water molecule on a p(3x3) unit cell for various adsorption sites and combinations of
θ and φ. Left: overall correlation, right: Correlation for geometries with negative DFT
adsorption energies.
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careful parametrization. This strongly suggests that our force field is likely to sample a more

relevant configurational space than previous approaches, which is particularly important in

QM/MM re-sampling approaches, where configurations are extracted from MM simulations

and their energies re-weighted at the QM level.103,104
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Figure 5: Adsorption of a water molecule on a p(3x3) unit cell on a top site (2.6 Å above a
Pt atom), as a function of θ, the angle between the dipole moment and the out-of-plane axis
at ϕ = 0 computed with various methods.

Next, we turn to the rotation of the dipole moment with respect to the surface normal

(θ). At 90° the water molecule is parallel to the platinum surface (for ϕ = 0) and the lowest

interaction energy is obtained (see Figure 5). Rotating it to 0° moves the hydrogen atoms up,

which is associated with a loss of roughly 3 kcal mol-1 according to DFT. Rotating in the

other direction is strongly disfavored (+12 kcal mol-1), since the hydrogen atoms get too close

to the surface. These variations are well reproduced by the GAL17 force field. As can be

expected, the METAL force field, where hydrogens are just described by point charges, cannot

resolve this θ dependence either. The small variation observed in Figure 5 is electrostatic

in nature and comes from the finite coverage used in these computations. The potential of

Spohr and Heinzinger predicts a reasonable maximum around 180°, but it fails to identify

90° as the minimum. The force field of Siepmann and Sprik, on the other hand, depends
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explicitly on θ. Indeed, the variation has roughly the right shape for QM/MM although the

magnitude of the differences is underestimated by more than a factor of two, which is most

likely due to the outdated benchmark data used twenty years ago. When accounting for the

image charge effect, however, the curve gets less satisfying, with a flat potential energy for

angles between 0 and 90°(and, by symmetry, 270 and 360°).
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Figure 6: Adsorption of a water molecule on a p(3x3) unit cell on top (top), bridge (middle)
and hollow (bottom) sites with θ = 90◦ and ϕ = 0◦.

Finally, we assess the interaction energy as a function of the water-surface distance for

a water molecule adsorbed with its molecular plane parallel to the surface plane at three

different sites: top, bridge sites and hollow sites in Figure 6. At the DFT level, the top
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adsorption is clearly preferred by at least 3 kcal mol-1 with respect to the adsorption on

a bridge site, which is only slightly more stable than the adsorption on the hollow site.

Interestingly, at distance above 3.5 Å, the difference between the sites is disappearing quickly,

which we see as a strong indication that the top site is stabilized by chemisorption, while the

adsorption on bridge and hollow sites are due to physisorption. Regarding our force field,

the agreement with DFT data is reasonable, although GAL17 underestimates the stability

of the hollow and bridge sites. Also the difference in adsorption height for the minimum

energy of the three sites (2.6 Å on top, but roughly 2.8 Å on bridge and hollow sites) is

washed out. METAL, a pure LJ potential, predicts the hollow site to be most stable, while

the top site is least stable, with an error of 4 kcal mol-1 at the minimum energy positions.

This is qualitatively wrong, since all DFT data indicates that the minimum should be at the

top site, not the hollow site. Unfortunately, no pairwise, atom-centered potential is able to

reproduce this preference, as also shown by Berg et al.69 Note, however, that the long-range,

physisorption, potential is quite well reproduced by the LJ potential, indicating that only the

chemisorption energy is missing. The Spohr and Heinzinger potential accurately reproduces

the site preference, but the interaction profile is too shallow compared to the reference DFT

potential. The potential of Siepmann and Sprik is quite different. In this case, the use of a

small training set with old, inaccurate benchmark data75 is most likely to be at the origin of

the issue: the long range part is severely underestimated (see also Figure S2 in the SI) and

the minimum at the hollow and bridge sites is very narrow. The minimum at the top site, on

the other hand, is quite well reproduced.

In summary, the analysis of 800 adsorption geometries of a water molecule on a p(3×3)

unit cell has highlighted the challenges of capturing the orientational preferences of a water

molecule over a platinum surface. In particular, the introduction of a repulsion between the

surface and the hydrogen atoms was key for the rotation around the axis of the dipole moment,

a term that is missing in most of the tested force fields from the literature, although it was

present in some of the older parametrizations,63,105 including the one by Spohr and Heinzinger
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tested herein.61 Additionally, reproducing the position and depth of the minima at top, bridge

and hollow positions turned out to be less than trivial. Despite these small shortcomings, our

force field still shows the best correlation against the reference data, capturing the essential

physics of the orientation dependent adsorption energy of water on Pt(111), including a

non-negligible contribution from chemisorption, which is notoriously difficult to be captured

at the force field level.106

4.2 Water Aggregates: From Monomer to an Ice-Layer

Having established a reasonable accuracy for the interaction between a single water molecule

and a platinum surface, the question is to which extent the potential is transferable to

configurations with more than one water molecule. To this purpose, we have constructed a

validation set based on ice-like layers on Pt(111) (see Computational Details).

Assessing structures with water–water and water–surface interactions also requires to

choose a water model. Since the developed force field is completely independent of the water

model, we decided to test several models, i.e., the TIPxP family with x=3,4 and 5,107–109

the popular SPC/E110 and the recent OPC model.111 All of these models use a fixed water

geometry and are non-polarizable. As for the reference of the water molecule, we consider that

the least biased choice is an isolated water molecule. Hence, the -280 kcal mol-1 adsorption

energy for 18 water molecules (in a full Hdown layer) at the DFT level corresponds to an

average adsorption/interaction energy of 15 kcal mol-1, compared to the 9 kcal mol-1 at

the DFT minimum for a single water molecule, stressing the importance of the interaction

between water molecules, including many-body effects,88,89 which are not explicitly included

in the pair-wise additive force fields tested here.

Figure 7 presents the correlation between the DFT data and the force field predictions

of GAL17 combined with the five different water models, while Table 2 provides statistical

measures for this set. The graph on the right shows the same data for the QM/MM and

IC-QM/MM approaches, in which the many-body effects within the water layer are described
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Figure 7: Correlation between DFT data and approximate methods for the adsorption energy
of (defective) ice-like layers. Left: GAL17 using various water models. Right: IC-QM/MM
and QM/MM using DFT for water–water interactions (from ref 79) and the Spohr-Heinzinger
potential with the TIP4Pew water model.

at the DFT level, while the ones with the platinum surface are still not captured. Note that

the METAL force field of Heinz and co-workers has been excluded in this Figure since the

adsorption energies are very repulsive due to the use of DFT geometries and the shift to

longer Pt-O distances of the minimum around the top sites evidenced in Figure 6.

The first observation is that the OPC water model is quite different compared to the

other water models, overestimating the water-water interactions significantly. The other four

water models yield rather similar results, with R2 of 0.89 to 0.96. While the RMSD is lowest

for OPC (3kcal mol-1 per H2O or 40 kcal mol-1 per system), it is TIP4Pew that fares overall

best, with an RMSD of only 1 and 4 kcal mol-1 larger (per H2O and per system, respectively),

but with the smallest maximum error per system (94 kcal mol-1, compared to 136 kcal mol-1

for OPC) and the slope of the linear regression that is closest to 1.0. On the other hand,

TIP5P is clearly the worst performer, with an RMSDtot of 70 kcal mol-1, a maximum error of

143 kcal mol-1 and a slope of only 0.66. With an error of 4 kcal mol-1 per water molecule (for

an interaction of about 15 kcal mol-1) our approach is short from reaching the 5% accuracy
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Table 2: Statistical measures for the accuracy of the description of (defective) ice-like layers.
The root mean square deviation is reported per molecule RMSDmol and for the full system
RMSDtot.

Method RMSDmol/ RMSDtot/ Max. Error/ R2 Slope Intercept/
kcal mol-1 kcal mol-1 kcal mol-1 Slope kcal mol-1

GAL17-TIP3P 6 63 121 0.90 0.71 9
GAL17-TIP4Pew 4 44 94 0.93 0.83 10
GAL17-TIP5P 6 70 143 0.89 0.66 6
GAL17-OPC 3 40 136 0.96 1.25 16
GAL17-SPC/E 6 60 117 0.91 0.73 9
Spohr-TIP4Pew 3 23 58 0.98 0.97 14
QM/MM 7 61 105 0.95 0.76 17
IC-QM/MM 6 54 97 0.95 0.79 16

obtained by an empirical scheme for the adsorption energy of ice-like structures.39 However,

this approach contains explicit parameters for the strength of hydrogen bonds and the extra

stabilization energy in a two dimensional ice-layer. Remarkably, for nearly complete ice-layers,

all models predict two distinct families of structures, one being more strongly bound than the

other for the same DFT interaction. Since the same applies to the QM/MM and IC-QM/MM

simulations, we suggest that it is due to (many-body) charge transfer effects between the

ice-like layer and the surface, which happen to be more pronounced in the Hdown than the

Hup conformations.

Given the approximations involved in the force field, the overall performance (error of

∼ 4 kcal mol-1 per H2O) for the defective water layers and water clusters on Pt(111) is

rather encouraging. This validation set is also well described (albeit at higher computational

cost) by the potential of Siepmann and Sprik in combination with a DFT treatment for

the water–water interaction. This is partially due to the fact that the water molecules are

all located close to the surface where the chemisorption potential is still active and not in

the zone beyond 3.0 Å where the interaction is, erroneously, very weak (see Figure 6). By

comparing the results for IC-QM/MM with QM/MM, we conclude that the image charge

effect, which slightly improves the statistical measures (see Table 2) remains rather small,

even for these more complex systems. This further confirms our choice of neglecting this
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effect in GAL17. Somewhat surprisingly, the Spohr and Heinzinger potential in combination

with TIP4Pew consistently outperforms all the other methods for this set.

In summary, water clusters and layers on Pt(111) are challenging test cases for pair-

wise additive force fields. The combination of our force field with TIP4Pew seems to be a

reasonably accurate option, rivaling the more expensive QM/MM methods, while being more

accurate for non-equilibrium configurations and the longer-range surface–water interaction

(vide supra).

4.3 Pt(111)/Water Interface

Characterizing the liquid/solid interface can be seen as the holy grail for interfacial sciences

from lubricants and corrosion inhibition to catalysts and batteries, up to nanoparticles in

biomedical contexts.6,7,42

Several characteristics have been proposed to describe the metal/liquid interface, with

density profiles and histograms of characteristic angles being most popular. Therefore, we

herein also present results for these quantities, in addition to the ratio of molecules that are

on top of a Pt atom. Here, following our previous work on the recognition of adsorption

modes on graphical lattices,112 we define top, bridge and hollow sites as non-overlapping

circles with a radius of 0.4 Å, covering roughly 37 % of the entire surface. Due to symmetry,

the ratio top:bridge:hollow is 1:2:2. Hence, for a random distribution we expect 20% of the

water molecules assigned to top sites.

Our best estimates come from 10 ps of AIMD for a 192 Pt atoms system with 151 water

molecules on top of it, followed by a sufficient empty space to avoid confinement effects12 at

the cost of a liquid/vacuum interface. The interface was pre-equilibrated at the IC-QM/MM

level of theory as explained in the Computational Details. The AIMD simulations are

computationally extremely demanding: a single time step took, on average, 520 s (on 96

CPU cores), totaling to about 140’000 CPU core hours (or 60 days real time) for the 10

ps trajectory. To produce a fair comparison with the the force field methods, the same
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simulation time has been applied, starting from the same initial configuration, except that

the water molecules have been moved away from the surface by 1 Å for the setup using the

METAL force field by Heinz in order to avoid the extremely repulsive distances with this force

field when starting from DFT geometries. If not stated explicitly, the METAL force field is

combined with the SPC/E water model as originally proposed,78 while the Spohr-Heinzinger

and GAL17 force field rely on the TIP4Pew model, since it gave the best agreement for

the ice-like water layers (vide supra). The IC-QM/MM simulations can be considered to be

better converged, since at least the initial structure is obtained from equilibrating at this

level. However, it is not given that accumulating statistics of 10 ps is sufficient even for

equilibration. Note that the IC-QM/MM simulations are around fifty times more efficient

than pure AIMD, requiring approximately 60 s per time step on 16 CPU cores or roughly

2’600 CPU core hours for a 10 ps trajectory. Since the force field computations are again 4-5

orders of magnitude faster (15 ms per timestep on a single CPU core or 2.5 minutes for 10

ps), we were easily able to assess the equilibration time which turned out to be on the order

of 100 ps, with trajectories of 500 ps generally providing converged statistics (see SI, Figure

S4).
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Figure 8: Density (left) and fraction of water molecules on top sites (right) as a function of
the surface-solution distance for various methods as obtained from a 10 ps MD simultaion.

Having these limitations in mind, we can now discuss the results obtained from the 10 ps
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of simulations for each method. Figure 8 presents the density as a function of the distance

from the platinum nuclear plane. Generally, the density at the interface is 20-30% higher

than in the bulk, which can be traced back to the significant chemisorption energy and is

in qualitative agreement with experimental results for an electrified Ag/H2O interface.57

The density in the bulk region (which here is found to start roughly 8 Å above the surface)

corresponds to the expected 1 g L-1 and is followed by the liquid/vapour (or vacuum) interface.

Overall, we find that our water layer is probably somewhat slightly too thin, i.e., that the

region that is affected by neither of the interfaces is small to non-existent, as evidenced by

the single point around 10 Å for which all force fields roughly agree. Hence, we suggest that

future investigations should have at least 20 Å of solvent on top of the platinum surface.

Since running reliable isobaric simulations for these kind of systems is out of reach for any

QM based method today, we do not recommend to use "filled" unit cells, i.e., two solid/liquid

interfaces in order to avoid artifacts due to confinement effects.12

The right hand side of Figure 8 measures the in-plane ordering of the water layers. In

agreement with previous reports, the potential by Siepmann and Sprik used in QM/MM and

IC-QM/MM pushes all water molecules on top sites in the first hydration layer, so that hollow

and bridge sites are not occupied at all. The same observation applies to the simulations

based on the potential by Spohr and Heinzinger. The 10 ps of simulations at the AIMD level

were sufficient to reduce the percentage of water on top positions to roughly 0.6. Hence, the

bridge and hollow sites become also important at the DFT level, suggesting a less ordered

interface than predicted previously.66 Regarding the GAL17 force field, which underestimates

the stability of bridge and hollow adsorption sites (see Figure 6), the ordering extends to the

second layer of water molecules (see SI for vsGAL17 results, in which this problem is absent,

because the bridge and hollow sites are overly stabilized). The METAL force field, on the

other hand, is incapable of reproducing the expected ordering, lowering the ratio of top sites

below 0.2, the ratio characteristic for a random distribution. This, again, could have been

predicted simply by looking at Figure 6, where the hollow and bridge sites are most stable
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for this force field.

In order to have a more detailed appreciation of the ordering at the first water layer over

Pt(111) and how it varies with the different methods, Figure S7 represents typical structures.

In all simulations, a significant degree of disordering is observed, although various sizes of

ring-structures can be recognized. Compared to DFT, the force fields predict somewhat more

ordered interfaces with a tendency of mixing six and four membered rings, rather than the

five and six membered rings that dominate the DFT interface. This strongly suggests that

these various motives, which can also be found in ice,113 would need to be included in a force

field fit that aims at a balanced description of water–water and water–metal interactions at

the interface due to the inclusion of many-body effects.
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Figure 9: Distributions of θ (left) and ϕ (right) for the first solvation layer for various methods
as obtained from a 10 ps MD simultaion.

Having seen that 10 ps is sufficient to modify the site preference significantly and in

agreement with the predictions for a single water molecule, we now investigate the angular

preference within the first hydration layer in Figure 9 (for the corresponding results for

the "bulk-like" layer around 8 Å, see Figure S6 in the SI). When compared to the random

distributions, both angles (θ, the orientation of the dipole moment with respect to the surface

normal and ϕ, the angle describing the rotation of the water molecular plane around the dipole

moment) show clear preferences. Regarding the nature of the preference, the different models
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agree that having the water dipole perpendicular to the surface (θ ≈ 0 or 180°) is unfavorable.

Where the models disagree, is regarding the question if inclining the dipole moment up

(60°, GAL17 and IC-QM/MM) or down (120°, DFT) is energetically preferable compared to

the "flat" (90°, METAL) adsorption mode. Both the QM/MM and the Spohr-Heinzinger

potential predict a degeneracy of the "up" and "flat" lying dipole moments. Note, that

this is the first time within this paper that we can evidence a significant difference between

QM/MM and IC-QM/MM. While this is analogous to the findings of Tarmyshov et al. for

isopropanol/water mixtures at the Pt(111) interface,114 we can not exclude an artifact due to

non-converged configurational sampling: Extending the GAL17 simulations to 500 ps, the

interval between 60 and 120 becomes very flat (see Figure S4 in the SI). The situation is

even worse for ϕ, where the convergence issues with respect to the sampling are enhanced.

To conclude, there is no agreement between the methods regarding the balance between

ϕ = 90° and ϕ = 0°: depending on the method, ϕ = 90° is a dominant maximum (DFT

and random distribution) or a maximum that is almost degenerate with ϕ = 0° (all other

methods, except METAL). At first sight, we have been a bit puzzled that GAL17, which

introduces a ϕ preference, is not significantly different from METAL or the Siepmann and

Sprik potential, where this dependence is missing for a single molecule. At second thought

however, this can be explained as follows: the hydrogen repulsion introduced in Eq. 3 serves

to push the hydrogen "up", away from the surface. At the Pt/H2O interface, the same effect

can be obtained through the interaction with other water molecules: the hydrogen atoms are

charged and will therefore interact with water molecules from the second layer and/or water

molecules within the same layer. Hence, hydrogens will be dissuaded from pointing towards

the surface due to competition. Nevertheless, we anticipate that the fine structure, such

as corrugation and correlations between θ and ϕ, are affected by the physically motivated

repulsion between hydrogen atoms and the surface.

Having mentioned the competition between water–water and water–surface interaction,

we would like to emphasize the importance of the uncertainty associated with the water
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model: since the interfacial structure is due to a balance between the energy of a water

molecule at the interface and its energy in the bulk solution, it is an open question to which

extent this difference is significant enough to be robust with respect to changes in the water

model that mainly affect the water–water interactions. Hence, we have performed additional

computations (see Figure S5 in the SI) by replacing the TIP4Pew water model by TIP5P and

OPC, which are, according to Figure 7 the two extremes for weak and strong water–water

interactions, respectively. We show in the SI that even though GAL17 and vsGAL17 are fairly

similar for the single water molecule adsorption modes and for the ice-like layers, the results

varying the water model and the water–surface interactions fail to provide fully consistent

results for the angular distributions.

Hence, we conclude that the greatest caution should be applied when deriving conclusions

about the "real" water/metal interfacial structure from either short AIMD or long MM

simulations: The relaxation times at the Pt(111)/water interface are high66 and, nevertheless,

the energetic balance between water at the interface and water in bulk solution seems to be

too subtle to produce clear-cut and robust interfacial characteristics.

5 Conclusion

We have presented a novel force field form for the interaction of water with Pt(111) to capture

the angular dependence and surface corrugation. The 12 parameters of the GAL17 force field

have been fitted to 210 DFT adsorption energies of water on a Pt(111) surface. The accuracy

of GAL17 and several force fields from the literature have been compared for 802 adsorption

energies on Pt(111), 52 geometries derived from ice-like layers and an MD simulation of a

Pt(111)/water interface, for which we have also presented a 10 ps first principles trajectory.

In all cases, GAL17 shows a better agreement with the DFT results than its predecessors. In

particular, the adsorption energies of a single water molecule are reproduced with an RMSD

of only 2 kcal mol-1, while defective ice-like layers are within 4 kcal mol-1 per H2O of the DFT
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reference energies. Using this force field, we confirm that equilibration time of the interfacial

water is much slower (by two orders of magnitude) than that of bulk water. Moreover, by

assessing the combination of GAL17 with different water models, we demonstrate that the

fine structure of the interface is very sensitive to the competition between platinum – water

and water – water interactions. Hence, we suggest that force fields should only be used

to generate relevant configurations that are, subsequently, reassessed at the DFT level in

order to gain insight into the "true" nature of the interface, while also keeping in mind the

shortcomings of DFT. However, since GAL17 is more accurate than other published force

fields, it is a very promising step towards the assessment of MM based solvation free energies

at the interface, which are particularly relevant in heterogeneous catalysis.
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with simulation time and as a function of the water model.

This material is available free of charge via the Internet at http://pubs.acs.org/.
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