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Abstract. In this paper, a simple structure design with arbitrary motion/force scaling to control teleoperation systems, with 

model mismatches is presented. The goal of this paper is to achieve transparency in presence of uncertainties. The master-

slave systems are approximated by linear dynamic models with perturbed parameters, which is called the model mismatch. 

Moreover, the time delay in communication channel with uncertainties is considered. The stability analysis will be 

considered for two cases: 1) stability under time delay uncertainties and 2) stability under model mismatches. For the first 

case, two local controllers are designed. The first controller is responsible for tracking the master commands, while the 

second controller is in charge of force tracking as well as guaranteeing stability of the overall closed-loop system. In the 

second case, an additional term will be added to the control law to provide robustness to the closed-loop system. Moreover, 

in this case, the local slave controller guarantees the position tracking and the local master controller guarantees stability of 

the inner closed-loop system. The advantages of the proposed method are two folds: 1) robust stability of the system against 

model mismatches is guaranteed and 2) structured system uncertainties are well compensated by applying independent 

controllers to the master and the slave sites. Simulation results show good performance of the proposed method in motion 

tracking as well force tracking in presence of model mismatches and time delay uncertainties. 
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1.  Introduction 

Master-slave teleoperation systems enable human interaction with environments that are remote, hazardous, or 

inaccessible to direct human contact, such as mining, sub sea exploration, and more recently in health care [1]. The 

main components of a teleoperation system are: 1) a set of two robotic manipulators, referred to as the “local master 

system” (or “master” for short) and the “remotely located slave system” (or “slave” for short), 2) the communication 

channel, 3) the human operator, and 4) the task environment.  
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In bilateral teleoperation, human operator applies force to the master in order to produce the desired output, which 

can be position or velocity. The output of master is transmitted to the slave through the communication channel to 

produce the desired force in the slave system that generates the position or velocity at the remote side, respectively. 

Due to the interactions between the slave system and its environment, a reaction force is generated, which is sent back 

as the reflecting force to the master to complete the closed-loop system. By feeding the reflecting force back to the 

master robot and then to the human operator, which is called force-reflecting control in teleoperation systems, the 

overall performance can be improved [2]. 

Based on the time-delay in communication channel and uncertainties in the task environment, there are two major 

issues in teleoperation systems: stability and performance. Transparency is the major criterion for performance of the 

teleoperation systems in presence of time delay in communication channel as well as stability of the closed-loop 

system. If the slave accurately reproduces the master's commands and the master correctly feels the slave forces, then 

the human operator experiences the same interaction as the slave would. This is called transparency in teleoperation 

systems [3]. 

The communication channel becomes an important issue when the distance between the master and the slave is too 

long. In this case, a time delay appears in information transmission that cannot be ignored. Due to this time delay, 

performance of the bilateral teleoperation systems can be degraded, which can even lead to instability of the remotely 

controlled manipulator. For the first time, Ferrel showed the instability of a teleoperation system with time delay [4]. 

In 1981, Vertut and Coiffet showed that stability of teleoperation systems with time delay could be achieved by 

decreasing bandwidth of the closed-loop system [5]. 

To overcome the time delay problem, various methods have been proposed in literatures. In 1989, Anderson and 

Spong stabilized the system against large, but constant time delay by using a passive model for transmission channel 

[6]. In 1991, Niemeyer and Slotine extended this result by introducing the concept of wave variable signals to stabilize 

the teleoperation system under unknown but constant time delay [7]. Further, in 1997, they used a filter in the wave 

variable signals that improved the error between the positions of master and slave by transmitting the integral of wave 

variable signals [8]. Kim et al. used force reflection and shared compliant control to improve the teleoperation tasks 

[9]. Buttolo et al. proposed model-based first-order sliding-mode controllers for both the local and the remote sites. 

Unfortunately, in addition to the high frequency signals problem, the teleoperation system becomes unstable with 

minor delays [10]. In 2005, Valdovinos et al. proposed higher-order sliding-mode impedance control to solve the 

chattering problem [11]. Leeraphan et al. proposed an adaptive gain to ensure a passive system for every time delay 

that adapts characteristic impedance. However, they did not investigate the transparency for their teleoperation system 

[12]. Zhu and Salcudean proposed an adaptive motion/force controller for unilateral or bilateral teleoperation systems 
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that can be applied to both position and rate control methods [13]. Munir and Book used the Kalman filter and a time-

forward observer to predict the wave variables and to compensate for the time delays [14]. Hashtrudi-Zaad et al. 

analyzed transparency of the teleoperation system in presence of time delay using three-channel control method [15]; 

nevertheless, their method is difficult to realize. Yokokohji et al. proposed a control scheme that provides the ideal 

kinesthetic coupling such that it does not require any knowledge of the parameters of the human operator dynamics 

and the remote object [16]. Leung et al. modeled the time delay as a perturbation to the system, and designed the 

system to be robust against such perturbations using H∞ optimal control as well as µ -synthesis [17]. Baier and 

Schmidt proposed a novel control strategy by using two-port lossless line theory for stabilization and transparency of 

bilateral teleoperation systems [18]. Ching and Book proposed bilateral teleoperation based on wave variable with 

adaptive predictor and direct drift control method [19].  

Recently, Alfi and Farrokhi proposed a new structure for bilateral transparent teleoperation systems in presence of 

time delay [20-22]. To achieve complete transparency and stability in the proposed method, direct-force measurement-

force reflecting control is employed at the local site. In the direct-force measurement-force reflecting control, the 

position/velocity signal is transmitted from the master to the slave. Then, using a force sensor, the reflected force from 

the environment is sent back in the opposite direction to produce feedback signals, which is applied to the master in 

order to give the operator a sense of what is happening in the remote site [1].  

The goal of this paper is two folds: 1) developing a simple structure for scaled bilateral teleoperation systems with 

arbitrary motion/force scaling, and 2) developing conditions for robust stability of the proposed structure in presence of 

uncertainties in the dynamics of teleoperation systems. 

The stability analysis of the proposed structure is considered for two cases:  1) stability against the time delay 

uncertainties and 2) stability against model mismatches. In the first case, two local controllers are designed. The first 

controller is responsible for tracking the master commands. The second controller is in charge of force tracking as well 

as guaranteeing the stability of the overall closed-loop system.  In the second case, a robust control term will be added 

to the control law to provide stability robustness to the closed-loop system. Moreover, in this case, the local slave 

controller guarantees the position tracking and the local master controller guarantees stability of the inner closed-loop 

control system. In this way, the slave follows the master with good accuracies despite model mismatches. In addition, 

in the core of the proposed control structure, an identification algorithm is developed, which, in addition to predicting 

the time-delay parameter, makes the closed-loop system virtually independent of the time delay. Moreover, as a result, 

the forward and the backward time delays need not to be identical in the proposed structure. In the rest of this paper, 

whenever it is referred to “the time delay”, it means “the time delay in communication channel”. 
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This paper is organized as follows. In Section 2, the basic proposed control method is discussed. Section 3 

describes design of the controllers. Analytical work about the stability of the proposed structure is given in 

Section 4. Section 5 shows the simulation results. Finally, conclusions will be drawn in Section 6.  

 

2.  The Basic Proposed Control Scheme 

The basic proposed control structure is shown in Figure 1. In this Figure, G , C and y denote the transfer functions of 

the local systems, the local controllers, and the outputs, respectively. The subscripts m and s denote the master and the 

slave, respectively. Moreover, msT and smT indicate the forward (i.e. from the master to the slave) and the backward 

(i.e. from the slave to the master) time delays, respectively. eF is the force exerted on the slave from its environment, 

eZ is impedance of the environment, hF  is the force applied to the master by the human operator, pK  and fK are the 

arbitrary motion and force scaling factors, respectively, sF  is the input force applied to the slave, and rF is the 

reflected force. 

The following assumptions have to be stated first: 

ASSUMPTION 1. The slave system acts in a non-free task environment. 

ASSUMPTION 2. The forward and the backward time delays are unknown and not identical.  

ASSUMPTION 3. The contact force is measurable and available for the local controller. Moreover, direct-force 

measurement-force reflecting control is used at the local site. 

ASSUMPTION 4. In order to give the operator the force sensation, the contact force is sent back, as the reflecting 

force, to the master robot.  

The main goals of the proposed control scheme can be stated as follows: 

1- The closed-loop control system must be stable with some mild and easy-to-achieve conditions against I) time 

delay uncertainties and II) model mismatches. 

2- The slave output sy has to follow the master output my with arbitrary motion scaling pK , which is called position 

tracking. Notice that the master and the slave outputs can be considered either position or velocity. 

3- The reflecting force rF  has to follow the operator force hF  with arbitrary force scaling fK , which is called force 

tracking. 

These goals, in this paper, are achieved by designing two local controllers: one in the remote site sC and the other in 

the local site mC . These controllers are named the local slave and the local master controllers, respectively (Figure 1).  

The local slave controller guarantees the motion tracking. The local master controller guarantees the force tracking as 

well as the stability of the overall system. In the next sections, design of the local controllers is described. 



 
 

 

 

5 

 
 

 

 

 

 

 

 

 

Figure 1. The basic proposed control scheme (the first form). 

 

 

3. Controllers Design 

In this section, design of the local controllers is presented. It should be mentioned that the designer can select 

arbitrary values for motion/force scaling. 

3.1.  The Local Slave Controller 

Design of the local slave controller is based on the compliance control method. This means that force 

measurements are used at the remote site [1]. According to Figure 1, if the output of the master and the slave 

robots is position, then the transfer function from the slave to the master can be written as 

( ) ( )( )
( ) 1 ( ) ( ) ( )

msp Ts s ss

m e s s s

K C s G sX s
e

X s Z G s C s G s
−=

+ +
.                                                      (1) 

Since the forward time delay does not appear in the denominator, the transfer function in Equation (1) is finite 

dimensional. Hence, the time delay will not have any effect on the stability of the system. In addition, one can use the 

classical control methods (such as PD) to design a local slave controller sC for the remote site such that the system in 

(1) is stable. Therefore, the position of the slave robot will follow the position of the master robot in such a way that the 

tracking error for the position converges to zero. The effects of the time delay will be addressed in the next section. 

 

3.2.  The Local Master Controller 

The local master controller is designed based on the direct force-measurement force-reflecting control. This 

controller must assure stability of the closed-loop system as well as force tracking. The force tracking means 

that the reflecting force ( )rf t has to follow the human operator force ( )hf t . First, the following variables are 

defined: 

( ) ( )ˆ ( )
1 ( ) ( ) ( )

e s s
s

e s s s

Z C s G s
G s

Z G s C s G s
=

+ +
,                                                        (2) 
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                  Figure 2. The second form of the proposed control scheme.               Figure 3.   New control scheme (the third form). 
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( ) ( )( )
1 ( ) ( )

ms

ms sm

e m

h m

T

sT T
F C s G s eM s
F C s G s e

−

− +
= =

+
.                                                     (4) 

ˆ( ) = ( ) ( )s mG s G s G s .                                                                  (3) 

Using these variables, the control scheme, shown in Figure 1, can be simplified as in Figure 2. Notice that, the local 

slave controller sC  is designed such that poles of ˆ
sG are in the left-hand side of the S-Plane (i.e. sC  guarantees the 

position tracking). Then, the transfer function of the overall closed-loop system can be written from Figure 2 as 

Now, since the force tracking is performed by sending the contact force through the reflection path of the 

communication channel, a new output in the block diagram of Figure 2 can be defined as rF . This block 

diagram can be simplified as the block diagram in Figure 3. Using this block diagram, the transfer function of 

the overall closed-loop system can be written as 

( ) ( )
( )

1 ( ) ( )

sT
f m

sT
m

r

h

K C s G s e
M s

C s G s e
F
F

−

−= =
+

                                                       (5) 

where ms smT T T= +  and ( ) ( ) sT
r f e

smF s K F s e−= .    

Notice that, the roles of ( )mC s  are to provide stability to the overall system and ensure the force tracking. 

From Equation (5), it can be seen that the time delay exists in the denominator of the closed-loop transfer 

function yielding an infinite dimensional transfer function. That is, the time delay can destabilize the system by 

reducing its stability margins or degrading its performance. As a result, one cannot use the classical control 

methods (like PD) to design a local master controller mC  such that the overall system in (5) is stable. 

Therefore, the fundamental problem in the proposed control method (i.e. the three different forms in Figs. 1, 2 

and 3) is to cope with the time delay properly. The most popular and effective method to solve the time delay 

problem in a stable SISO process is the Smith predictor [23]. This predictor can effectively cancel out time 
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delays from the denominator of the closed-loop transfer function. In this way, one can use the classical control 

methods for the local master controller.  

Figure 4 shows the block diagram of the Smith predictor. In this Figure, ( ) ( ) sTP s G s e−=  denotes the transfer 

function of the plant, where G  is a stable, strictly proper rational function, characterizing the delay-free part of the 

plant and T is a positive real number representing the time-delay. Moreover, ( ) ( ) sT
mP s G s e−= %% denotes the transfer 

function of the nominal model, where ( )G s%  and T%  are the nominal version of ( )G s  and  T ,  respectively. 

The main drawback of Smith  predictor is its sensitivity to the process model. In other words, in Smith 

predictor: 1) the time delay must be constant and known a priori and 2) the model must be known precisely 

[24]. Hence, applications of Smith predictor are limited in teleoperation systems. To overcome these 

limitations, it is necessary to find a mechanism to compensate for time delay uncertainties and model 

mismatches. In the next section, the stability conditions for the closed-loop system will be discussed. 

 

4. Stability Analysis 

Stability of linear time-invariant (LTI) delay systems can be completely determined by the roots of its 

characteristic equation [25]. In this section, the stability analysis is performed for two cases: 1) Stability 

analysis due to the time-delay uncertainties, 2) Stability analysis due the model mismatches. 

 

4.1.  Stability Analysis for Time-Delay Uncertainties 

In this part, stability of the proposed structure against the time-delay uncertainties is described. In order to 

avoid system instability due to the time-delay uncertainties, an adaptive filter is employed for predicting the 

time delay. 

Figure 5 shows the structure of the local master controller. According to this Figure, the closed-loop transfer 

function is 

[ ]
( ) ( )

( )
1 ( ) ( ) ( ) ( )

T

T T

s
m

s s
m m

C s G s e
M s

C s G s C s G s e e

−

− −
=

+ + − %
                                               (6) 

where ( )G s is defined in Equation (3). It is obvious that stability of the closed-loop system depends on the time 

delay. If the actual time delay T  is equivalent to the estimated time delay T% , then the closed-loop system is 

stable.  In other words, if T T= %  Equation (6) can be  written as 

( ) ( )
( )

1 ( ) ( )

Ts
m

m

C s G s e
M s

C s G s

−

=
+

                                                                   (7) 
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                       Figure 5.  Structure of the local master controller.                               Figure 6. The desired control-loop configuration. 

 

Figure 6 shows the block diagram of the equivalent closed-loop system for T T= % . But due to the estimation 

errors T T≠ % . Hence, the closed-loop system can become unstable.  

Suppose, there exists estimation error for the time delay and let T T δ= +%  denote the estimated time delay. 

Then, the closed-loop transfer function, given in Equation (6), can be written as 

( ) ( )
( )

1 ( ) ( ) ( ) ( ) (1 )

sT
m

sT s
m m

C s G s e
M s

C s G s C s G s e eδ δ

−

− −=
+ + −

.                                            (8) 

By considering the characteristic equation of (8), it is obvious that stability of the closed-loop system depends 

on the time delay. This fact can be shown as 

( ) 1 ( ) ( ) ( ) ( ) (1 )sT s
m ms C s G s C s G s e e δ

δ
− −∆ = + + − .                                           (9) 

Now, the problem is to find the stability conditions such that the closed-loop system becomes stable. To do this, 

consider the no-delayed version of ( )G s and ( )mC s as 

      
( ) ( )

( ) , ( )
( ) ( )

g c
m

g c

N s N s
G s C s

D s D s
= = .                                                   (10) 

Then, the transfer function in (8) can be rewritten as 

( )( )
( ) ( ) (1 )

sT

sT s

N s eM s
D s N s e eδ δ

−

− −=
+ −

,                                                   (11) 

where polynomials ( )D s and ( )N s are equal to 

( ) ( ) ( ) ( ) ( )g c g cD s N s N s D s D s= +                                                                 (12) 

( ) ( ) ( )g cN s N s N s=                                                                            (13) 

where it is assumed that ( ) ( )deg deg( ) ( )D s N s>  and polynomial ( )D s is Hurwitz.  

In the following theorem, the condition for stability of the closed-loop system without any upper bound on the 

time delay will be shown.  

 

THEOREM 1. The closed-loop system in Figure 5 is independent of the estimated time delay T% , if  

         ( ) 1 , .
( ) 2s j

N s
D s ω

ω
=

< ∀                                                                                

 
rF  sTe− ( )G s 

 - 
( )mC s hF
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where ( )D s  and ( )N s have are given in (12) and (13), respectively, ( )D s is Hurwitz, ( ) ( )deg deg( ) ( )D s N s> , 

( )gN s  and ( )gD s  are the numerator and the denominator of the no-delay transfer function ( )G s , 

respectively, and ( )cN s  and ( )cD s  are the numerator and the denominator of ( )mC s , respectively. 

 

Proof. The method of two-dimensional stability (2-D) test is used here for proof [26]. In this testing method, 

the system must be stable for 0T =  (i.e. stable for no time delay), which is true for the closed-loop system in 

Figure 5, since polynomial ( )D s  is assumed to be Hurwitz.  

Now, using the characteristic equation of the closed-loop system in (11), the equations for the 2-D test can be 

written as 

( ) ( ) ( )( )s D s N s z zδ∆ = + − % ,                                                             (14) 

where sTz e−=  and sTz e−= %% , 

( , , ) 0,s z zδ∆ =%                                                                          (15) 

1 1( , , ) ( , , ) 0.s z z s z zδ δ
− −∆ = ∆ − =% % %                                                        (16) 

When no solution for (15) and (16) exists, then, according to the 2-D test, the closed-loop system must be 

stable. Using the characteristic equation, we have 

( , , ) ( ) ( )( ) 0s z z D s N s z zδ∆ = + − =% % ,                                                            (17) 

and 

1 1

1 1

( , , ) ( , , )

( ) ( )( )
( ) ( )( ) 0.

s z z s z z

D s N s z z
z zD s N s z z

δ δ
− −

− −

∆ = ∆ −

= − + − −
= − + − − =

% % %
%

% %
                                                  (18) 

From (17) we have 

( )
( )

D sz z
N s

= −% .                                                                            (19) 

Substituting (19) into (18) gives 

1 1

1
1

( , , ) ( , , )

( )
, ,

( )

( ) ( )( ) ( ) 0.
( ) ( )

s z z s z z

D szs z
N s

D s D sz z D s N s
N s N s

δ δ

δ

− −

−
−

+

∆ = ∆ −

  = ∆ −−     
   

= − − − =   
   

% % %

% %

% %

                                          (20) 

Hence, 

 2( , , ) ( ) ( ) ( ) ( ) ( ) ( ) 0s z z z N s D s zD s D s N s D sδ∆ = − − − + − =% % % % .                                    (21) 

From there, it yields 
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2( ) ( ) 0
( ) ( )

N s N sz z
D s D s

−
− + =

−
% % ,                                                            (22) 

The roots of (22) for s jω=  and 1j Tz e ω−= =
%%  must lie in the left-hand side of the s-plane. Substituting 

j Tz e ω−= %% and s jω=  into (22) gives 

2( ) ( ) 0
( ) ( )

j T j TN j N je e
D j D j

ω ωω ω
ω ω

− − −
− + =

−
% % .                                                   (23) 

Factoring out j Te ω− % and noting that 0j Te ω− ≠
% , results into 

( ) ( )1 0
( ) ( )

j T j T j TN j N je e e
D j D j

ω ω ωω ω
ω ω

− − −
− + = − 

% % % ,                                               (24) 

which gives 

( ) ( ) 1
( ) ( )

j T j TN j N je e
D j D j

ω ωω ω
ω ω

− −
+ =

−
% % .                                                           (25) 

Using the polar form, we have 

( ) ( ) 1cos sin cos sin
( ) ( )

N j N j
T j T T j T

D j D j
ω ω

ω ω ω ω
ω ω

−
+ =   − +   −

% % % %                                 (26) 

Noting that in polar form, the magnitude is an even function, while phase is an odd function, one can conclude 

( ) ( )

( ) ( )
2 cos 1N j N jT

D j D j
ω ωω
ω ω

 
+ = 

 
% R                                                             (27) 

Hence, the condition ( ) ( ) 1 2N j D jω ω <  is satisfied for all frequencies. Therefore, the characteristic equation 

of the closed-loop transfer function, given in (8), will not have any roots with positive real parts, which yields a 

stable system independent of T% .□ 

 

Remark 1. In the proof of the above theorem, it was shown that the condition for stability of the closed-loop 

system, without any limit on the time delay, is 

1( ) , .( ) 2
N j

D j
ω ωω < ∀                                                            (28) 

It is obvious that for a linear system it is always possible to design the local controllers such that: 1) they are 

stable, 2) the closed-loop system is transparent, and 3) the inequality (28) holds. Hence, using the proposed 

control method, stability can be assured. 

 

Remark 2. In order to increase the robustness of the overall system, with uncertainties in time delays, one 

can design the local controller such that (28) is always valid. However, it should be noted that there exists a 
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trade off between ( ) ( )N j D jω ω  and the precision of the transparency. That is, making this magnitude too 

small might compromise the transparency. This fact is true in practice as well; due to the existing delays in 

communication channel and uncertainties in the environment dynamics, there is a compromise between 

stability and transparency [20, 22]. In other words, transparency of the overall system can be improved without 

compromising the stability of the system, if the time delay is small enough. Based on this, Alfi et al. have 

proposed a theorem to relax the stability condition given in (28) for small time delays [21]. First, small time 

delay must be defined for teleoperation systems.  

 

PROPOSITION 1: The time delay in communication channel in teleoperation systems is considered small for 

0.001T ≤  sec.  

 

Proof: Brooks [27] proposed a bandwidth between 4 and 10 Hz for teleoperation systems. Consequently, by 

using the following first-order approximation for time delay in Laplace transform 

1Tse sT− = −                                                                           (29) 

and also noting that 2 2( ) 1 11 ( )T j TT je ω ωω− = = + ≅− , it gives 0.001T =  sec. Therefore, when it is referred 

to small time delay in communication channel, it means a time delay approximately less than or equal to 0.001 

sec. 

 

THEOREM 2. Let T Tδ = −% denote the estimation error for the time delay. Then, the proposed control 

system, shown in Figure 6, is stable for small time delays if 

( ) 1, ,
( ) s j

N s
D s ω

ω
=

< ∀  

where ( )D s  and ( )N s have are given in (12) and (13), respectively, ( )D s is Hurwitz, ( ) ( )deg deg( ) ( )D s N s> , 

( )gN s  and ( )gD s  are the numerator and the denominator of the no-delay transfer function ( )G s , 

respectively, and ( )cN s and ( )cD s are the numerator and the denominator of ( )mC s , respectively. 

 

 Proof. Using the first-order approximation for Tse−  and Tse− %  yields 

                                   1 , 1 .T Ts se sT e sT− −= − = −% %                                                        (30) 

Substituting (30) into the characteristic equation (9) gives 
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( )

( ) 1 ( ) ( ) ( ) ( )( )

1 ( ) ( ) ( ) ( )(1 1 )

1 ( ) ( ) ( ) ( )( )

1 ( ) ( )[1 ( )]

1 ( ) ( ) .

T T

T T

s s
m m

m m

m m

m
s

m

s C s G s C s G s e e

C s G s C s G s sT sT

C s G s C s G s sT sT
C s G s s T T

C s G s e

δ
− −

− −

∆ = + + −

= + + − − +

= + + −

= + − −

= +

%

%

%
%

%
                                               (31) 

Substituting ( ) ( ) ( )g gG s N s D s=  and ( ) ( ) ( )m c cC s N s D s=  into (31) gives  

( )

( )

( ) 1 ( ) ( )

( ) ( ) .

T T

s T T

m
ss C s G s e

D s N s e
δ

− −

− −

∆ = +

= +

%

%
                                                           (32) 

Using (31), (32) and T Tδ = −% , Equation (8) can be rewritten as 

( )( )( )
( ) ( )

s
s T

s

N s eM s e
D s N s e

δ
δ

δ δ

−
− −

−=
+

                                                       (33) 

Since ( )s Te δ− −  doesn't play any role in the stability of the closed-loop system, according to the Tsypkin theorem 

[28] the condition for the closed-loop stability is  

( ) 1, .( ) s j

N s
D s

ω
ω

=
< ∀                                                             (34) 

 
o  

 
Remark 3. In the proof of the above theorem, it was shown that the condition for stability of the closed-loop 

system with small time delay in communication channel is  

( ) 1, .( )
N j

D j
ω ωω < ∀                                                            (35) 

Obviously, for a linear system, it is always possible to design the local controllers such that: 1) they are stable, 

2) the closed-loop system is transparent, and 3) the inequality (35) holds. Hence, using the proposed control 

method, stability can always be assured for small time delay in communication channel [20]. 

 

Remark 4. It should be noted that the condition given in (35) for small time delays does not have any 

conflict with the results of Theorem 1, given in (28). In other words, if condition (28) is satisfied, then (35) is 

guaranteed as well. This is because in the proof of Theorem 3, the time delay was assumed to be small, which 

imposes more restriction on the time delay but less restriction on the design of the local controllers. 

 

Remark 5. Based on remark 2, if (35) is considered with small time delay, then, the robustness of the closed-loop 

system will be improved considerably against small time delay, but the transparency of the system might be 

compromised. 

In the next section, the effects of the model mismatch on the stability of the proposed method will be addressed. 
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4.2. Stability Analysis Against Model Mismatches 

In this section, the stability of the closed-loop system against model mismatches is investigated. It is well 

known that robot manipulators have nonlinear dynamics. On the other hand, since telemanipulators are 

modeled with linear dynamics in this paper, there is a model mismatch between the reality and the proposed 

method. Moreover, there are uncertainties in the task environment. In addition, the time delay uncertainty, 

which was addressed in the previous section, can also be considered as a model mismatch. 

According to Figure 4 

( )
( )

1 ( ) ( )
m

m

C s
C s

C s G s
=

+ % ,                                                                (36) 

( ) ( ) , ( ) ( )sT sT
mP s G s e P s G s e− −= = %% .                                                    (37) 

( ) ( )( )( )
( ) 1 ( )[ ( ) ( ) ( )]

m

m m

C s P sY sM s
R s C s G s P s P s

= =
+ − +%                                            (38) 

It is obvious that stability of the closed-loop system depends on the model mismatch. This fact can be shown by 

considering the characteristic equation of the closed-loop system as 

( ) 1 ( )[ ( ) ( ) ( )]m ms C s G s P s P sδ∆ = + − +%                                                  (39) 

Assuming that there is no model mismatch, i.e. ( ) ( )mP s P s= , we have 

( ) ( )( )( )
( ) 1 ( ) ( )

m m

m

C s P sY sM s
R s C s G s

= =
+ %                                                                (40) 

Now, suppose there are model mismatches and let the model uncertainty be represented by some multiplicative 

perturbations ( )sδ . Then, the transfer function of the plant with uncertainties can be written as 

( ) ( ) (1 ( ))mP s P s sδ= +                                                                     (41) 

Without any loss of generality, if the norm of the model uncertainties is bounded, then, according to the 

following Theorem, the closed-loop system in Figure 4 is stable. 

 

THEOREM 3. The controller ( )mC s  provides robust stability if and only if 

( ) ( ) 1,j M jδ ω ω ω
∞

< ∀  

A necessary and sufficient condition for robust performance is 

( ) ( ) ( ) ( ) 1,wc sj M j F j M jδ ω ω ω ω ω
∞

+ < ∀  
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Figure 7: Equivalent of the Smith Predictor Scheme. 

where cM  is the complementary sensitivity transfer function, sM  is the sensitivity function of the closed-loop 

system, ( ) 1 ( )s cM j M jω ω= − , and wF is the weighting function (the performance weight). 

 

Proof. See reference [29].                                      

As it was mentioned earlier, the master controller guarantees stability and full transparency, when there is 

only time delay uncertainty. Now, since there are model mismatches as well (i.e. both the time delay 

uncertainties and the model parameter uncertainties exist), a robust term will be added to the control law. First, 

a procedure should be developed to convert the block diagram of Figure 4 to the block diagram in Figure 7 and 

vice versa as follows: 

( )
( )

1 ( ) ( )
m

m

s
C s

C
C s G s

=
+ %                                                                   (42) 

( )
( )

1 ( ) ( )m s
C s

C
C s G s

=
− %                                                                  (43) 

In Figure 7, the closed-loop transfer function can be written as 

( ) ( ) ( )
( )

( ) 1 [ ( ) ( )] ( )m
ry

Y s C s P s
G s

R s P s P s C s
= =

+ −
.                                                    (44) 

According to the control system theory, the ideal control would be realized if 

( ) ( )Y s R s= .                                                                           (45) 

As a result, the following conditions must be satisfied to have an ideal control system: 

( ) ( )mP s P s=                                                                            (46) 

( ) ( ) 1C s P s =                                                                           (47) 

The simple design procedure for ( )C s can then be stated as [30] 

1( ) ( ) ( )mC s P s F s−= ,                                                                     (48) 

where 

1
( )

( 1)nF s
sτ

=
+

,                                                                      (49) 

in which ( )F s  is a low pass filter, and τ and n  denote the filter time constant and the order of the filter, 

respectively.  

 

- 
+ rF U 

- 
+ 

-
+

( )C s 

( )mP s 

( )P s ( )rC s hF 
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Figure 8.  New robust control structure. 
 

The order of the filter must be selected such that the controller ( )C s  is realizable. In addition, theoretically, τ  

is selected such that an optimal compromise between the performance and the robustness is reached [31]. 

Zhang et al. have proposed a simple quantitative tuning procedure for this purpose [31]. In their procedure, τ  

can be selected as Tα , where ms smT T T= + . The larger the parameter α , the worse the nominal performance 

and the better the robustness. The range for α  is from 0.1 to 1.2.  

By considering Equation (48) for designing the controller, a precise model is needed. But in practice, it is 

hard to get the precise model for teleoperation systems. Hence, it is important to consider the model 

mismatches in stability analysis. The new structure for robustness against the model mismatches is shown in 

Figure 8. 

In this Figure, the closed-loop transfer function from rF  to U  can be written as 

   ( ) ( ) ( )
( )

( ) 1 [ ( ) ( )] ( )m
uy

Y s C s P s
G s

U s P s P s C s
= =

+ −
                                                    (50) 

Notice that, the above equation is equal to the closed-loop transfer function given in Equation (44). The goal is 

to design the robust controller ( )rC s  to cope with the model mismatches in Figure 8. The following Theorem 

provides the required conditions for the robust controller. 

                                        

THEOREM 4. Consider the closed-loop control system in Figure 8. Suppose the norm of uncertainties is 

defined as 

( )
( ) 1 ,

( )
mP j

j
P j

ω
δ ω γ ω

ω
= − ≤ ∀  

where ( )P s and ( )mP s are the plant and the model given in (37), respectively. Then, according to the small-

gain theorem, the controller ( )rC s in Figure 8 provides robust stability if  

( ) ( ) 1j M jδ ω ω
∞

<%  

 

 

- 
+ rF U 

- 
+ 

-
+

( )C s 

( )mP s 

( )P s ( )rC s hF 

 



 
 

 

 

16 

                         

                                Figure 9.  The equivalent block diagram of Figure 8.                     Figure 10.  The equivalent of Figure 9.  

 

 

Figure 11.  The structure design against model mismatch. 

 

where ( )C s and ( )F s  are defined in (48) and (49), respectively,
( ) ( )

( )
1 ( ) ( )

r

r

C s F s
M s

C s F s
=

+
 is Hurwitz, (i.e. the 

closed-loop system is stable without model mismatches), and ( )[1 ( )]( )
1 ( )[1 ( )]

s F ss
s F s

δ
δ

δ
− −

=
+ −

% . 

Proof. Substituting (48) into (50) gives 

( )( )
( ) [ ( ) ( )] ( )
( ) ( )

uy
m m

F sG s
P s P s P s F s
P s P s

=
−

+
                                                       (51) 

If we consider the model uncertainties by some multiplicative perturbations ( )sδ as 

( ) ( )(1 ( ))mP s P s sδ= + ,                                                                   (52)                     

then, (51) can be rewritten as 

( )( )
1 ( )[1 ( )]uy

F sG s
s F sδ

=
+ −

.                                                             (53) 

Let us define the following new bounded variable: 

( )[1 ( )]( )
1 ( )[1 ( )]

s F ss
s F s

δ
δ

δ
− −

=
+ −

% .                                                                (54) 

Using (54), (53) can be simplified as  

( ) ( ) (1 ( ))uyG s F s sδ= + %                                                                 (55) 

  It is apparent that if there exists any model mismatch, then ( ) 0sδ ≠  and consequently ( ) 0sδ ≠% . Hence, if ( )sδ  is 

bounded, ( )sδ%  is bounded as well. On the other hand, ( )s αδ
∞

≤  yields ( )s βδ
∞

≤% , where and βα  are some 

positive numbers. Equation (55) demonstrates that the model mismatch can be represented by uncertainties in the 

 

-  
+

+  
-  

+
- ( )rC s 

( )G s% 

( )mG s 

rF 

eF 

smsTe− 

mssTe − ˆ ( )sG s 

Identification 
algorithm 

-sTe % 

( )C s hF
  

U  

 

- 

( )M s  

( )sδ%   
rF  

-  
+ hF  

( ) (1 ( )) ( )F s s F sδ= + %%  ( )rC s  
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filter ( )F s . Consequently, Figure 8 is equivalent to Figure 9, and then equivalent to Figure 10. Hence, according to 

the small-gain theorem [32], the closed-loop system in Figure 10 is robust stable if and only if 

( ) ( ) 1s M sδ
∞

<% ,                                                                     (56) 

where 
( ) ( )

( )
1 ( ) ( )

r

r

C s F s
M s

C s F s
=

+
 is Hurwitz. I.e. the closed-loop system is stable without any model mismatches.o  

 

Remark 6. By considering (56), it is apparent that the smaller the value of ( ) ( )j M jδ ω ω
∞

% , the higher the 

robustness for the overall system against model mismatches. However, there exists a trade off between 

( ) ( )j M jδ ω ω
∞

%  and the transparency. That is, making this magnitude too small might compromise the 

transparency. 

Figure 11 shows the modified block diagram of the proposed structure, shown in Figure 1, against model 

mismatches. 

              

5. Simulations 

The dynamic equation of the master and the slave systems are considered here as a single-link manipulator by [33] 

2( )m m m m m mJ s B s M gL uθ+ + = ,     2( )s s s s s sJ s B s M gL uθ+ + =  

where J , M  and L  are the moment of inertia, the mass, and the length of the manipulators links, respectively; B  is 

the viscous friction coefficient, θ  is the rotational angle, g  is the gravity acceleration, and u  is the input; indices 

m  and s  are for the master and the slave, respectively. The system parameters are set to 2= 2 kg.mmJ , 

= 3 N/mmB , = 0.2 mmL , and = 0.6 kgmM  for the master, = 1 kg.m2sJ , = 5 N/msB , = 0.3 msL , and 

= 2 kgsM  for the slave, and eZ =1 for the environment impedance. Moreover, the position and the force scalings 

are set equal to 0.2 and 4, respectively. In order to demonstrate performance of the proposed methods, simulations 

are carried out for two cases: 1) the time delay uncertainties (section 4.1) and 2) the model mismatches (section 4.2). 

In addition, normally distributed random signals are used as uncertainties in the time delay. The time delay is 

estimated with an FIR filter [34]. Order of the FIR filter is selected as 6P = , because as it is mentioned in [34] for 

6P ≥  the estimation error of the time delay will be very small and negligible.  

In simulations, three different controllers are designed. The first controller is a PD controller, called the local slave 

controller Cs, which is used for the remote site. The second controller is a PD controller, called the local master 

controller Cm, which is used for the local site. The third controller is a robust controller, which is used for the local site. 

Notice that the latest controller is only required for model mismatches. The slave controller is designed such that 
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ˆ ( )G s is stable, and the master controller is designed such that the goals of the closed-loop teleoperation system is 

satisfied. Moreover, the master controller is designed such that the robust stability condition against time delay 

uncertainties, given in (28) and (35), is also achieved. Finally, the robust controller is designed such that the robust 

stability condition against model mismatches, given in (56), is achieved. 

 

5.1. Time Delay Uncertainties  

Simulations for the time delay uncertainties are carried out for different values of the time delay. In case I, the time 

delay is small with some perturbations, while in case II the time delay is relatively large with considerable 

perturbations. Simulations for the time delay uncertainties are shown in Figures 12-20. Figures 12 and 16 represent 

the time delay for the cases I and II, respectively, where ms smT T T= + . In addition, Tables 1 and 2 show the type of the 

local controllers and their typical coefficients used in cases I and II, respectively. Notice that, these values are not 

unique and are selected only to satisfy the stability conditions given in Equations (28) and (35). The stability 

conditions can be checked using the Bode plot given in Figures 13 and 17. The dashed line in Figures 13 and 17 

represent the right-hand side of Equations (28) and (35) (i.e. 20log(0.5) 6 db≅ −  and 20log(1)= 0 db ), respectively. 

Figures 14-15 and 18-19 represent the transparency response for the step and the sinusoidal inputs.  As these figures 

show, the proposed method can cope very well with time delay uncertainties. Notice that, the stability conditions in 

these cases, given in (28) and (35), cannot cope with model uncertainties (Figure 20). This Figure confirms the 

instability of the teleoperation system against model uncertainty, where 20%  and 25%  parametric uncertainty are 

assumed for the viscous friction in the master-slave and the environment impedance, respectively. 

 

Table 1. Type of the master controllers 

Case Local Controller PK  DK  

Case I PD 1.25 0.15 
Case II PD 1 2.5 

 

Table 2. Type of the slave controllers 

Case Local Controller PK  DK  
Case I PD 20 34.8 
Case II PD 20 34.8 
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               Figure 12. Time delay in communication channel (case I),        Figure 13. Bode plot for presenting stability condition in                                                                  

                                                   where ms smT T T= + .                                                            Equation (45), (case I). 
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Figure 14. Transparency response for step input (case I). 
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Figure 15. Transparency response for sinusoidal input (case I). 

    

10-2 100 102-80

-60

-40

-20

0

Frequency(rad/sec)

M
ag

ni
tu

de
(d

b)

0 50 100-1

0

1

2

 

 

Master
Slave

10

-5

0

SlaveMaster

0 5 100

0.5

 

 1

Time (sec) 

P
os

it
io

n 
Tr

ac
ki

ng
 (

ra
d)

 

0 50 1000

0.2

0.4

0.6

0.8

1

Time(sec)

Po
si

tio
n 

Tr
ac

ki
ng

 (r
ad

)

 

 

Master
Slave

1.2

3

0

Master Slave
6

0 0.2 0.40

0.1

0.2

0.3

0.4

 



 
 

 

 

20 

                
0 20 40 60 80 100

0.64

0.66

0.68

0.7

0.72

0.74

0.76

0.78

Time(sec)

D
el

ay
 in

 C
om

m
un

ic
at

io
n 

Li
ne

(s
ec

)

                     

Figure 16. Time delay in communication channel (case II),             Figure 17. Bode plot for verifying the stability condition in Equation (28), 
where ms smT T T= +                                                                                                       (case II) 
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Figure 18. Transparency response for step response, case (II). 
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Figure 19. Transparency response for sinusoidal response, case (II). 
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Figure 20. Unstable response, when some model mismatches are introduced. 
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5.2. Model Mismatches 

In order to evaluate the effectiveness of the proposed method against model mismatches, parameter uncertainties in 

the master, the slave and the task environment, as well as the time delay uncertainties are considered here. The 

following nonlinear equation represents the dynamic equation for the master and the slave robots  

sinJ B K uθ θ θ+ + =&& & . 

Moreover, 20%  and 25%  are added as extra uncertainties to the viscous friction of the master-slave and the 

environment impedance, respectively. In addition, the time delay uncertainty, shown in Figure 12, is considered 

in the communication channel.  

The selected values for the controllers are 2.5PK =  and 1DK =  for the slave controller, and 0.25PK =  and 

0.05DK =  for the master controller. Moreover, the robust controller is selected as 1/(10 1)rC s= + . Notice that, these 

numerical values are not unique and are selected only to satisfy the performance and the stability conditions. The 

order of the low pass filter, ( )F s  in (49), is equal to three. Recall that, the order of the low pass filter must be 

selected such that the robust controller is realizable. Furthermore, for the time constant of the low pass filter 

( Tτ α= ), where ms smT T T= +  , the parameter α  is set to 0.5 (see Section 4.2 for details). 

Figure 21 shows the Bode plot to verify the stability condition given in (56). The dashed line in this Figure 

represents the right-hand side of Equation (56) (i.e. 20log(1)=0 db ). Notice that, Remark 6 is considered here. 

Figures 22 and 23 illustrate the transparency response of the proposed control method for the step and the 

sinusoidal inputs, respectively. As these figures show, the proposed structure exhibits good performance for both the 

stability as well as the transparency of the scaled teleoperation system in presence of model mismatches. It should be 

noticed that the time delay in force tracking is more than the time delay in position tracking. This is due to the defined 

variables for the force tracking, in which the time delay is the sum of the forward and the backward time delays. 
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Figure 21. Bode plot for verifying the stability condition in (49). 
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Figure 22. Transparency response for step input. 
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Figure 23. Transparency response for sinusoidal input  

6. Conclusions 

To achieve transparency and stability robustness against model mismatches in scaled teleoperation systems with 

arbitrary motion/force scaling, a simple control scheme was proposed in this paper. The model mismatches included 

uncertainties in the time delay in communication channel and model parameters uncertainties. In the proposed 

approach, three controllers were designed: Two local controllers, one for the master side, one for the slave side, and a 

robust controller. These controllers were designed such that the slave controller guarantees the motion tracking and 

the master controller guarantees the stability of the inner closed-loop system. The robust controller guarantees stability 

robustness against model mismatches. The major advantage of the proposed method was that one could use the 

classical control methods to design the local controllers as well as the robust controller. Furthermore, the controller 

design would be straightforward; these controllers only need to satisfy one simple condition. In simulations, for a one-

degree-of-freedom manipulator example, it was shown that the proposed method is a viable choice for the 

teleoperation systems with model mismatches. 
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