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*
Abstract

*

In this paper we describe NewsCATS (News 

Categorization and Trading System), a system 
implemented to predict stock price trends for the 

time immediately after the publication of press 

releases. NewsCATS consists mainly of three 
components. The first component retrieves rele-

vant information from press releases through the 

application of text preprocessing techniques. The 
second component sorts the press releases into 

predefined categories. Finally, appropriate trad-

ing strategies are derived by the third component 
by means of the earlier categorization. 

The findings indicate that a categorization of 

press releases is able to provide additional 
information that can be used to forecast stock 

price trends, but that an adequate trading strat-

egy is essential for the results of the categoriza-
tion to be fully exploited. 

1. Introduction

Stock price trend forecasting based on struc-
tured data enjoys great popularity. Numerous 
publications describe data mining applications 
that try to predict the immediate future of stock 
prices or indices [1][2][3]. However, approaches 
that deal with unstructured data (i.e., text mining 
approaches) are hardly ever used owing to the 
difficulty involved in extracting the relevant in-
formation with these. Forecasting techniques that 
rely on structured information disregard the fact 
that the expectations of traders are built up to a 
certain extent from unstructured information. 

U.S. companies are required by the Securities 
Exchange Act 1934 to guarantee simultaneous 
public disclosure of "material non-public infor-
mation" because of the potential importance of 

                                                     
* This paper has benefited from discussions with and com-
ments from Marc Heissenbüttel (University of Bern, Institute 
of Computer Science and Applied Mathematics). 

such events for investors. This information in-
cludes earning figures, acquisitions and dives-
titures of businesses, and retirements from the 
Board of Directors. Nearly all companies in the 
U.S. have this information published as press 
releases through external partners to ensure com-
pliance with the legal requirements. PRNews-
wire and Businesswire are at the hub in the pub-
lication of such press releases. Between them, 
they control about 99% of the market, each being 
responsible for approximately half of all press 
releases. Press releases are one good source of 
information for traders, because they may reveal 
unexpected information and thus have a high 
capability to move stock prices abruptly. Infor-
mation not falling under the Securities Exchange 
Act 1934 can be published in "conventional" 
news articles or through other channels. 

Negative press releases, such as bad earnings 
reports, normally cause traders to sell stocks, 
which translates into a decline in the stock price. 
By analogy, traders tend to buy stocks after such 
positive press releases as good earnings reports. 
This translates into buying pressure and in-
creases the stock price. Moreover, the effect of 
new information on the stock price is also heav-
ily dependent on expectations (e.g., Consensus 
Estimates, "Whisper Numbers"). Unfortunately, 
it turns out that trading strategies derived from 
the difference between the expected and the real 
numbers often do not work out. 

This provides justification for the model most 
frequently used to describe the changes in stock 
prices, the random walk. It is now widely ac-
cepted that the random walk, despite its sim-
plicity, is one of the best models for forecasting 
stock prices. However, it has been shown else-
where [4] that the random walk model might not 
be appropriate for the description of intraday 
stock prices. 

In this paper we assume that the probabilities 
of the paths in the random walk model are not 
the same immediately after a press release and 
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that this skewness can be derived solely from the 
content of the press releases, with no account 
taken of expectations or other information. If this 
assumption holds, it should be possible to train a 
system by means of a supervised learning algo-
rithm which is able to detect and exploit these 
facts. This was the motivation behind the imple-
mentation of a system called NewsCATS (News 
Categorization and Trading System), which auto-
matically analyzes and categorizes press releases 
and derives stock trading recommendations from 
them. NewsCATS differs from previously devel-
oped systems mainly in the way the learning 
examples are chosen and in the determination of 
the "best" trading strategy. NewsCATS was 
tested on press releases and stock price data from 
2002. The results indicate that NewsCATS can 
provide trading strategies which significantly 
outperform a trader buying and shorting stocks 
randomly immediately after the publication of a 
press release. 

The rest of this paper is organized as follows. 
The next section gives an overview of related 
work in the fields of text mining and stock price 
trend forecasting from unstructured data. In 
terms of text mining, we focus especially on text 
preprocessing and automatic text categorization, 
since these are the techniques used in the work 
that has culminated in this paper. In Section 3 we 
introduce NewsCATS by briefly discussing its 
architecture and implementation. The perform-
ance of NewsCATS is then evaluated in Sec-
tion 4. Section 5 summarizes the main findings. 

2. Related work

2.1. Text preprocessing and automatic 

text categorization 

Most algorithms used in automatic text cate-
gorization (ATC) are familiar from data mining 
applications. The data analyzed by data mining 
are numeric, which means they are already in the 
format required by the algorithms. These algo-
rithms can be applied in ATC, but first it is 
necessary to convert the content of the docu-
ments to a numeric representation. This step is 
called text preprocessing, and it is often divided 
into the activities feature extraction, feature 
selection, and document representation [5]. 

Feature extraction is the first step in text 
preprocessing and consists mainly in parsing the 
document collection. The goal is to generate a 
dictionary of words and phrases (i.e., features) 
that describes the document collection ade-

quately. It is common to distinguish between 
local dictionaries, which means separate dic-
tionaries for each category, and universal dic-
tionaries, with a single dictionary for the whole 
document collection. The feature candidates are 
first compared against a list of stop words, and 
the dictionary is then usually free of "noise" 
(e.g., articles, prepositions, numbers). Further-
more, word stemming techniques can be applied 
so that features that differ only in the affix 
(suffix or prefix), i.e., words with the same stem, 
are treated as single features. Commonly applied 
word stemming techniques are affix removal, 
successor variety, n-grams, table lookup, peak & 
plateau, and Porter's algorithm [6][7]. 

Feature extraction is followed by feature selec-
tion. The main objective of this phase is to 
eliminate those features that provide few or less 
important items of information. Indicators com-
monly used to determine feature importance are 
term frequency (TF), inverse document fre-
quency (IDF), and their product (TF×IDF). 
When TF is used it is assumed that important 
terms occur in the document collection more 
often than unimportant ones. The application of 
IDF presupposes that the rarest terms in the 
document collection have the highest explana-
tory power. With the combined procedure 
TF×IDF the two measures are aggregated into 
one variable. Whatever metric is used, at the end 
of the feature selection process only the top n 
words with the highest scores are selected as fea-
tures. While more sophisticated feature selection 
techniques, such as information gain, Chi-square, 
correlation coefficient, and relevance score, have 
been proposed, the above techniques (especially 
TF) have proved very efficient [8]. 

Document representation is the final task in 
text preprocessing. At this stage the documents 
are represented in terms of the features to which 
the dictionary has been reduced in the preceding 
steps. Thus, the representation of a document is a 
feature vector of n elements, where n is the num-
ber of features remaining when the selection 
process is complete. The whole document collec-
tion can therefore be seen as an m×n-feature 
matrix F (with m as the number of documents), 
where the element fij represents the frequency of 
occurrence of feature j in document i. Typical 
frequency measures are, again, TF, IDF, and 
TF×IDF, but a difference from the previous task 
is that these frequencies are now measured per 
document. Sometimes the frequency measure is 
limited to the values {0, 1}, which indicate 
whether or not a certain feature appears at all in 
the document (binary representation). At the end, 
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the feature vectors are usually cosine normalized, 
since some of the ATC classifiers require feature 
vectors of length 1 [9]. 

In recent years, various techniques have been 
developed to reduce the size of the feature matrix 
F, which is sometimes enormous. These tech-
niques rely primarily on the assumption that a 
large number of features are close to being syn-
onymous. Examples of these techniques are term 
clustering and latent semantic indexing [10]. 

Major approaches for ATC classifiers involve 
the use of decision trees, decision rules, k-nearest 
neighbors, Bayesian approaches, neural net-
works, regression-based methods, and vector-
based methods. Descriptions of these algorithms 
can be found elsewhere (e.g., [5] and [11]). 

At this point, only one representative of the 
vector-based methods, called "Support Vector 
Machines" (SVM), is briefly discussed, because 
NewsCATS is based on this classifier. The 
difference between SVM, first introduced by 
Cortes and Vapnik [12], and the other classifiers 
mentioned above is that in addition to positive 
training documents, SVM also needs a certain 
number of negative training documents which 
are untypical for the category considered. SVM 
then searches for the decision surface that best 
separates the positive from the negative exam-
ples in the n-dimensional space (determined by 
the n features). The document representatives 
closest to the decision surface are called support 
vectors. The result of the algorithm remains un-
changed if documents that are not support vec-
tors are removed from the set of training data. 

An advantage of SVM is its superior runtime 
behavior during the categorization of new docu-
ments: only one dot product per new document 
has to be computed. A disadvantage is the fact 
that a document could be assigned to several 
categories because the similarity is typically 
calculated individually for each category. Never-
theless, SVM is a very powerful method and has 
outperformed others in several studies [11][13] 
[14][15][16]. 

2.2. Stock price trend forecasting using 

unstructured data

Wüthrich et al. [17], in 1998, analyzed news 
articles, collected from five popular financial 
websites, available before the opening of the 
Hong Kong stock market with several text min-
ing techniques (k-nearest-neighbor and different 
types of neural networks). This analysis led to a 
forecast of whether the Hang Seng would go up 
(more than 0.5%), go down (more than 0.5%), or 

remain steady (between 0.5% and –0.5%) in the 
upcoming trading session. An average accuracy 
of 46% was obtained, which is significantly bet-
ter than the accuracy of a random predictor, 
which would achieve no more than 33% accu-
racy.

The special feature of this work is the use of a 
priori domain knowledge. A dictionary consist-
ing of 392 keywords, each considered a typical 
buzzword capable of influencing the stock 
market in either direction, was defined by several 
experts. Further focuses of the paper included 
daily data (close-to-close returns) and informa-
tion available hours before the opening of the 
stock market. With their significant results the 
authors provide evidence against the Efficient 
Market Hypothesis [18], which states that new 
information is usually incorporated into stock 
prices within a very short time. 

Another approach to stock price trend forecast-
ing, one that entails correlation of the content of 
news articles with trends in financial time series, 
is described elsewhere [19]. The focus there is on 
intraday stock prices available at 10-minute in-
tervals, and a priori domain knowledge is not 
taken into account. The authors measured the 
performance of their system by carrying out a 
market simulation. Their trading policy was to 
take profits of 1% or more immediately or to 
wait for 60 minutes and take a loss if necessary. 
This strategy led to an average profit per trade of 
0.23%. 

The same data were reused subsequently [20] 
to determine, among other things, the best 
duration of the holding period. According to the 
findings, the purchases or short sales should 
generally be evened up after 20 minutes. How-
ever, no market simulation was performed to 
confirm these results. 

3. Concept of NewsCATS

3.1. Architecture

In this section, the architecture of NewsCATS 
(News Categorization and Trading System) is 
described. NewsCATS is designed to 

1. automatically preprocess incoming press 
releases.

2. categorize them into different news types. 
3. derive trading rules for the corresponding 

stock.

NewsCATS provides an engine for each of 
these tasks: the Document Preprocessing Engine, 
the Categorization Engine, and the Trading 
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Engine. Figure 1 gives an overview of the high-
level architecture of NewsCATS. 

Archive of 

Press

Releases

Tick Data

Archive

Houston Exploration

intends to use the

entire net proceeds

.....

Document

Preprocessing
Engine

Categorization

Engine
Bad News

Good News

???
Trading

Engine

00100101100

00111001000

00101

Incoming
Press Release

Archive of 

Press

Releases

Tick Data

Archive

Houston Exploration

intends to use the

entire net proceeds

.....

Document

Preprocessing
Engine

Categorization

Engine
Bad News

Good News

???
Trading

Engine

00100101100

00111001000

00101

Incoming
Press Release

Figure 1. Architecture of NewsCATS 

NewsCATS is connected to an archive of press 
releases and to an archive of intraday trades and 
quotes. With these archives NewsCATS is able 
to learn a set of categorization rules that allow 
the Categorization Engine to sort new press re-
leases automatically into a defined number of 
categories. Each of these categories is associated 
with a specific impact on the stock prices, e.g., 
increase or decrease. 

Depending on the results yielded by the Cate-
gorization Engine (i.e., the category assigned to 
the new press release) the Trading Engine pro-
duces trading signals that can be executed via an 
online broker or other intermediaries. 

3.2. Implementation

The Document Preprocessing Engine of News-
CATS is implemented with JAVA as the pro-
gramming language. During the feature extrac-
tion phase the engine is able to select from vari-
ous stemming algorithms (table lookup, peak & 
plateau, and Porter's Algorithm) and to remove 
predefined stop words. Feature selection is per-
formed by choosing TF, IDF, or TF×IDF as the 
measure of frequency. Document representation 
can be performed with a boolean measure of 
frequency or with TF, IDF, or TF×IDF. The 
Document Preprocessing Engine is further able 
to create local dictionaries if required. The out-
put is forwarded to the Categorization Engine, 
which consists of the categorization component 
of the SVM Light Classifier [21]. The host 

application is written in Visual BASIC and also 
contains the Trading Engine. On arrival of a new 
press release, the host application launches 
Document Preprocessing and the Categorization 
Engine in that order and generates appropriate 
trading signals depending on their outcome. 

For now, the tick-by-tick data archive consists 
of all historical intraday prices (trades) and 
bid/ask records (quotes) on all stocks in the 
National Market System (i.e., NYSE, NASDAQ-
AMEX, and 5 regional stock exchanges) from 
2002-01-01 to 2002-12-31. The archive also con-
tains pre- and post-market trades for NASDAQ 
stocks. 

The archive of press releases currently covers 
all press releases published by PRNewswire in 
2002 (the press releases issued by Businesswire 
will be available soon). Both archives together 
have a total volume of approximately 150 GB, 
comprised of around 1 billion trades, 3 billion 
quotes, and 150,000 press releases. The archive 
is continuously extended with data from 2003. 

We focus on press releases rather than on news 
articles in general, because we assume that due 
to the Securities Exchange Act 1934 press re-
leases are the better source of unexpected in-
formation (cf. Section 1). However, we plan to 
extend NewsCATS to other news sources in 
addition, and specifically to the editorial news-
wires Reuters and Dow Jones. 

4. Testing NewsCATS 

4.1. Data 

NewsCATS is being tested on a limited num-
ber of press releases. We specifically exclude all 
press releases that 

have no ticker symbol. 

have two or more ticker symbols. 

make no reference to the stock exchange 
the company is listed on. 

make reference to a stock exchange other 
than NYSE or NASDAQ-AMEX. 

have no subject code. 

Press releases with two or more ticker symbols 
are excluded because determination of the pub-
lishing company turned out to be too costly for 
the current prototype of NewsCATS (remember 
that an effect on the stock price of the publishing 
company is the only one of interest). The ab-
sence of any reference to the stock exchange 
leads to exclusion because, at present, News-
CATS needs this information to gather the (his-
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torical) stock prices. Future versions of News-
CATS will be able to process such press releases 
by looking up the stock exchange in a separate 
list.

We restrict the data set further by excluding all 
press releases of companies that have a turnover 
of less than US $ 5,000,000 a day (averaged over 
200 randomly selected trading days in 2002), 
since it can be assumed that such stocks are not 
liquid enough to be tradable whenever required. 
Moreover, all press releases published before 
9:30 a.m. ET or after 3:00 p.m. ET are excluded 
if they are NYSE listed, as are all those pub-
lished before 8:00 a.m. ET or after 5:00 p.m. ET 
if NASDAQ listed. These restrictions arise from 
the tape hours of the tick-by-tick data provider 
and from our requirement (see Section 4.2.) for 
at least 60 minutes of tick-by-tick data after the 
publication of a press release. These constraints 
limit the total number of press releases used in 
the test to 6,602. 

The stock price return accrued during the 60 
minutes immediately before the publication of 
these 6,602 press releases is –0.01% on average. 
The average stock price return accrued during 
the 60 minutes after the publication is –0.02%. 
However, the standard deviation is not the same 
for the 60 minutes before and the 60 minutes 
after publication: it is 1.49% for the hour before 
and 2.67% for the 60 minutes immediately after. 
This significant difference indicates that our 
separation does indeed leave us with press 
releases that have the capability to influence 
stock prices (regardless of the direction). 

4.2. Settings 

We create three categories of press releases: 
"Good News", "Bad News", and "No Movers." 
In order to train the Categorization Engine with 
accurate examples for each category, we define 
as good news all press releases that lead the 
stock price concerned to peak, with an increase 
of at least +3%, at some point during the 60 
minutes immediately after publication and have 
an average price level in this period that is at 
least 1% above the price at the time of the 
release. The exact values are chosen arbitrarily, 
but their approximate levels are based on the 
following reflections. The first requirement is to 
identify those press releases that have an 
immediate strong (positive) impact on the stock 
price, raising it by, say, +3% during the first 60 
minutes. The second ensures that this effect does 
not hold only for a few trades, but that the press 
release provokes a shift of the average stock 

price by, say, +1% that persists for at least an 
hour after its publication. Sudden short-lasting 
price shocks, which can be caused, for example 
by interventions from market makers, can usu-
ally be observed during times of low activity or 
during pre- and post-market hours and should be 
eliminated from the training process. Since we 
operate with very short time intervals, the Beta 
of a stock and, mostly, the simultaneous fluctua-
tions of the stock market (or an industry) are 
irrelevant. 

On the other hand, all press releases leading to 
a maximum price drop of 3% and an average 
price level 1% below the price at the time of the 
release are considered bad news. This separation 
leads to classification of 347 press releases as 
good news and 357, as bad news. The other 
5,898 press releases are labeled "no movers." 

Several classifiers encounter problems when 
the categories in the training set vary signifi-
cantly in frequency. In such cases there may be a 
bias towards prediction of the more common 
categories, leading to a worse category perform-
ance for the rarer categories [22]. To compensate 
for this peculiarity, we extract exactly 200 exam-
ples from each category and use these as training 
examples. The remaining examples are put into a 
holdout set that is later used to determine the 
model's accuracy. 

The 200 examples for each of the categories 
"Good News" and "Bad News" are randomly ex-
tracted from the corresponding 347 and 357 
press releases. Compared with systems imple-
mented earlier, our approach is a novel one in 
that the 200 training examples for the category 
"No Movers" are randomly chosen from a subset 
only. This subset consists of those 1,166 (out of 
the 5,898) press releases that precede, simul-
taneously, 

the lowest maximum price change 

the highest number of price changes 

of the corresponding stock during the 60 minutes 
following their publication. These restrictions 
make sure that the only press releases included 
are those that are not followed by large price 
changes or high volatility. In this way, we artifi-
cially create high selectivity between the three 
categories. The remaining 

5,898 – 1,166 = 4,732 

press releases in the "No Movers" category are 
never used for training purposes. 

The preprocessing of the press releases pro-
ceeds as follows: During the feature extraction 
phase we create three local dictionaries that 
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contain words only. The entries in the dictionar-
ies are stemmed with Porter's algorithm, mean-
ingless stop words (especially the xml tags in the 
original press releases) are removed, and num-
bers are excluded. During feature selection we 
reduce each of the dictionaries to the 1,000 most 
meaningful terms. "Most meaningful" is used to 
describe those terms that reach the highest 
TF×IDF value. Finally, the document representa-
tion is accomplished with a boolean measure of 
frequency, and the feature vectors are cosine nor-
malized for further use. Learning of the support 
vectors is achieved by means of the learning 
component of the SVM Light Classifier [21]. 

4.3. Output of NewsCATS

Learning of the support vectors is conducted 50 
times. Each time, the 

147 + 157 + 5,698 = 6,002 

examples remaining when the training process is 
complete (i.e., the holdout set) are categorized to 
determine the model's accuracy. Descriptive sta-
tistics for the precision and recall measures 
achieved in the 50 runs are shown in Table 1. 
Precision is the ratio of the number of relevant 
documents that have been categorized into the 
category under scrutiny to the total number of 
documents that have been categorized (relevant 
and non-relevant documents). Recall is the ratio 
of the number of relevant documents that have 
been categorized into the category under scrutiny 
to the total number of relevant documents that 
should have been categorized. 

Table 1. Precision and recall measures 
of 50 categorization runs 

Prec. Rec. Prec. Rec. Prec. Rec.

Avg. 6% 43% 98% 59% 5% 47% 58%

Min. 5% 37% 98% 54% 4% 38% 54%

Max. 7% 50% 98% 61% 5% 54% 60%

StDev. 0% 4% 0% 2% 1% 5% 2%

Good News

(N=147)

No Movers

(N=5,698)

Bad News

(N=157)
Overall

(Weighted

Recall)

In the case where the algorithm is unable to 
detect patterns in the training documents, the 
average recall for each category is equal to 33%. 
In our example, all categories have an average 
recall which is significantly above this value. 
The overall accuracy of the categorization 
(measured as the weighted recall) is almost equal 
to the recall of the "No Movers" category, since 

the vast majority of the press releases belong in 
this category. 

The average precision of the categories "Good 
News" and "Bad News" is fairly low, at 6% and 
5%, respectively. However, we have to consider 
that the precision metrics do not take proper ac-
count of how "wrong" a categorization of a press 
release in fact is. For instance, a press release 
with an impact of +2.9% on the underlying stock 
price probably consists of information nearly as 
good as that in a press release leading to a price 
increase of 3.1% and might therefore also be 
categorized as "Good News," which is unfavor-
able for the precision metric but theoretically 
correct.

The precision and recall figures for the "No 
Movers" category indicate that this category is 
characterized by high selectivity. This is further 
supported by a look at the category clusters of 
the training set formed in the feature space. 
Figure 2 shows the category clusters in a reduced 
3-dimensional feature space, where the docu-
ments in the "No Movers" category (black spots) 
are pooled extremely well in one "corner" and 
the other categories are spread over the remain-
ing feature space. 

Good News No Movers Bad News

Figure 2. Feature space of training set 

The selectivity of the two other categories is 
fairly poor. One possible explanation for this is 
that press releases containing good and press 
releases containing bad information in fact draw 
on a different vocabulary than the "no movers," 
but this treasury of words differs only slightly 
between the two. Consider the example of a 
company that is suddenly threatened with 
delisting (truly bad news). The corresponding 
press release might therefore contain something 
like, "Company X will be delisted from 
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NASDAQ." Now, let us assume that a few days 
later the company is no longer under threat of 
such delisting and publishes a press release con-
taining the same passage except that the word 
"not" is inserted before "be delisted". Since the 
vocabularies of the good press release and the 
bad press release (published a few days before) 
are the same, the only difference is manifest in 
the negation, but precisely this word is probably 
an element in a stop word list. One possible way 
of tackling this problem might be to change from 
word-based to phrase-based preprocessing, and 
this is currently under investigation. 

It is also interesting to note that even though 
the algorithm was trained with 200 examples per 
category, i.e., with a uniform prior distribution, it 
correctly sorts most of the test examples into the 
"No Movers" category. 

After the automatic categorization the output is 
forwarded to the Trading Engine. This engine 
translates the categorization outcomes into trad-
ing signals of the types "Buy Stock," "Short 
Stock," and "Do Nothing." While more sophisti-
cated trading signals are in development (e.g., 
including the "best" duration of the holding 
period), we limit our current work to these basic 
trading signals. Preliminary results (not shown) 
concerning the "best" duration of the holding 
period have revealed, surprisingly, that it might 
be better to choose a long (short) holding period 
for stocks with a high (low) daily turnover. 
Table 2 summarizes descriptive statistics for the 
trading recommendations generated by the Trad-
ing Engine. 

Table 2. Buy and short recommendations 
generated by the Trading Engine 

Buy Recommendations Short Recommendations

Avg. 1,330 (22%) 1,272 (21%)

Min. 1,158 (19%) 997 (17%)

Max. 1,581 (26%) 1,409 (23%)

StDev. 110 (2%) 101 (2%)

Although only 147 (157) press releases of the 
holdout set are primarily labeled "Good News" 
("Bad News"), on average the Trading Engine 
recommends buying the corresponding stocks 
1330 (i.e., 22% of 6,002) times and shorting 
1272 times (i.e., 21%). Thus, many of the origi-
nally "no movers" are categorized into wrong 
categories, but reconsideration of the above 
example of a press release with an impact of 
slightly less than +3% on the underlying stock 
price suggests that this false categorization might 

turn out to be advantageous, because the stock is 
acquired nevertheless. 

The total number of trades suggested is an 
average of 2,602 (43%). A system that is unable 
to detect patterns in the training documents 
would release approximately 4,000 (two-thirds) 
buy and short recommendations, since we per-
formed the training with a uniform prior distribu-
tion. 

4.4. Market simulation

To evaluate the performance of NewsCATS we 
execute the buy and short recommendations vir-
tually using the tick-by-tick data archive of 2002. 
We assume that stocks can be bought or shorted 
exactly 2 minutes after the publication of a press 
release. A delay of even 2 minutes seems ade-
quate, because the PRNewswire feed is available 
in real time at http://biz.yahoo.com/prnews/ and 
the categorization of a press release takes an av-
erage of 30 seconds. The holding period is set at 
58 minutes; thus, we even up exactly 60 minutes 
after publication of the press release. Table 3 
displays descriptive statistics for the executed 
trades. Since it is common to compare the per-
formance of a trading system with a random 
strategy that leads to approximately the same 
numbers of purchases and short sales, the 
columns on the right in Table 3 present the 
results of such a "best random trader." 

Table 3. Trades executed and 
average profit per trade 

Trades

Executed

Avg. Profit

per Trade

Trades

Executed

Avg. Profit

per Trade

Avg. 2,602 0.11% 2,599 0.00%

Min. 2,477 0.03% 2,475 -0.05%

Max. 2,864 0.18% 2,860 0.06%

StDev. 96 0.06% 96 0.03%

NewsCATS Random Trader

The average profit per trade is 0.11% and 
0.00%, respectively, for NewsCATS and the ran-
dom trader. The number of the random trader is 
not significantly greater than the average stock 
price return during the 60 minutes after the pub-
lication of press releases (cf. Section 4.1.). On 
the other hand, the profit achieved by News-
CATS is significantly greater at the 1% level. 
This result strongly supports the assumption 
made in Section 1 that the probabilities of the 
paths in the random walk model are not the same 
immediately after a press release and that this 
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skewness can be derived solely from the content 
of the press release. 

To further improve the results, the Trading En-
gine determines price barriers that, if exceeded, 
cause the long and short positions to be evened 
up (even if the 58 minutes are not at an end). 
This means that as soon as we can take a profit 
(loss) of d% within the interval of ]2, 60[ after a 
press release becomes public, we do so. Other-
wise, we wait until the end of the hour and take a 
loss (profit) if necessary. Other rules for the 
Trading Engine are in development, as men-
tioned in Section 4.3. Table 4 shows the results 
for the same 50 runs as are summarized in 
Table 3, depending on various barriers. 

The numbers indicate that NewsCATS always 
outperforms the random trader. With symmetri-
cal barriers, for instance, the profit per trade is 
from 0.05% to 0.11% higher. (Please note that 
the "base case" infinite/infinite is the case with-
out barriers shown in Table 3.) 

With asymmetrical barriers that cause the Trad-
ing Engine to take profits earlier than losses 
(+3%/infinite, +1%/–3%, etc.) NewsCATS per-
forms even better. Depending on the barriers, the 
profit reaches up to 0.21% per trade (averaged 
over the 50 runs) and is therefore 0.14% higher 
than the one of the random trader. The average 
profit per trade of the individual runs in this 
"best" scenario ranges from 0.13% to 0.28% (not 
shown). In the model presented by Lavrenko et 
al. [19] a similar simulation was carried out with 
the same barriers as in our "best" scenario, but 
no explanation was given for these specific 
choices. In a single simulation run a profit of 
0.23% per trade was achieved, which basically 
confirms our results. 

With asymmetrical barriers that cause the Trad-
ing Engine to realize losses earlier than profits 
(infinite/–3%, +3%/–1%, etc.), both NewsCATS 
and the random trader show their worst perform-

ances. Thus, these scenarios do not need to be 
considered further. 

The significant differences of profits per trade 
(compared to the "base case") achieved by apply-
ing various upper and lower barriers can be ex-
plained by the fact that intraday price movements 
do not follow a random walk model [4] but are 
the result of the interaction between a random 
walk and temporary thresholds produced by limit 
orders [23]. If barriers are chosen appropriately 
this fact enables the generation of small profits 
even if stocks are bought and shorted completely 
randomly (as done by the random trader). A 
more detailed discussion on the different profits 
is, however, beyond the scope of this paper. 

After the discovery in Table 4 that the best 
scenarios have no lower barrier (cells with gray 
background in Table 4), it is interesting to en-
gage in further investigation of the average profit 
achieved with different upper barriers. Therefore, 
a sensitivity analysis is conducted for values of 
the upper barrier between +0.02% and +2.0%. 
The Trading Engine is able to incorporate these 
findings into more detailed trading recommenda-
tions, such as 

"Buy Stock X and Hold It 

Until the Stock Price Hits the +d% Barrier." 

Figure 3 shows the average profit per trade for 
various upper barriers and no lower barrier (i.e., 
lower barrier set to infinite). Obviously the dif-
ference between the average profit per trade of 
NewsCATS and the average profit per trade 
achieved by the random trader remains constant 
and statistically significant. The highest profit 
per trade is obtained with an upper barrier set at 
+0.9%, but it cannot be confirmed statistically 
that other barriers close to +1% really lead to 
lower profits. 

Furthermore, NewsCATS is still able to yield 
profits if we take transaction costs into account. 

Upper

Barrier

Lower

Barrier

News

CATS

Random

Trader

Upper

Barrier

Lower

Barrier

News

CATS

Random

Trader

Upper

Barrier

Lower

Barrier

News

CATS

Random

Trader

infinite infinite 0.11% 0.00% infinite -3.0% 0.05% -0.03% 3.0% infinite 0.15% 0.03%

3.0% -3.0% 0.09% 0.00% infinite -2.0% -0.01% -0.06% 2.0% infinite 0.17% 0.06%

2.0% -2.0% 0.07% 0.00% infinite -1.0% -0.05% -0.08% 1.0% infinite 0.21% 0.07%

1.5% -1.5% 0.06% -0.01% infinite -0.5% -0.05% -0.07% 0.5% infinite 0.19% 0.06%

1.0% -1.0% 0.05% -0.01% 3.0% -1.0% -0.01% -0.05% 1.0% -3.0% 0.15% 0.04%

0.5% -0.5% 0.05% -0.01% 3.0% -0.5% -0.02% -0.05% 0.5% -3.0% 0.15% 0.04%

0.2% -0.2% 0.04% -0.01% 1.0% -0.5% 0.04% -0.01% 0.5% -1.0% 0.06% -0.01%

Table 4. Average profit per trade for various barriers

Symmetrical Barriers Asymmetrical Barriers: upper > |lower| Asymmetrical Barriers: upper < |lower|
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By assuming transaction costs of US $ 10 for 
buying and US $ 10 for selling stocks, News-
CATS breaks even if each recommended trade is 
executed with an amount of 

(US $ 10 + US $ 10) / 0.21% = US $ 9,524 

and evened up as soon as +0.9% or more can be 
obtained. Since we focused the market simula-
tion on stocks with a daily turnover of at least 
US $ 5,000,000, purchases or short sales above 
US $ 9,524 are not an obstacle for NewsCATS. 

5. Summary and outlook

Based on the assumption that the random walk 
of stock prices immediately after the publication 
of a press release is skewed (which we believe 
can be derived solely from the content of the 
press release), we implemented NewsCATS, 
which automatically analyzes and categorizes 
press releases and generates stock trading recom-
mendations. NewsCATS differs from systems 
developed earlier mainly in the way the learning 
examples are chosen and the way the trading 
recommendations are compiled. NewsCATS was 
tested on press releases and intraday stock price 
data from 2002. The results indicate that News-
CATS can provide trading strategies that signifi-
cantly outperform a trader randomly buying and 
shorting stocks immediately after the publication 
of press releases. 

However, the results also reveal that there is 
still much room for improvement. In particular, 
the output of the Categorization Engine needs to 

be enhanced. Since the selectivity of the "No 
Movers" category is good but the selectivity of 
the two other categories is fairly poor (as seen 
for instance in Figure 2), the learning could be 
improved by inserting a new first step to 
distinguish between "No Movers" and "Movers" 
only. In a second step the "Movers" could then 
be split into "Good News" and "Bad News." 

Furthermore, the outcome of the categorization 
process depends heavily on the feature matrix 
created by the Document Preprocessing Engine. 
One possible way of improving the preprocessor 
is to apply a priori domain knowledge. This 
means that feature extraction and the feature se-
lection phase become obsolete because the dic-
tionary is predefined by experts. Such a diction-
ary consists of words and phrases that are 
generally regarded as buzzwords capable of in-
fluencing stock prices. However, the definition 
of such a dictionary reduces the flexibility of a 
system such as NewsCATS. Currently, News-
CATS works out the domain knowledge on its 
own (during feature extraction and feature selec-
tion) and is therefore able to account for vocabu-
lary changes. 
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