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Abstract 
The prediction of freight congestion (cargo peaks) is an important tool for decision making and it is this paper’s main object of study. 
Forecasting freight flows can be a useful tool for the whole logistics chain. In this work, a complete methodology is presented in order to 
obtain the best model to predict freight congestion situations at ports. The prediction is modeled as a classification problem and different 
approaches are tested (k-Nearest Neighbors, Bayes classifier and Artificial Neural Networks). A panel of different experts (post–hoc 
methods of Friedman test) has been developed in order to select the best model. The proposed methodology is applied in the Strait of 
Gibraltar’s logistics hub with a study case being undertaken in Port of Algeciras Bay. The results obtained reveal the efficiency of the 
presented models that can be applied to improve daily operations planning. 
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Predicción a corto plazo de la congestión del flujo de mercancías: El 
caso de estudio del Puerto Bahía de Algeciras (España) 

 
Resumen 
La predicción de la congestión en el tráfico de mercancías (picos de carga) es una importante herramienta para la toma de decisiones y es 
el principal objetivo de este trabajo. Predecir los flujos futuros de mercancías proporciona una potente herramienta en la cadena de 
suministro. En este trabajo, se presenta una metodología para conseguir el mejor modelo para predecir situaciones de congestión en flujos 
de mercancías. La predicción es modelada como un problema de clasificación, evaluando diferentes métodos (K–vecinos, clasificador 
Bayesiano y Redes Neuronales Artificiales). Para seleccionar el mejor modelo se desarrolla un panel de expertos (mediante métodos post–
hoc del test de Friedman). La metodología propuesta se aplica a la cadena logística del Puerto Bahía de Algeciras. Los resultados obtenidos 
revelan la eficiencia de los modelos presentados, que pueden ser aplicados para mejorar la planificación diaria de operaciones. 
 
Palabras clave: predicción de mercancías; clasificación; congestión; redes neuronales artificiales; test de comparación múltiple. 

 
 
 

1.  Introduction 
 
Freight volume forecasting is a crucial component of the 

transportation system that can be used to improve the service 
quality and the operation planning in order to make correct 
decisions and support the system management. The flow of 

goods is one of the most important aspects in transport 
systems, and understanding the transport chain is central to 
its management, planning, improving facilities and 
operations [1]. Currently, companies that have a relationship 
with transportation require updates in terms of time to 
maximize their operating profit and also to improve the level 
of service [2].  
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The organization of multimodal transportation is complex 
because there are many actors involved in the supply chain. 
In this type of organization, in which there are many 
elements, the principal problem is information [3]. The 
availability of information about transport systems is vital to 
analyze trends [4]. Improving the quality of information 
using freight traffic predictions could be crucial in the short-
term decision-making process. 

Many studies have analyzed short-term forecasting 
problems pointing out the importance of prediction in 
different fields of research [5-9]. Short-term forecasting 
models can be categorized into two groups, depending on the 
kind of problem to be considered: regression or classification 
models [10]. Many of the studies relating to forecasting 
traffic flows can be found in maritime transport literature. 
The main focus of these papers was the avoidance of 
congestion problems. The large increase in trade has caused 
significant impacts in the supply chain operations, increasing 
traffic congestions and time delays in freight transport [11]. 
Many ports are congested and consequently costs are raised, 
which affects competitiveness. These effects can divert 
traffic to other more competitive ports [12]. Short-term 
predictions have been used to facilitate the implementation 
of daily port operation activities, such as the allocation and 
provision of personnel and necessary equipment for the 
proper planning of daily operations [13]. In this context, a 
prediction of certain traffic flows that lead to congestion could 
be a powerful tool to avoid those situations. Owing to the lack 
of literature relating to predicting freight congestion, a brief 
literature review on the proposed methods and other techniques 
for transportation problems was included in this paper.  

There are, however, a wide range of works related to 
predicting traffic flows in transport using regression models 
[14-17]. Numerous types of methodologies have been used 
in the literature to predict traffic flows in shipping or 
maritime transport. Classic techniques such as regression 
analysis, classic decomposition or univariate forecast models 
(ARIMA) have been applied for years by several authors who 
have obtained satisfactory results. Seabrooke et al. [18] 
employed regression analysis to predict load growth in Hong 
Kong Port in Southern China. Similarly, Chou et al. [19] 
proposed a modified regression model to predict the volume 
of import containers in Taiwan. Fung [20] developed a 
forecasting model to predict the movement of containers in 
Hong Kong port and to provide a more accurate prediction 
than the one offered by the authorities. Klein [21] tried to find 
a model to predict the flow of maritime traffic in total tonnage 
in the Antwerp Port. Peng and Chu [13] performed a 
comparative analysis between different prediction models in 
order to find the most accurate model to predict container 
volumes. Ruiz-Aguilar et al. [22] developed a multi-step 
procedure to predict the number of freight inspections at 
ports. Finally, Yang et al. [23] modeled the road traffic in a 
Chinese container port environment, and the results indicated 
that the model had a high estimation quality at peak traffic times.  

Many transport systems problems are represented as non-
linear phenomena, which come from many sources and 
contain complex data. These nonlinear phenomena are 
difficult to plot in a dynamic context and are subject to 
constant changes. In this context, artificial neural networks 

(ANNs) have been used to model traffic flows due to their 
adaptability, nonlinearity and arbitrary function mapping 
capability. Therefore, several authors pointed out that the 
utilization of ANNs can provide a competitive advantage for 
planning and forecasting in transportation research [8,24-26]. 
Recent studies have introduced the use of intelligent and 
nonlinear techniques (specifically ANNs) for predicting and 
estimating maritime traffic flows, showing better results in 
comparison with classical statistical models. Lam et al. [27] 
applied neural network models to several types of goods 
movements in Hong Kong port, comparing the prediction 
performance with the one obtained with the classical 
regression methods. The results show that neural network 
prediction was more reliable. Recently, Gosasang et al. [28] 
suggested the use of an MLP model as a technique for 
predicting the volume of containers at Bangkok port. 
Furthermore, this author made a comparison with classic 
techniques that had, up to that point, been used to make 
calculations for the port.  

Moreover, there are not many studies in the literature 
related to transport using classification methods to forecast 
congestion episodes of traffic flows, especially for maritime 
transport. Examples of these models are the well-known k 
nearest neighbor (k-NN) and the Bayesian Classifier (BC) 
models, which are widely, used classification techniques. As 
such, Robinson and Polak [29] used the k nearest neighbor 
method in order to model the urban link travel time in the city 
of London. The results provide a more accurate estimation 
than other techniques. More recently, k-NN was compared to 
other techniques in Bhave and Rao’s work [30]. The authors 
studied the acoustic signatures of vehicle detection, 
providing traffic congestion estimations. Furthermore, [31] 
used a k-NN classification in a hybrid procedure, which 
involves other techniques such as multiple regression and 
principal component analysis in order to determine urban 
road categories using real traffic flow data. 

Moreover, BC are proposed in several areas of 
transportation. Travel time forecasting has been emphasized 
by some authors. Thus, [32] a simple Bayesian estimator to 
forecast arterial link travel speed in Jeonju (China) was 
developed. Furthermore, a Naïve Bayesian Classification 
model was also used by Chowdhury et al. [33] for the same 
purpose. The Bayesian classifier has been applied with 
successful results in the area of transport security. Thus, a 
model based on BC was developed by Boyles et al. [34] in 
order to anticipate incident duration, whereas Oh et al. [35] 
proposed a nonparametric Bayesian model to estimate the 
likelihood of an accident in real-time from empirical data in 
California (US). More recently, other studies relating to 
transportation have identified the occupant postures in 
vehicles in order to reduce the risk of injuries [36], or vehicle 
classification using Bayesian networks [37].  

Intelligence methods have also been successfully applied 
in classification problems related to transport. Particularly, 
ANNs have demonstrated good performances due to their 
inherent capabilities in classification tasks. In this sense, 
neural classifiers based on ANNs were employed in order to 
detect operational problems on intersections and signalized 
urban arterials [38] and to detect freeway incidents using 
probabilistic neural networks [39]. This kind of neural 
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network classifier was also proposed by Abdel-Aty and 
Pande [40] to improve the identification of patterns in a 
freeway that could forecast potential crashes. Moreover Wu 
et al. [41] adopted a multi-layer perceptron network, which 
was used to recognize and classify vehicles.  

The main objective of this work is the prediction of peak 
loads in order to avoid congestion in port nodes. The authors 
have made a comparison between the above mentioned three 
different peak prediction techniques applied to Roll-on/Roll-
off (Ro-Ro) traffic: k-NN, BC and ANNs. Multiple 
comparison tests have been used as an expert panel in order 
to find the best model to predict the peak volume of short-
term (one-day ahead) traffic in the Strait of Gibraltar, which 
is the study case. To the best of our knowledge, classification 
techniques to predict workload peaks have not yet been 
proposed in the research literature. 

The remainder of this paper is organized as follows: 
Section 2 presents the study area and the database; Section 3 
describes the forecasting models used in this work and the 
methodology to investigate the performance of the different 
models; Section 4 analyzes the results obtained by the proposed 
methodology; and Section 5 presents the conclusions. 

 
2.  Materials and methods 

 
The different proposed models were tested in the Strait of 

Gibraltar’s logistics hub. The Strait of Gibraltar’s 
geostrategic position means it is one of the main maritime 
routes for carriers, and consequently one of the most intense 
maritime traffic points.  

Furthermore, the Strait of Gibraltar is the bridge between 
Africa and Europe. In 2012, 116,690 vessels crossed the 
Strait of Gibraltar, of which 40,214 ships connected African 
and European ports. Traffic on both sides consists essentially 
of passenger and Ro-Ro traffic. The distance between the 
ports on the Strait is only 12 miles and this makes transport 
from northern Africa to Europe more effective because of the 
close location. In 2012 there were 4,692,889 tons of good 
moved on this route. The Algeciras bay Port is in the top 10 
Europe ports in terms of high Ro-Ro volume. As the main 
entry point of goods from Africa, the Algeciras Bay Port is in 
charge of managing their entrance to the EU, and also 
exercising several controls (health, industrial or tax) that are 
performed in the Border Inspection Posts (BIPs). Perishable 
goods are the most important traffic in this port. Due to this, 
freight transit must be performed in the most effective way 
possible. Hence, the proposed prediction model can add 
value to the supply chain management. It is important to 
adopt models to ease the process and to facilitate 
transshipment procedures. 

The information used to develop this work is taken from 
a database provided by the Algeciras Bay Port Authority. The 
database contains all imports in Algeciras during the study 
period: between 2000 and 2007, and it was initially 
composed of more than three million records. After an 
extensive preprocessing stage was performed, the final 
database contained 2,970 daily records from January 2000 to 
December 2007. This work focuses on the first chapter 
(vegetables), which are the freight that is most frequently 
inspected in the BIP. The Border Inspection Post has a mean 

workload of 7000 ton/day. The main focus is to determine 
when the daily freight volume of vegetables increases over 
certain level (freight peak). Therefore, the forecasting tool can 
be used to avoid congestions, delays and cost increments. 
Stakeholders can use forecasts to help with resource planning. 

After the preprocessing and review of the database, a 
daily increment of 400 tons was selected as a peak level, since 
this value diminished the performance of the system (the total 
time at BIP). More staff would be assigned during these peak 
levels of service in order to avoid congestion.  

An autocorrelation analysis has been undertaken in order 
to determine what the most important lags (time delays) have 
been in the past (more informative). As time progresses the 
autocorrelation coefficient decreases. There is only an 
increment detected when the lag coincides with the day of the 
week. Therefore, lags = 1, 2, 7, 14, 21 and 28 have been chosen 
as experimental autoregressive window size (n) to be tested.  

The database of samples used to teach the forecasting 
models was arranged in the form of autoregressive data (see 
Eq. (1), where n was the width of the observation window in 
the past (lags). 

 
, 1 , … , →

→ 	 1 	0 	  
(1) 

 
This information was used to make the prediction, as it 

uses autoregressive models. In this case, nh was the time 
horizon when freight peak is predicted. That is, nh=1 means 
a one day-ahead prediction. The prediction for this work was 
1-ahead (short-term), for which different prediction models 
and autoregressive inputs have been combined (see Table 1) 

 
3.  Methodology 

 
The forecasting of freight peaks can be developed using a 

classification scheme between two categories (freight peaks 
and normal situations). Classification is the inferring of 
meaning (category, class) from observations. There are two 
basic stages when designing a classifier: the training (or 
design) phase and the test (generalization or application) 
phase. The result of the training phase is the set of classifier 
parameters that define the discriminant functions that form the 
class boundaries between disjoint class or category regions. 

 
3.1.  Bayes classifiers 

 
Bayesian classifiers are based on probability theory and 

they give the theoretical basis for pattern classification [42]. 
The decision rules based on the Bayes theorem are optimal 
[43], but they are unattainable in practice because the 
complete information about the statistical distributions of 
each class is unknown. However, they do provide the logical 
basis for all statistical algorithms. 

The statistical procedures attempt to provide the 
information about the distribution of two ways: parametric 
and non-parametric. The first way makes some assumptions 
about the nature of the distributions, and their parameters 
must be estimated. The latter is distribution-free.  

We assume that the prior probabilities and the 
probabilities associated with each class are known. 
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Thereafter, in order to calculate a posteriori probabilities 
P(A|X) and P(B|X) the Bayes’ theorem is used. Pattern is 
classified as A if P(A|X) > P(B|X), otherwise the pattern will 
be classified as B. This is equivalent to classify a pattern 
within class A if P(X|A)∙P(A)>P(X|B)∙P(B). If it is further 
assumed that P(A) = P(B), then P(X|A) > P(X|B). Assuming 
that the conditional probabilities are statistically independent 
and follow normal distributions with identical variances, ||X-
A||<||X-B|| can be obtained (A and B are the class means), 
which is a minimum distance-based classifier. The equation of 
the decision function is ||X-A|| = ||X-B||. This method is 
known as naive Bayes, if variable independence is assumed [44].  

More generally, it is possible to assume variable dependence 
and therefore there is a covariance matrix of the variables. In this 
case, two hypotheses can be assumed. One is that the model has 
the same covariance matrix for each class (homoscedasticity 
assumption) and the mean of each class vary (LDA: Linear 
Discriminant Analysis). The other is that the covariance and the 
mean of each class vary (QDA: Quadratic Discriminant 
Analysis) [45]. Both hypotheses have been used in this work. 

 
3.2.  k – Nearest neighbors 

 
Nearest neighbor classifier is a well-known non-parametric 

method in pattern recognition [46]. These classifiers use all the 
available data as templates for classification. In the simplest 
form, for a given input vector, a nearest neighbor classifier 
searches the nearest template and classifies the input vector into 
the class to which the template belongs. In a more complex 
form, the classifier uses k nearest neighbors.  

This algorithm does not have a training phase off line. 
The idea is to store the available data set, so that when a new 
instance is classified the algorithm searches for similar cases 
in the stored examples and assigns the most likely class. A 
common way to find the closest examples is through the 
Euclidean distance. In order to prevent ties, an odd number of 
neighboring observations are used in this work (k=1,3 or 5). 

 
3.3.  Neural networks for classification 

 
A multilayer perceptron (MLP) feedforward network 

trained with backpropagation algorithm [47] are capable of 
approximating any non-linear mapping with arbitrary 
accuracy. In this sense, multilayer feedforward networks are 
universal approximators [48]. Multi-Layer Perceptron (MLP) 
based on backpropagation learning procedure is the most 
commonly used artificial neural network in numerous 
applications, including classification [49,50]. Gradient 
descent algorithms have some drawbacks that can be avoided 
with second-order Newton based methods [51]. The 
Levenberg-Marquardt algorithm was designed to approach 
second-order training speed without the need to compute the 
Hessian matrix, and it uses an approximation applying the 
Jacobian matrix of first derivatives. The application of 
Levenberg-Marquardt to ANN training is described in the 
work of Hagan and Menhaj [52]. This algorithm appears to 
be the fastest method for training moderate-sized 
feedforward neural networks, and it is used in this work. 

In such a feedforward network, the output vector y is a 
function (non-linear) of the input vector X, and some weights 

w Training (or designing) the network involve searching in 
the weight space of the network for a value of w that produces 
a function which fits the provided training data.  

The training process is a function minimization (i.e., 
adjusting w in such a way that the objective function E is 
minimized). For general feedforward neural networks, the 
backpropagation algorithm evaluates the gradient of the output y 
to update w (weights) by eq. (2) (where α is the learning rate). 

 
1  (2) 

 
3.4.  Evaluation 

 
Generalization error is the estimation of the accuracy of 

learning algorithms that explains how well a learning 
machine generalizes with different data from the training 
process. The experimental procedure for each proposed 
model was repeated 20 times in order to compare the different 
models and to determine (by analyzing the mean and the 
variance of the indexes) the best one.  

In order to compare the generalization error of learning 
algorithms, statistical tests have been proposed. To compare 
the different classification models in the experiments, 
different evaluation parameters can be used: 
 Accuracy (ACC) is defined as the ratio between the sum of true 

results (number of peaks and non-peaks correctly predicted) 
against the total number of samples in the data series.  

 Precision (PR) is defined as the proportion of the true 
positive against all the positive results. 
The values of these indexes are in the interval [0-1]. An 

accuracy of 100% means that the measured values are exactly the 
same as the given values. Accuracy is how close to “true” 
measurements these values are. Precision is how consistent the 
results are over several measurements, or how repeatable the 
model is. 

 
3.5.  Multiple comparison of models 

 
ANOVA test is a well-known statistical method for 

testing the differences between more than two related sample 
means. ANOVA divides the total variability into the 
variability between the models, variability between the data 
sets and the residual (error) variability. The null-hypothesis 
is that there are no differences between the models. If the 
between-models variability is significantly larger than the 
residual variability, the null-hypothesis can be rejected and it 
can be concluded that there are some differences between the 
models. ANOVA is based on assumptions that are most 
probably difficult to assure. First, ANOVA assumes that the 
samples are drawn from normal distributions. In general, 
there is no guarantee for normality in the results of the 
classifiers. The second and more important assumption of 
ANOVA is homoscedasticity, which requires the random 
variables to have equal variance. The Friedman test [53,54] 
is the nonparametric equivalent of ANOVA test, without the 
need to ensure assumptions of normality and 
homoscedasticity. 

The issue of multiple hypothesis testing is a well-known 
statistical problem. The usual goal is to decrease the 
probability of making at least one Type 1 error in any of the 
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comparisons. If the null-hypothesis is rejected, a post-hoc test 
can be used. Salzberg [55] states a general solution for the 
problem of multiple testing, the Bonferroni method, and 
notes that it is usually very conservative. Pizarro et al. [56] 
use ANOVA and Friedman’s test to compare multiple 
models (in particular, neural networks) on a single data set. 
The authors of this paper have also used the ANOVA and 
Bonferroni methods successfully in previous works [57,58]. 

The oldest and most popular technique to undertake these 
multiple comparisons procedure is the LSD (Least 
Significant Difference) detailed in Fisher [59]. This method 
determines the difference LSD (See eq. 3). 

 

;⁄
1 1

→  (3) 

 
 Which follows a t-distribution with degrees of freedom N-I. I 

is the number of models, ni and nj are the number of 
observations for each mean mi and mj. The α parameter is the 
statistical significance or the probability of making a Type I 
error and SR is the estimation (mean square) of error 
variability. 
The drawback of LSD is that it has the highest probability 

of making rejections, which increases with the number of 
comparisons performed. To avoid this problem, other 
procedures have been introduced to make multiple 
comparisons. These methods are based on the Bonferroni 
inequality. This procedure sets a significance level α that is 
shared between each of the comparisons taken into 
consideration. It would be better not to use the Bonferroni 
method when the number of pairwise comparisons is very 
large because the level of significance of each comparison 
may become too small to be considered useful. Another 
method is based on the Studentized range (q), which results 
in the significant difference method proposed by Tukey [60], 
also called HSD method (Tukey Honest Significant 
Difference), using the HSD difference shown in the 
following equation. 

 

; ; ⁄  (4) 

 
Fisher's LSD method is the one that provides the most 

significant difference, and is followed by Tukey’s method. 
The method to be applied depends on the risk to be assumed; 
that is, accepting as significant differences those that are not 
(less conservative situation), or accepting less significant 
differences that do actually exist. Carmer and Swanson [61] 
conducted simulation studies by the Monte Carlo method, 
which concluded that the LSD procedure is a very efficient 
test to detect true differences. In this work, these methods 
have been used as an expert panel in order to consider their 
individual decisions and to ensemble a global rule. 

In the case that there are no significant differences, 
Occam's razor’s criterion should be used. Occam's razor is 
the principle that states a preference for simple theories: 
“Accept the simplest explanation that fits the data”. 

 

3.6.  Validation and experimental design 
 
A resampling strategy was developed in order to compare 

different models and to determine if difference among the 
models exists [56,62]. 

It is necessary to measure several test sets in which the 
examples have not been used in the training phase. There 
are a range of methods to achieve suitable validation of the 
results (cross-validation, bootstrap, etc.); specifically, two-
fold cross-validation (2-CV), which divides the database 
into two disjointed sets (training and test). The two fold 
cross-validation procedure was applied to the database in 
this research. 

The model parameters are determined (coefficients, 
weights, etc.) with the first set, and the error measures that 
have been established (precision and accuracy e.g.) are 
computed with the second one. Subsequently, the sets are 
inverted and the same operations are re-performed, and the 
average of the two experiments is obtained. This procedure 
was repeated 20 times in order to calculate the average 
quality measurements in this experiment. It is the most 
pessimistic validation technique as it leaves out the half the 
data to calculate the measures of generalization error. 
Therefore, any other validation method will provide better 
results. Thus, the results with 2-CV can be considered as a 
minimum value of the actual results. The authors have 
previously successfully applied this procedure in different 
applications [26,63]. 

In order to study the peak prediction of Ro-Ro traffic in 
Algeciras Bay Port of, three different classification methods 
have been tested: Bayesian classifiers (Linear and Quadratic 
Discriminant Analysis), K-Nearest Neighbors (K =1,3,5) and 
ANNs (with different numbers of hidden units and different 
epochs). The complete set of models can be shown in Table 1. 
In this work, 120 models have been tested in order to select the 
best forecasting performance. For each of the 20 models in 
Table 1, different inputs have been used. In each case, a 
different number (n) of lagged data has been used as inputs for 
the prediction model (different sizes of this autoregressive 
information window n=1, 2, 7, 14, 21 and 28). Actually, a 
greater number of inputs does not guarantee better results. This 
fact will be confirmed with the results that were obtained in the 
experimental design. The random resampling experiment 
explained above has been applied to calculate the average 
quality indexes in order to compare results. 

 
4.  Results and discussion 

 
Comparing the different models tested, generalization 

error has been checked in order to select the model with the 
minimum error. This can be achieved by calculating the mean 
of the accuracy and precision values for test samples with 
different autoregressive window sizes.  

The results are presented graphically in Fig. 1. It can be 
observed that the best network input configurations are 
obtained generally with n=1 and n=7 autoregressive window 
sizes, which exceed values of 0.75 for accuracy and 0.76 for 
precision. The worst results are obtained for n=28 which 
indicates that introducing a higher size of autoregressive 
window does not improve the prediction. 
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Table 1. 
Models Tested in the Resampling Procedure 

Model number Model Parameters 
1 - 3 K-NN K = 1, 3, 5 
4 - 5 Bayes LDA, QDA 

6 - 10 ANN-BP 
Epochs = 100 
Hidden units = 1, 2, 5, 10, 20 

11 - 15 ANN-BP 
Epochs = 300 
Hidden units = 1, 2, 5, 10, 20 

16 - 20 ANN-BP 
Epochs = 500 
Hidden units = 1, 2, 5, 10, 20 

Source: The authors 
 
 
In those models based on K-NN, as parameter K increases, 

the results of the model improve. More stable results are obtained 
with the Bayesian models. In this case, the different functions 
studied (LDA and QDA) provide similar results. Moreover, for 
those models based on ANNs, it can be observed that the number 
of epochs used in the training stage is not very relevant. However, 
the selection of optimal number of neurons in hidden layer is 
crucial to find a balance between complexity and generalization 
error. Better results of precision and accuracy are obtained when 
the number of hidden neurons decrease, reducing the complexity 
of the classifier. 

Models 6, 11 and 16 seem to be the best models after a 
preliminary visual analysis of Fig. 1. These models that are 
based on ANNs may be the optimal input configurations. 
Nevertheless, the best model must be chosen by using a 
statistical multiple comparison technique. Analysis of 
variance (ANOVA) techniques inform us about the existence 
of significant differences between the treatments. The 
Friedman Test is used for this goal instead of the ANOVA 
test due to its non-parametric properties. The Friedman test 
is an alternative to the ANOVA test, when the assumption of 
normality or equality of variance is not met. This, as is the 
case with many non-parametric tests, uses the ranks of the 
data rather than their raw values to calculate the statistic.  

When the Friedman test reveals the existence of significant 
differences, it is necessary to analyze how the means differ. In 
order to achieve this, different techniques have been used (Fisher 
Least Significant Difference–LSD, Tukey’s Honest Significant 
Difference–HSD and Bonferroni’s method). The choice of the 
best model was made by contrasting the results obtained from 
each technique using a panel of experts. 

The selection of the best global model was undertaken 
in two phases. This two-phase procedure is showed in Fig. 
2. Phase I deals with the application of statistical 
techniques previously described (Friedman + post hoc test) 
in order to point out which autoregressive window size is 
the best one in each model. Phase II identifies the best 
global model (algorithm and parameters) using the same 
techniques. In Phase I, the quality indices (accuracy and 
precision) obtained for each model’s different 
autoregressive windows have been compared by the 
Friedman test in order to verify the null hypothesis, with a 
significance level α=0.05. The results of the Friedman test 
reveal the existence of significant differences between the 
average of all the samples, hence the null hypothesis has 
been rejected. In other words, there are certain 
autoregressive windows that are better than others. 

 
Figure 1. Accuracy and Precision results from the models collected in Table 1.  
Source: The authors 

 
 
Therefore, it is necessary to apply multiple comparison 

methods in order to find out which of the models or groups 
of models are significantly better in terms of accuracy and 
precision. Tukey’s HSD, Bonferroni’s and Fisher’s LSD tests 
have been applied as a panel of experts to obtain the results 
presented in Table 2 (only Model 15 is presented as an 
example for simplicity).  

The first step has been to point out those input configurations 
that are significantly different from the rest. The three experts 
agree that for the accuracy index, the input configurations 1 and 
2 (n=1 and n=2) are significantly different from the rest. In this 
case, the simplest computational model has been chosen (number 
1). For precision values, the three experts agree that all the input 
configurations overlap one another. In this case, the input 
configuration with a better index should be chosen (n=2). 
Finally, due to the discrepancy between the selection of the better 
input configuration based on both quality indexes, an accuracy 
term was considered to be a critical criteria, which is due to the 
specific application of our research. In this work, the correct 
prediction of patterns of both classes it is the most relevant part 
(True Positives and True Negatives). Furthermore, in this study, 
false positive situations are preferable to false negatives because 
false negatives would produce overload and congestion situations 
decreasing the performance of the BIP system. Once the results 
obtained by Tukey’s HSD, Fisher’s LSD and Bonferroni’s 
method for each of the 20 models have been analyzed, the best 
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input configurations have been chosen for each one. 
In Phase II, in order to obtain the best global model, the 

methodology explained above has been applied again for the best 
input configurations. The results obtained in Phase II reveal the 
existence of significant differences between the input 
configurations. Therefore, the null hypothesis has been rejected 
with a level of significance α=0.05. In order to find out which 
models are significantly different, the multiple comparison 
methods (Tukey’s HSD, Fisher’s LSD and Bonferroni’s method) 
have once again been applied (as an expert panel). For 
Bonferroni’s and Tukey’s methods, all the models overlap; 
Fisher’s LSD was the only one able to find differences between 
the groups. This is because it is a less conservative method than 
the others and offers more significant differences. The results 
obtained with Fisher’s LSD are presented in Table 3. The HSD 
and Bonferroni methods have not been included due to the lack 
of space. The interpretation of the results collected in Table 3 
shows that the best models are numbers 6, 11 and 16 (accuracy 
index). Therefore, the simplest model (number 6) can be selected 
as the best forecasting model based on Occam’s razor rule. This 
model is a neural network with only one neuron in the hidden 
layer. In this sense, as the model is close to being linear and a 
more complex model (with a greater number of hidden neurons), 
it is not required. In Fig. 3, the results obtained for the best model 
(model number 6) can be observed. Results come from test data 
and one of the repetitions. The points on the graph correspond to 
the goods (measured in kg) that cross the Algeciras Bay Port on 
a daily basis. The circles correspond to right peaks predicted by 
the model and the triangles correspond to the misclassified ones.  

 
5.  Conclusions 

 
A two-phase procedure has been carried out in order to find 
the best model to predict a significant increase in the amount 
of freight with the aid of a panel of statistical multiple 
comparison tests. In the first phase, the best autoregressive 
window can be selected, and in the second phase the best 
algorithm and its parameters are identified.  

This panel of experts has been applied to a resampling 
procedure in order to measure the models’ generalization 
error and then compare them using accuracy and precision 
indexes. In this way, the best model is an artificial neural 
network k with a three-layer structure with only one hidden 
unit using the Levenberg-Marquardt optimization method as 
a learning algorithm and an autoregressive window of n=7 as 
its input. Therefore, in this case, an ANN model achieves better 
performance than the Bayes classifier and KNN models. It is 
worth mentioning that the increase in complexity (adding  

 
Figure 2. The two-phase statistical procedure for the selection of the best model.  
Source: The authors 

 
 

hidden units) does not significantly improve the results. The 
Friedman non-parametric test rejected the null hypothesis 
and, therefore, it has been necessary to use post-hoc tests 
(Fisher’s LSD, Tukey’s HSD and Bonferroni’s method). 
Fisher’s LSD test has more power compared to other more 
conservative post-hoc comparison methods.  

In this work, the risk consists of predicting a saturation 
situation when in reality does not happen. The only damage 
would be planning for a workload that was smaller than expected. 
The results confirm that it is possible to find a model that 
successfully predicts significant increases in the freight volume. 
This freight volume-forecasting tool (24 hours ahead) could be 
used by the different port organizations as a support decision aid 
for planning resources or facilities. Future work should be aimed 
at improving the performance of the models in order to provide 
more accurate predictions of the freight congestion at ports. 
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Table 2. 
Window size comparison using Accuracy for Model number 15 (ANN-BP: 20 Hidden Units and 300 Epochs). 

Model 15 Config. 
Autoregressive 
window size (n) 

No Significant No Significant 

ACCURACY HSD LSD Bonferroni PRECISION HSD LSD Bonferroni 

ANN-BP 

1 n=1 0.718 1 2 1 2 1 2 0.694 1 2 3 1 2 3 1 2 3 5 
2 n=2 0.699 1 2 1 2 1 2 0.696 1 2 3 1 2 3 1 2 3 
3 n=7 0.658 3 4 5 6 3 5 6 3 4 5 6 0.681 1 2 3 5 6 1 2 3 5 6 1 2 3 5 6 
4 n=14 0.621 3 4 5 6 4 6 3 4 5 6 0.642 4 5 6 4 5 6 4 5 6 
5 n=21 0.647 3 4 5 6 3 5 6 3 4 5 6 0.666 3 4 5 6 3 4 5 6 1 3 4 5 6 
6 n=28 0.642 3 4 5 6 3 4 5 6 3 4 5 6 0.659 3 4 5 6 3 4 5 6 3 4 5 6 

Source: The authors. 
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Table 3. 
LSD Fisher multiple comparison of the best configurations. 

LSD FISHER 
Model ACCURACY No Significant  Model PRECISION No Significant 

1 0.706 1, 2, 10, 15, 20  1 0.704 1, 2, 3, 8, 9, 10, 13, 14, 15, 18, 19, 20 
2 0.725 1, 2, 3, 9, 10, 14, 15, 19, 20  2 0.714 1, 2, 3, 8, 9, 10, 13, 14, 18, 19 
3 0.734 2, 3, 4, 5, 9, 10, 13, 14, 18, 19  3 0.719 1, 2, 3, 8, 9, 13, 14, 18, 19 
4 0.745 3, 4, 5, 7, 8, 9, 12, 13, 17, 18  4 0.739 4, 5, 6, 7, 11, 12, 16, 17 
5 0.745 3, 4, 5, 7, 8, 9, 12, 13, 17, 18  5 0.738 4, 5, 6, 7, 11, 12, 16, 17 
6 0.764 6, 11, 16  6 0.750 4, 5, 6, 7, 11, 12, 16, 17 
7 0.753 4, 5, 7, 8, 12, 13, 17, 18  7 0.739 4, 5, 6, 7, 11, 12, 16, 17 
8 0.745 4, 5, 7, 8, 12, 13, 17, 18  8 0.701 1, 2, 3, 8, 9, 10, 13, 14, 15, 18, 19, 20 
9 0.733 2, 3, 4, 5, 9, 10, 13, 14, 18, 19  9 0.701 1, 2, 3, 8, 9, 10, 13, 14, 15, 18, 19, 20 
10 0.723 1, 2, 3, 9, 10, 14, 15, 19, 20  10 0.698 1, 2, 8, 9, 10, 13, 14, 15, 18, 19, 20 
11 0.764 6, 11, 16  11 0.749 4, 5, 6, 7, 11, 12, 16, 17 
12 0.754 4, 5, 7, 8, 12, 13, 17, 18  12 0.747 4, 5, 6, 7, 11, 12, 16, 17 
13 0.741 3, 4, 5, 7, 8, 9, 12, 13, 17, 18  13 0.698 1, 2, 3, 8, 9, 10, 13, 14, 15, 18, 19, 20 
14 0.732 2, 3, 9, 10, 14, 15, 19, 20  14 0.699 1, 2, 3, 8, 9, 10, 13, 14, 15, 18, 19, 20 
15 0.718 1, 2, 10, 14, 15, 19, 20  15 0.694 1, 8, 9, 10, 13, 14, 15, 18, 19, 20 
16 0.764 6, 11, 16  16 0.749 4, 5, 6, 7, 11, 12, 16, 17 
17 0.753 4, 5, 7, 8, 12, 13, 17, 18  17 0.734 4, 5, 6, 7, 11, 12, 16, 17 
18 0.744 3, 4, 5, 7, 8, 9, 12, 13, 17, 18  18 0.699 1, 2, 3, 8, 9, 10, 13, 14, 15, 18, 19, 20 
19 0.732 2, 3, 9, 10, 14, 15, 19, 20  19 0.701 1, 2, 3, 8, 9, 10, 13, 14, 15, 18, 19, 20 
20 0.718 1, 2, 10, 14, 15, 19, 20   20 0.694 1, 8, 9, 10, 13, 14, 15, 18, 19, 20 

Source: The authors 
 
 

 
Figure 3. Freight peaks prediction results.  
Source: The authors 
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