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ABSTRACT

Variational particle-based Bayesian learning methods have

the advantage of not being limited by the bias affecting more

conventional parametric techniques. This paper proposes to

leverage the flexibility of non-parametric Bayesian approxi-

mate inference to develop a novel Bayesian federated unlearn-

ing method, referred to as Forget-Stein Variational Gradient

Descent (Forget-SVGD). Forget-SVGD builds on SVGD – a

particle-based approximate Bayesian inference scheme using

gradient-based deterministic updates – and on its distributed

(federated) extension known as Distributed SVGD (DSVGD).

Upon the completion of federated learning, as one or more

participating agents request for their data to be “forgotten”,

Forget-SVGD carries out local SVGD updates at the agents

whose data need to be “unlearned”, which are interleaved

with communication rounds with a parameter server. The pro-

posed method is validated via performance comparisons with

non-parametric schemes that train from scratch by exclud-

ing data to be forgotten, as well as with existing parametric

Bayesian unlearning methods.

Index Terms— Bayesian learning, Machine unlearning,

Federated learning, Stein variational gradient descent.

1. INTRODUCTION

Federated learning trains shared models based on local data

at participating agents through rounds of local computations

and communications with a central server (see Fig. 1). While

an agent may be initially willing to participate in a feder-

ated learning protocol, at a later stage it may decide to re-

tract its authorization for its data to be implicitly encoded in

– and hence possibly retrieved from – the shared model at

the central server. The right to make such a decision is en-

shrined in “right-to-be-forgotten”, or “right-to-erasure”, laws

such as the European Union’s General Data Protection Reg-

ulation (GDPR) [1]. An exact execution of the “unlearning”

of data from an agent would require training the model from

scratch by excluding the agents whose data are to be “for-

gotten”. However, exact unlearning is inefficient in terms of

communication cost and time, and machine unlearning has

been introduced to describe schemes that approximately re-

move the contribution of a subset of the overall data set via

local optimization steps [1–8].

Federated learning protocols are conventionally designed

within a frequentist framework, in which the goal of learning

is optimizing over a shared model parameter vector. Frequen-

tist learning is known to be limited in its capacity to quan-

Fig. 1: Machine learning and unlearning in a particle-based

Bayesian federated learning framework.

tify epistemic uncertainty, as well as support online and ac-

tive learning (see, e.g., [9] and references therein). In con-

trast, Bayesian learning optimizes over distributions in the

model parameter space, retaining information about epistemic

uncertainty. As such, it is particularly well suited for feder-

ated learning applications, in which individual agents have

limited data, causing significant levels of epistemic uncer-

tainty, which needs to be quantified in order to ensure re-

liability and trustworthiness [10]. Federated Bayesian learn-

ing protocols have been proposed that apply variational para-

metric [11, 12] and non-parametric [13] Bayesian schemes.

Bayesian unlearning was studied in [4, 14, 15] for centralized

settings by introducing variational unlearning criteria. These

criteria were leveraged in [14] to develop a parametric un-

learning protocol for device-to-device networks.

In this paper, we consider a federated learning setting as

illustrated in Fig. 1, and assume that the system implements

any federated Bayesian learning protocol prior to the unlearn-

ing phase. Our goal is to develop a Bayesian unlearning pro-

tocol that, starting from some shared trained model, is able

to “remove” from it the contribution of a subset of agents.

In order to leverage the flexibility of non-parametric methods
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to describe arbitrary distributions [16], we adopt a particle-

based approach in which the variational distribution at the

server is described by a number of particles. Note that this

representation collapses to a standard frequentist formulation

when a single particle is used, and that it is compatible with

parametric federated learning protocols (for which particles

can be produced via sampling).

The novel Bayesian federated unlearning method, re-

ferred to as Forget-Stein Variational Gradient Descent

(Forget-SVGD). Forget-SVGD builds on SVGD [16] – a

particle-based approximate Bayesian inference scheme using

gradient-based deterministic updates – and on its distributed

(federated) extension known as Distributed SVGD (DSVGD)

[13]. Upon the completion of federated learning, as one or

more participating agents request for their data to be “for-

gotten”, Forget-SVGD carries out local SVGD updates at the

agents whose data need to be “unlearned” interleaved with

communication rounds with a parameter server.

The rest of the paper is organized as follows. Sec. 2 in-

troduces the setup and defines the variational Bayesian un-

learning problem. Sec. 3 and 4 review DSVGD and introduce

the proposed Forget-SVGD protocol, respectively. Sec. 5 de-

scribes numerical results, and Sec. 6 concludes the paper.

2. PROBLEM DEFINITION

2.1. Setup

As illustrated in Fig. 1, we consider a federated learning set-

up with a set K = {1, . . . ,K} of K agents communicating

with a central node in a parameter server architecture. The lo-

cal data setDk = {zk,n}
Nk

n=1 of agent k ∈ K containsNk data

points, and the associated training loss for model parameter θ
is defined as

Lk(θ) =
1

Nk

Nk
∑

n=1

ℓk(zk,n|θ) (1)

for some loss function ℓk(z|θ). We also denote as D =
⋃K

k=1Dk the global data set.

In variational Bayesian federated learning, the agents col-

lectively aim at obtaining a variational distribution q(θ) on

the model parameter space that minimizes the global free en-

ergy (see, e.g., [11, 13])

min
q(θ)

{

F (q(θ))=
K
∑

k=1

Eθ∼q(θ)[Lk(θ)] + α · D
(

q(θ)
∥

∥p0(θ)
)

}

,

(2)

where α > 0 is a “temperature parameter”; D (·‖·) denotes

Kullback–Leibler (KL) divergence; and p0(θ) is a prior distri-

bution. Minimizing the global free energy F (q(θ)) seeks for

a distribution q(θ) that is close to the prior p0(θ) while also

minimizing the average sum-training loss. The unconstrained

optimal solution of problem (2) is given by the global gener-

alized posterior distribution

q∗(θ|D) =
1

Z
· q̃∗(θ|D) (3)

where q̃∗(θ|D) = p0(θ) exp

(

−
1

α

K
∑

k=1

Lk(θ)

)

, (4)

which coincides with the conventional posterior p
(

θ|D
)

when

we set α = 1 and the loss function is given by the log-loss

ℓk(z|θ) = − log p(z|θ).

In practice, problem (2) can only be solved approximately

by either: (i) assuming a parametric form for the variational

posterior q(θ|D), e.g., a Gaussian probability density func-

tion [11]; or (ii) representing the variational posterior q(θ|D)
in a non-parametric fashion based on a number of samples

{θn}Nn=1 [16].

2.2. Federated Machine Unlearning

In this paper, we focus on the problem of machine unlearn-

ing [4, 6]. Accordingly, the goal is to “remove” information

about the data of a subset U ⊂ K of agents from the approxi-

mate solution q(θ|D) of the federated learning problem (2).

Clearly, one could obtain a variational posterior q(θ|D−U )
by retraining of scratch using the data set D−U = D \ DU

that excludes the data sets DU = {Dk}k∈U from the agents

whose data are to be “forgotten”. However, this may be costly

in terms of computation and convergence time. Machine un-

learning is concerned with developing more efficient unlearn-

ing protocols that do not require complete retraining from

scratch.

We follow the variational unlearning formulation intro-

duced in [4], whereby unlearning of a data set DU from the

variational posterior q(θ|D) is formulated as the minimization

of the unlearning free energy

min
q(θ)

{

FU (q(θ)) =
∑

k∈U

Eθ∼q(θ)[−Lk(θ)]

+ α · D(q(θ)‖q(θ|D))

}

. (5)

Note that, unlike the global free energyF (q(θ)) in (2), the un-

learning free energy FU (q(θ)) in (5) includes as its first term

the negative of the training loss of the data to be removed,

while the role of the prior p0(θ) in (2) is played in (5) by

the variational posterior q(θ|D). Intuitively, minimization of

the unlearning free energy aims at finding a distribution q(θ)
that is close to the current variational posterior q(θ|D), while

maximizing the average training loss for the data sets to be

forgotten.

In previous work [4,14], parametric methods were studied

for learning and unlearning, while in this paper we focus on

non-parametric technique owing to their enhanced flexibility

and reduced bias.



3. PARTICLE-BASED FEDERATED LEARNING

In this section, we review non-parametric variational feder-

ated learning as introduced in [13]. Specifically, reference

[13] presents DSVGD, which represents the variational poste-

rior q(θ|D) viaN particles, {θn}Nn=1, and extends SVGD [16]

to a federated learning setup within the framework of parti-

tioned variational inference (PVI) [11].

3.1. Distributed SVGD

In DSVGD, the server maintains a set of N particles {θn}Nn=1

that are iteratively updated by a subset of agents. We fo-

cus here on the case of a single agent scheduled at each it-

eration, since the extension to more than one agent is di-

rect as detailed in [13]. DSVGD minimizes the global free

energy (2) over the variational distribution q(θ) in a dis-

tributed manner. At the beginning of the i-th iteration, the

server stores the current particles {θ
(i−1)
n }Nn=1, which repre-

sent the current iterate q(i−1)(θ) of the global variational dis-

tribution. An explicit estimate of distribution q(i−1)(θ) can

be obtained, e.g., via kernel density estimator (KDE) with

some kernel function K(θ, θ′). Following expectation prop-

agation (EP) [17] and PVI, DSVGD writes the variational

distribution q(i−1)(θ) is interpreted as being factorized as

q(i−1)(θ) = p0(θ)
∏K

k=1 t
(i−1)
k (θ), where the term t

(i−1)
k (θ)

is known as approximate likelihood of agent k. At each iter-

ation i, the scheduled agent k updates the variational distri-

bution q(i−1)(θ) by modifying its approximate likelihood to a

new iterate t
(i)
k (θ).

To this end, at each iteration i, the scheduled agent k up-

dates the current set of particles {θ
(i−1)
n }Nn=1 with the goal of

minimizing the local free energy

min
q(θ)

{

F
(i)
k (q(θ)) = Eθ∼q(θ)[Lk(θ)] + αD

(

q(θ)
∥

∥p̂
(i)
k (θ)

)

}

,

(6)

where the so-called cavity distribution p̂
(i)
k (θ) [13]

p̂
(i)
k (θ) ∝

q(i−1)(θ)

t
(i−1)
k (θ)

(7)

removes the approximate local likelihood of agent k, which is

updated as

t
(i)
k (θ) =

q(i)(θ)

q
(i−1)
k (θ)

t
(i−1)
k (θ). (8)

In DSVGD, the approximate likelihood is also represented by

a set of particles, which is local to agent k. The detailed steps

are as follows.

Initialization. Draw the set of N global particles

{θ
(0)
n }Nn=1 from the prior p0(θ); and initialize at random the

set of local particles for all agents k ∈ K.

Step 1. Server schedules an agent k ∈ K. Agent k down-

loads the current global particles {θ
(i−1)
n }Nn=1 from the server.

Step 2. Agent k initialize {θ
[0]
n = θ

(i−1)
n }Nn=1 and applies

SVGD to address the problem of minimizing (6) over the set

of global particles as

θ[l]n ← θ[l−1]
n + ǫφ

(

θ[l−1]
n

)

, (9)

for n = 1, . . . , N where

φ(θ) =
1

N

N
∑

j=1

[

κ
(

θ
[l−1]
j , θ

)

∇θj log p̃
(i)
k

(

θ
[l−1]
j

)

+∇θjκ
(

θ
[l−1]
j , θ

)

]

, (10)

for local iteration l = 1, . . . , L and a positive def-

inite kernel κ(·, ·). The gradient of the tilted distribu-

tion p̃
(i)
k (θ) ∝ p̂

(i)
k (θ) exp

(

−α−1Lk(θ)
)

can be com-

puted by using the KDE of q(i−1)(θ) and t
(i−1)
k (θ),

i.e., q(i−1)(θ) = 1
N

∑N
n=1 K(θ, θ

(i−1)
n ) and t

(i−1)
k (θ) =

1
N

∑N

n=1 K(θ, θ
(i−1)
k,n ).

Step 3. Agent k sets {θ
(i)
n = θ

[L]
n }Nn=1. The updated

global particles {θ
(i)
n }Nn=1 are sent to the server that sets

{θn = θ
(i)
n }Nn=1. Finally, agent k updates its local particles

{θ
(i)
k,n}

N
n=1 via Llocal “distillation” steps as

θ
[l]
k,n ← θ

[l−1]
k,n + ǫkφk

(

θ
[l−1]
k,n

)

, (11)

where ǫk is learning rate for local particle update, and

φ̂∗
k(θ) =

1

N

N
∑

j=1

[

κ
(

θ
[l−1]
k,j , θ

)

∇θk,j
log t

(i)
k

(

θ
[l−1]
k,j

)

+∇θk,j
κ
(

θ
[l−1]
k,j , θ

)

]

, (12)

for local iteration l = 1, . . . , Llocal, with the gradi-

ent ∇θ log t
(i)
k (θ) = ∇θ log q

(i)
k (θ) − ∇θ log q

(i−1)
k (θ) +

∇θ log t
(i−1)
k (θ) evaluated using the particles {θ

(i)
n }Nn=1,

{θ
(i−1)
n }Nn=1 and {θ

(i−1)
k,n }

N
n=1. Agent k updates sets {θ

(i)
k,n =

θ
[L]
k,n}

N
n=1, while the other agents k′ 6= k set {θ

(i)
k′,n =

θ
(i−1)
k′,n }

N
n=1.

4. PARTICLE-BASED MACHINE UNLEARNING:

FORGET-SVGD

In this section, we introduce a particle-based machine un-

learning algorithm based on SVGD, which we refer to as

Forget-SVGD. Forget-SVGD addresses problem (5) by repre-

senting the variational posterior q(θ|D \DU ) through a set of

global particles {θn}Nn=1. The initial values of these particles

before unlearning may be obtained via DSVGD, as described

in the previous section; or by parametric Bayesian federated

learning methods, such as PVI [11] followed by sampling

from the obtained parametric distribution q(θ|D) (see Sec. 5).

In order to “forget” the data of agents in set U , Forget-

SVGD schedules an agent k ∈ U at each iteration i. A

scheduled agent k downloads the current set of N particles



{θ
(i−1)
n }Nn=1 from the server, and updates these to minimize

the local unlearning free energy, i.e.,

min
q(θ)

{

F̃
(i)
k (q(θ))=Eθ∼q(θ)[−Lk(θ)] + αD

(

q(θ)
∥

∥p̂
(i)
k (θ)

)

}

,

(13)

where the cavity distribution p̂
(i)
k (θ) is defined in (7). Forget-

SVGD operates as follows.

Initialization. The initial set of N particles {θ
(0)
n }Nn=1

represents the variational distribution obtained as a result of

Bayesian federated learning; initialize at random local parti-

cles {θ
(0)
k,n}

N
n=1 for all agents k ∈ U

Step 1. At iteration i, the server schedules an agent k ∈ U
in the set of agents whose data must be unlearned. Agent k

downloads the current global particles {θ
(i−1)
n }Nn=1 from the

server.

Step 2. Agent k initialize {θ
[0]
n = θ

(i−1)
n }Nn=1 and updates

downloaded particles as (9)-(10) with the caveat that the (un-

normalized) tilted distribution p̃
(i)
k (θ) is defined as

p̃
(i)
k (θ) =

q(i−1)(θ)

t
(i−1)
k (θ)

exp

(

1

α
Lk(θ)

)

, (14)

where q(i−1)(θ) and t
(i−1)
k (θ) are computed by using the re-

spective KDEs with global and local particles, respectively.

Step 3. Agent k sets {θ
(i)
n = θ

[L]
n }Nn=1. The updated parti-

cles {θ
(i)
n }Nn=1 are sent to the server that sets {θn = θ

(i)
n }Nn=1.

Agent k updates its local particles {θ
(i)
k,n}

N
n=1 via Llocal distil-

lation steps as (11)-(12). Finally, agent k updates the current

local particles as {θ
(i)
k,n = θ

[L]
k,n}

N
n=1, while the other agents

k′ 6= k set {θ
(i)
k′,n = θ

(i−1)
k′,n }

N
n=1.

5. EXPERIMENTS

In this section, we evaluate the performance of Forget-SVGD

using synthetic and real-world examples. For all experiments,

as in [16], we assume the radial basis function (RBF) ker-

nel κ(x, x0) = exp(−‖x − x0‖22/h) and the bandwidth

h = med2/ logN , where med is the median of the pairwise

distances between the particles in the current iteration. We

also use the Gaussian kernel for the KDE with a bandwidth

λ = 0.55. We fix the temperature parameter α = 1, and use

AdaGrad as in [16].

5.1. Benchmark

For comparison, we consider parametric variational meth-

ods for both learning and unlearning, namely PVI [11] and

unlearning PVI (UL-PVI) [14], respectively. In PVI, the

variational distribution q(θ) is parametrized as p(θ|η) =
ExpFam(θ|η), where η represents the natural parameter vec-

tor. At each iteration i, the server, which maintains the cur-

rent iterate η(i−1), schedules an agent k. The scheduled agent

k downloads global natural parameter iterate η(i−1), and up-

dates it through local iterations l = 1, ..., L with initialization

η[0] = η(i−1) via the natural gradient descent rule on the local

free energy (6), yielding the update [11]

η[l]←η[l−1]−ǫ

(

η
[l−1]
k +

1

α
·∇µ[l−1]Eq(θ|η[l−1])[Lk(θ)]

)

,

(15)

where η[L] = η(i), ǫ and µ[l−1] are learning rate and the mo-

ment parameter corresponding to the natural parameter η[l−1],

respectively. Then, it updates local natural parameter as

η
(i)
k = η(i) − η(i−1) + η

(i−1)
k , (16)

and uploads updated global natural parameter η(i) to the

server; while the other agents k′ 6= k set the local natural

parameter η
(i)
k′ = η

(i−1)
k′ .

Starting from the obtained global natural parameter η∗,

in UL-PVI, at iteration i, the server schedules an agent k in

set U , and the agent k updates global natural parameter via

natural gradient descent applied to the unlearning free energy

(5) as

η[l]←η[l−1]−ǫ

(

η
[l−1]
k +

1

α
· ∇µ[l−1]Eq(θ|η[l−1])[−Lk(θ)]

)

,

(17)

for l = 1, . . . , L with η[0] = η(i−1) and η[L] = η(i). Then, it

updates local natural parameter η
(i)
k using (16), and uploads

updated global natural parameter η(i) to the server, while the

other agents k′ 6= k set the local natural parameter η
(i)
k′ =

η
(i−1)
k′ .

5.2. Mixture of Gaussians

To start, we consider K = 2 agents for which the local

posteriors q∗k(θ|Dk) ∝ p0(θ) exp(−
1
α
Lk(θ)) for k = 1, 2

are defined as q∗1(θ|D1) ∝ p0(θ)N (θ|1, 4) and q∗2(θ|D2) ∝
p0(θ) (N (θ| − 3, 1) +N (θ|3, 2)), where the prior p0(θ) is

uniform over [−10, 10], i.e., p0(θ) = U(θ| − 10, 10). In the

federated learning phase, we update the approximate global

posterior using DSVGD with N = 500 particles [13], and

then apply Forget-SVGD for unlearning of the data of agent

1. For PVI/UL-PVI, we choose the variational posteriors as

Gaussian distributions with prior p0(θ) = N (0, 16). The top

part of Fig. 2 shows the true global posterior q∗(θ|D) in (3)-

(4) and local posteriors q∗1(θ|D1), q
∗
2(θ|D2); the middle part

illustrates the optimized variational posterior distribution af-

ter learning using PVI (red line) and DSVGD (black line),

along with the corresponding true global posterior q∗(θ|D)
(black dashed line); and the bottom part depicts the optimized

variational posterior distribution after unlearning the data of

agent 1 using UL-PVI (red line) and Forget-SVGD (black

line), along with the corresponding ideal “unlearned” poste-

rior q∗(θ|D2) = q∗2(θ|D2) (black dashed line). DSVGD ap-

proximates the true posterior better than PVI due to the inher-

ent bias of PVI caused by its parametric assumption on the

variational posterior. This advantage is inherited by Forget-

SVGD, which provides a closer approximation of the true un-

learning posterior than UL-PVI.



Fig. 2: True posterior q∗(θ|D) and local posteriors q∗1(θ|D1) and q∗2(θ|D2) (left); Variational global posterior distribution after

federated learning using PVI or DSVGD and true global posterior q∗(θ|D) (middle); Variational posterior distribution after

unlearning the data of agent 1 using UL-PVI or Forget-SVGD, along with the true “unlearned” posterior q∗2(θ|D2) (right).

Fig. 3: Accuracy on the test dataset for label 2 and label 4,

which are to be unlearned, and on the remaining labels for

exact unlearning based on training from scratch using the data

setD\Du. The shaded area covers the support of the accuracy

in 10 experiments.

5.3. Multi-Label Classification

We now consider multi-label classification with a Bayesian

Neural Networks (BNN) models on the MNIST dataset. We

adopt a “non-iid” setting with K = 5 agents by assigning

each agent 100 examples from only two of the ten classes of

MNIST images. Each agent observes data from two different

labels so as all labels are observed across the k = 5 agents.

The model consists of one fully-connected hidden layer of

100 hidden neurons and a softmax layer. Following [18], we

perform Bayesian learning only on the last layer while the

other parameters are fixed. To this end, we first pre-train the

network θMAP using the dataset D =
⋃K

k=1Dk, and then we

apply Bayesian learning only to the last layer. For unlearn-

ing, the dataset Du of agent u having labels 2 and 4 is to be

“forgotten”.

Before considering the performance of Forget-SVGD, as

a benchmark, Fig. 3 shows the test accuracy under exact un-

learning based on training from scratch by using the data set

D\Du. For training from scratch, we apply SVGD on the last

layer by using remaining dataset, while the other parameters

are fixed by pre-trained values. The blue and orange lines de-

pict the test accuracy for test data corresponding to the labels

Fig. 4: Accuracy on the test dataset for label 2 and label 4,

which are to be unlearned, and on the remaining labels dur-

ing unlearning via Forget-SVGD. The shaded area covers the

support of the accuracy in 10 experiments.

(label 2 and label 4) to be unlearned, while the black line is the

average test accuracy for all the other labels. The shaded area

depicts the maximum and minimum accuracy among 10 ex-

periments. In Fig. 4, we present the same metrics for Forget-

SVGD. Forget-SVGD is shown to be able to unlearn Du in

around 40 iterations in the sense that the test accuracy of the

unlearning labels vanishes, while the test accuracy for the re-

maining labels is maintained. This result is not only 25 times

faster than that of training from scratch, but also, unlike train-

ing from scratch, it only requires the participation of the two

agents whose data need to be unlearned.

6. CONCLUSIONS

This paper has introduced a particle-based variational

Bayesian unlearning algorithm – Forget-SVGD – that inherits

from particle-based Bayesian learning techniques the flexibil-

ity in representing arbitrary distributions. Forget-SVGD was

shown via experiments to significantly improve the commu-

nication and time efficiency of exact unlearning via training

from scratch.
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