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Abstract: High-throughput microarrays contain a huge number of genes. Determining the relation-
ships between all these genes is a time-consuming computation. In this paper, the authors provide
a parallel algorithm for finding the Pearson’s correlation coefficient between genes measured in
the Affymetrix microarrays. The main idea in the proposed algorithm, ForkJoinPcc, mimics the
well-known parallel programming model: the fork–join model. The parallel MATLAB APIs have
been employed and evaluated on shared or distributed multiprocessing systems. Two performance
metrics—the processing and communication times—have been used to assess the performance of the
ForkJoinPcc. The experimental results reveal that the ForkJoinPcc algorithm achieves a substantial
speedup on the cluster platform of 62× compared with a 3.8× speedup on the multicore platform.

Keywords: Pearson’s correlation; high performance computing; multicores; cluster; fork–join; MPI;
gene co-expression networks

1. Introduction

High-throughput microarrays contain a huge number of genes. Determining the
relationships between these genes can be conducted using two approaches. In the first
one, the dependencies can be calculated between only a set of informative genes [1]. The
Pearson’s correlation coefficient, Pcc, and mutual information can be used as measures
of such gene dependencies to construct a gene co-network [2]. In the second approach,
parallel computing can be used to find the dependencies between all the huge numbers
of genes measured in our high-throughput microarray experiments. Parallel computing
is essential, as the high-throughput microarrays contain more than 30,000 genes, and the
determination of dependencies between the genes is infeasible using existing computing
infrastructures. Therefore, in this research, the authors are proposing a solution for deter-
mining the relationships between genes measured in high-throughput microarrays. The
correlation coefficient measures the strength of a linear relationship between two variables.
Therefore, it is used as a similarity measure between two gene expression profiles. A strong
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association between genes should have Pcc values from ±0.7 to ±1. The Pcc between two
expression profiles X and Y is defined as in Equation (1):

r =
∑Q

i=1
(
Yi − Y

)(
Xi −

___
X
)

√
∑Q

i=1 (Yi − Y)2
√

∑Q
i=1 (Xi −

___
X )

2
(1)

The proposed algorithm here, ForkJoinPcc, calculates the correlation matrix between
genes expressed in Affymetrix microarrays. The main idea in the ForkJoinPcc algorithm
mimics a well-known parallel programming model: the fork–join model [3]. The fork–join
programming model, shown in Figure 1, begins as a single process: the master thread,
which is executed serially. Then, the master thread creates a team of parallel threads, and
each thread performs some linear algebra on its subset of data. When the team threads
complete their tasks in the parallel region, they synchronize and terminate, leaving only the
master thread. The fork–join model has been demonstrated to have powerful performance
in parallelization on the multicore platform [4,5].

Figure 1. Master and worker threads in a fork–join programming model.

2. Literature Review

During the last decade, many studies have been focused on utilizing the parallel
computing paradigms in solving heavy computational problems in bioinformatics [6]. As
the data are growing at a faster rate than the corresponding growth of the performance of the
available hardware, new solutions should be provided to process such data [7]. Problems
of this form are sometimes referred to as embarrassingly parallel. If multiple processors
or computers, which are often available in organizations where statistical computations
are carried out, could be easily harnessed to perform these computations in parallel, then
computations that would otherwise take hours or days could be performed in minutes or
hours. One of the most important goals of research in bioinformatics is the inference of
the gene co-expression networks and gene-to-gene interactions [8]. Gene co-expression
networks are demonstrations of the relationships between a set of interacting genes [9]. To
identify the interactions between a set of genes, the associated gene expressions should
be measured. Affymetrix microarrays [10] and RNA sequencing [11] are the dominant
approaches for measuring the expression profiles of genes under certain conditions. The
output of these approaches is the gene expression matrix, which is the input for the
construction of gene co-expression networks.

In [12], the compute unified device architecture (CUDA) was utilized for inferring the
gene regularity networks on GPUs. In [13], the R package MPICorMat was introduced.
They employed the MPI/OpenMP approach to construct the similarity matrix between a
huge number of genes. The Pcc was used as a measure of similarity between the genes
in such networks. However, the construction of such a matrix is a heavy computation
that may take days to weeks to finish, as all pairwise similarities must be computed, and
the complexity of the computation rises quadratically versus the number of genes. An
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expansion was performed in [14] to the MPICorMat package, which included extra met-
rics for the measurement of the similarity matrices. In [15], an efficient parallel package
(MPIGeneNet) is presented. They utilized the random matrix theory and the Pcc as a
measure of dependencies in gene co-expression networks. In [16], MPI was employed
for the construction of the mutual information (MI) between genes interacting in a gene
co-expression network. Although they used the MI to represent the measure of similarity
between genes, this measure is irrelevant for inferring the interactions in such networks, as
stated in [17]. In [18], a framework for the R statistical computing language was presented.
It provided a simple, powerful programming interface to a computational cluster. The
resulting framework allows statisticians to obtain significant speedup for some computa-
tions at little additional development cost. However, it does not provide a solution flexible
enough to express all classes of parallel algorithms. In [19], GPUs and the CUDA language
were used to calculate the pairwise distances (Manhattan distances and Pcc) between genes
in estimating the hierarchical clusters of genes measured by a set of microarrays. However,
this study was limited to only the creation of pairwise distances, and it did not perform any
type of linkage algorithm to create a set of clusters. The work performed in [19] presents a
prototype framework (SPRINT) that allows the addition of parallelized functions to R to
enable the easy exploitation of high-performance computing systems. SPRINT is a wrapper
around such parallelized functions. Their use requires very little modification to existing
sequential R scripts and no expertise in parallel computing. The main issue regarding
the framework proposed in this study is that functions must be reimplemented, which
requires significant effort. In [20], two parallel algorithms for computing the correlation and
covariance matrix are proposed. The first algorithm uses the quadrant correlation method,
and the second uses the Maronna method. The parallel implementation of these methods
made them applicable to much larger problems. However, the parallel implementation of
the proposed algorithm in this study was limited to the cluster computer infrastructure.

There are other studies on parallel programming that have been conducted in dif-
ferent applications rather than bioinformatics. The authors in [21] introduced a parallel
implementation of the Ranking SVM algorithm. They presented OpenCL and OpenMP
versions for the multicore, and manycore platforms, and an evaluation of both parallel
programming models was performed. More work was performed in [22] to calculate
the Pearson’s correlation matrix using a hybrid programming model of CUDA and MPI.
The data matrix was divided into pieces, and a master GPU distributed the pieces on
the worker GPUs using the MPI technique. In [23], a GPU-based parallel programming
model was introduced to calculate the pairwise Pcc in real MRI data to understand the
functional associations in the human brain. Additionally, in [24], the authors presented
a novel computation model for determining the scalability of the parallel programming
iterative algorithms in a distributed multiprocessing system of computer clusters.

To conclude, the scope of most of the previously mentioned publications was introduc-
ing or evaluating different APIs in different parallel computing architectures for solving
some of the heavy computations in bioinformatics and non-bioinformatics applications.
However, the MATLAB APIs introduced in the MATLAB Parallel Computing Toolbox
and the MATLAB Distributed Computing Server (MDCS) have not yet been investigated
in the current state of the art. The MathWorks Parallel Computing ToolboxTM and MAT-
LAB Distributed Computing ServerTM are two examples of technologies that provide this
functionality [25]. In this study, the ForkJoinPcc algorithm has been developed using the
Parallel MATLAB Toolbox and two software structures has been utilized including the
single program multiple data model (SPMD) and parallel loop (ParFor). They are abstrac-
tions for the message passing function defined in the MPI-2 standard [26]. Parallel SPMD
programs are usually built using a message passing library such as MPI. For designing and
running parallel programs on the Windows platform, Microsoft MPI [27] is a Microsoft
implementation of the MPI standard. Another SPMD implementation is available in many
programming tools, such as the Java parallel programming model [28]. The parallel loop
(ParFor) construct is analogous to OpenMP parallel loops [29] and the Fortress language
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specification’s parallel for constructs [30]. The main distinction is that OpenMP parallel
loops and Fortress loops run on threads within a single process on a single physical com-
puter, whereas ParFor repetitions run on several processes, perhaps on multiple physically
independent systems. The parallel constructs available in the MATLAB parallel computing
toolbox abstract information as needed and present to users a language independent of
resource allocation and underlying implementation, which is why the suggested method
was implemented using the MATLAB API in this work. Most crucially, the toolbox includes
the same functionality as more difficult tools like CUDA and C++ but in a MATLAB-like
programming style [31]. Since MATLAB is a commonly used tool for researchers in our
area, and we believe an implementation with the MATLAB API will be valuable for the
community.

The contributions of this work include the following:

• A proposed framework for the ForkJoinPcc algorithm which mimics the fork–join
model is introduced here.

• The performance of the ForkJoinPcc algorithm is tested intensively in terms of the
processing time and the communication overhead between the worker nodes.

• The ForkJoinPcc algorithm is applied to cover gene expression matrices of hepatocel-
lular carcinoma (HCC), comprising a huge number of genes.

• Four MATLAB constructs including SPMD, distributed arrays, MatlabPool, and ParFor
are employed in implementing the ForkJoinPcc algorithm.

• The adequacy of these constructs in achieving good performance on shared or dis-
tributed multiprocessing systems (multicore and computer cluster) is evaluated.

3. Parallel MATLAB Toolsets

There have been many attempts [32–34] made by researchers in MathWorks to pro-
duce some MATLAB utilities for parallel programming. In November 2004, MathWorks
presented two toolboxes as an explicit parallel programming utility, including the Parallel
Computing Toolbox and the MDCS. The MDCS includes a set of worker nodes managed by
a master node connected in a shared and distributed multiprocessing system. The master
node in the MATLAB Client propagates a computation task to the workers and labs through
a set of message-passing functions. These functions are abstractions for the message-passing
function defined in the MPI-2 standard [26]. The master node communicates via a point-
to-point communication paradigm with the working labs. The message-passing functions
include labSend and labReceive for the point-to-point operations between the MATLAB
Client and the worker nodes. Other software constructs that exist in the Parallel MATLAB
Toolbox include SPMD, distributed arrays, MatlabPool, and ParFor, which will be described
in the following subsections.

3.1. Single Program Multiple Data (SPMD) Model

This is a technique utilized to accomplish parallelism on the shared and distributed
memory systems. In a distributed memory architecture, there is a set of independent
workers (computing nodes). Each worker executes their task on a different subset of the
dataset, and the workers can communicate via MPI by transmitting and receiving messages.
In a shared memory multiprocessing system, the workers are CPUs that share a memory
space. Workers can perform the same task on different batches of the whole dataset, and
they can communicate by placing their results in the shared memory section. As shown in
Figure 2, the whole dataset is split among N workers which run simultaneously to attain
faster execution of the whole program. To employ SPMD in MATLAB, one must initially
generate a pool of parallel workers with a total number of workers that does not exceed the
actual number of nodes in the shared CPUs and distributed multiprocessing system. Then,
within the frame of the SPMD section, each worker node will have a unique identifier that
identifies that node for further communication between its neighboring nodes.
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Figure 2. Splitting a dataset among workers in shared and distributed memory systems.

3.2. Parallel Pool

A parallel pool (MatlabPool) is a set of workers working in parallel on a cluster of
computing nodes or a multiprocessor system. Instead of executing a task via a single
working node, the pool utilizes several workers to accomplish the same task on different
chunks of data simultaneously. The working nodes in the pool can communicate with
each of their neighbors throughout the lifetime of the running job. In MATLAB, the pool
size and number of workers should be identified in advance. Figure 3 shows a request for
creating a parallel pool of four working nodes. Reserved working nodes in a pool are not
accessible to other clients, and only a single parallel pool can be created at a time for the
client session in MATLAB.

Figure 3. MatlabPool (pool size = 4).
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3.3. Loop Parallelism (ParFor)

This is a kind of parallelism in parallel programming that tries to parallelize the heavy
computational tasks in loops. The ability to parallelize the sequential tasks in a loop is
possible if the data are stored in a random-access structure. In the parallelized program,
multiple threads will be employed to work on multiple indices simultaneously instead of
working on one index at a time, as in the sequential program. In this manner, the overall
execution for the loop will need less time, and the complexity of its processing is decreased.
Parallelism can be performed simply just in the case of independent operations where each
iteration in the loop is independent of other iterations. However, numerous algorithms
may fail when parallelized due to the dependency between its iterations in a repeated loop.
In such cases, some mechanisms like synchronization via message passing and semaphores
should be employed.

4. Design and Implementation of ForkJoinPcc

In this section, the complexity of finding the dependencies between huge numbers of
genes using Pcc is discussed. The serial algorithm SerialPcc for computing the correlation
matrix for a set of genes is shown in Algorithm 1. It consists of three nested loops, which
make it a heavy computational process. For example, if there are 20,000 genes measured in
35 microarrays, then there will be 20,000 × 20,000 × 35 iterations to obtain the Pcc between
these genes (correlation matrix). It is undesirable to perform this computation serially as it
has quadratic complexity.

Algorithm 1: A serial algorithm for computing the Pcc in gene co-expression networks.

Input:
Gene expression matrix of N genes expressed in S samples
Output:
Correlation matrix C (N,N)
For I = 1 to N

For K = 1 to N
Cor_sum = 0; X_sum = 0 ; Y_sum = 0

For J = 1 to S
Cor_sum = Cor_sum + ((GenExp(i, j)−mean(GenExp(i, ;) ∗ (GenExp(k, j)−mean(GenExp(k, ;))))
X_sum = X_sum + ((GenExp(i, j) −mean(GenExp(i, ;)))ˆ2
Y_sum = Y_sum + ((GenExp(k, j) −mean(GenExp(k, ;)))ˆ2

End For
C(I, K) =

cor_sum√
X_sum ∗

√
Y_sum

)

End For
End For

The main idea in the ForkJoinPcc algorithm is breaking the nested loops, as shown
in Algorithm 1. This was accomplished by dividing the whole computation into modules.
Each module has an independent linear algebra. By examining the arithmetic formula
of Pcc mentioned in Equation (1), this calculation can be divided into mini-processes
as follows:

1. Find the mean value of each gene;
2. Subtract the mean value from all values in the gene expression matrix;
3. Multiply the shifted matrix by its transpose;
4. Square the shifted matrix;
5. Find the sum of each row in the squared matrix;
6. Find the correlation matrix between all genes.

In the ForkJoinPcc algorithm, the fork–join model is mimicked by breaking the math-
ematical operations into independent mini-operations that can be processed in parallel.
Each mini-operation that can be performed in parallel is called a parallel section. The main
framework of the ForkJoinPcc algorithm is depicted in Figure 4. The detailed steps for
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each parallel section are listed in Algorithm 2. It starts by preprocessing the microarrays
in serial computation to compute the data array (the gene expression matrix). The data
array is 22,277 × 35 in a row-major order of 22,277 genes and 35 microarray experiments.
Then, the data array is broadcasted to all cores. In the first parallel section, the mean value
of each gene is computed. This parallel section was implemented as follows. A pool of
4 labs (cores) in the multicore system was opened, and 12 cores were used in the cluster
computer. A single program multiple data section was initiated, and the mean value of
each gene in the gene expression matrix was calculated through a parallel loop inside this
section. Each core worked on a subset of genes, and the results were stored in a distributed
array. The results were gathered in the master node. In a new parallel section using the
SPMD and parallel loop, all values for each gene were shifted by the mean value. In the
same manner, the other parallel sections were implemented. However, the implementation
of the parallel sections in steps 7 and 13, as listed in Algorithm 2, requires 2 nested loops
that yield 22,277 × 22,277 iterations. Therefore, each iteration of the outer 22,277 iterations
had a parallel for loop with 22,277 iterations. This way of implementation was undesirable
for these parallel sections. Therefore, this obstacle was overcome in two ways: initiating
parallel jobs for implementing these sections instead of SPMD and parallel loops. The task
of the parallel job for the first parallel section is the multiplication of the shifted matrix by
its transpose. The output of this task is a 22,277 × 22,277 matrix. However, such a matrix
size cannot be allocated in the multicore platform. Therefore, in the multicore system, six
jobs were created for performing this multiplication. Each job worked with 4000 items
except the last one, which worked with 2277 items of the shifted matrix. When finished,
each worker and lab sent their results to the client lab. In the same manner, the other
bottleneck parallel section was implemented.

Algorithm 2: A parallel algorithm for computing the correlation matrix

Input:
Gene expression matrix, X, of N genes expressed in S samples
Output:
Correlation matrix C (N,N)
1 Initialize a pool of worker nodes.
2 Broadcast the gene expression matrix to all workers nodes.
3 In parallel, Compute the mean value of the expression of each gene in all samples, Mean[i]
where i =1 to N.
4 Gather the results.
5 In parallel, subtract the mean from each value in X

X_shifted[i, j] = X[i, j]−Mean[i]
6 Gather the results.
7 In parallel, multiply X_shifted by its transpose

Y[i, j] = X[i, j] ∗ transpose(X[i, j])
8 Gather the results.
9 In parallel, multiply each element in Y by itself to get the Squared_Y
10 Gather the results.
11 In parallel, find the sum of each row in the matrix Squared_Y into the variable Sum_Sq_Y
12 Gather the results.
13 In parallel, find the correlation between gene i, and j

C[i, j] =
Y[i, j]√

Sum_Sq_Y[i] ∗
√

Sum_Sq_Y[j]
14 Gather the results.
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Figure 4. A fork–join model for computing the correlation matrix in gene co-expression networks.

5. Experimental Set-Up and Dataset

The experiments were conducted on devices at the El Fayoum University High-
Performance Computing Center. For the multicore platform, a Core i7 Intel 10750H
processors with 2.60 GHz and 16 GB RAM were utilized. The Core i7 processor con-
sists of four hyper-threaded cores. For each hyperthreaded processor core that is physically
present, the operating system addresses two virtual processors and shares the workload
between them when possible. For the cluster platform, the experiments were conducted
on six nodes, with one master and five worker computers. Each node had a Core i7 Intel
10750H processor with 2.60 GHz and 16 GB RAM. The operating system that was utilized
was Windows 10 (64-bit operating system with an x64-based processor). For the SDK, the
MATLAB Parallel Computing Toolbox and MDCS release 2019a from MathWorks were
been employed. The hardware details are shown in Table 1.

Table 1. The hardware details of the experimental environment.

Device
Processor

Base
Frequency

Number of
Physical

Cores
Cache

Max Memory
Bandwidth

(GB/s)

10th Gen Intel® Core™
i7-10750H Hex Core

Processor
2.60 GHz 6 12 MB Intel®

Smart Cache
45.8 GB/s

We conducted our experiments using a real dataset to launch a comparison of the
performance of each parallel infrastructure. The gene expression matrix of hepatocellular
carcinoma (HCC) was employed to estimate and analyze its gene networks and pathways.
Hepatocellular carcinoma is a consequence of the hepatitis C virus (HCV), and it is the
most important type of liver cancer. Raw data were downloaded from Gene Expression
Omnibus (GEO) (Edgar, Domrachev, and Lash, 2002) and preprocessed via the Affy pack-
age [35] offered by Bioconductor [36]. The preprocessed gene expression matrix contained
22,277 genes and 35 normal or tumor samples.

6. Results and Discussion

To assess the adequacy of the ForkJoinPcc algorithm on the multicore system and the
cluster computer, the computation time for each parallel section in the proposed algorithm
was computed. In addition, the broadcast and gather times for different chunks of data
for each parallel section were measured. The broadcast and gather time represents the
communication overhead that can be faced when using a parallel infrastructure. On the
other hand, the computation time is the useful part that should be decreased with the help
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of parallel computing. The detailed measured broadcast and gather and computation times
for the first parallel section in the ForkJoinPcc algorithm for a different number of working
cores are depicted in Table 2. For more illustration of the broadcast and gather time in all
phases of the parallel sections of the ForkJoinPcc algorithm, the measured times for the
second, third, fourth, fifth, and sixth parallel sections are listed in Table 3.

Table 2. Broadcast and gather and computation times for the first parallel section.

Number of Cores Broadcast and Gather Time (s) Computation Time (s)

1 0 830.64
2 (multicore) 6.95 616.00
3 (multicore) 7.83 412.38
4 (multicore) 8.74 210.78
12 (cluster) 17.6 68.88

Table 3. Broadcast and gather and computation times for the second, third, fourth, fifth, and sixth
parallel sections in the ForkJoinPcc algorithm.

Parallel Section in
the ForkJoinPcc

Algorithm
Number of Cores Broadcast and

Gather Time (s)
Computation Time

(s)

2nd parallel section 4 (multicore) 8.75 820.83
12 (cluster) 17.63 230.53

3rd parallel section 4 (multicore) 8.755 16,518.65
12 (cluster) 17.84 873.52

4th parallel section 4 (multicore) 8.72 713.42
12 (cluster) 17.4 147.7

5th parallel section 4 (multicore) 8.74 13.79
12 (cluster) 17.13 10.7

6th parallel section 4 (multicore) 8.53 19,446.23
12 (cluster) 17.51 900.52

In Table 2, the broadcast and gather time was calculated as the total elapsed time for
the labSend and labReceive constructs between the master lab and worker lab to finish
the first parallel section. It can be observed that the broadcast and gather time increased
as the number of cores and labs increased. On the other hand, the computation time for
the multicore system was reduced from 830 s to 210 s as the number of cores increased
to 4 cores. A much lower computation time of 68.88 s was retrieved for the computer
cluster. Such large growth in time for the multi-core execution was due to the third-party
MATLAB parallel constructs. As mentioned before, there were three MATLAB parallel
constructs employed in the implementation of the first parallel section, including SPMD,
ParFor, and distributed arrays. The MATLAB distributed array is an API that was originally
implemented on the top of the message-passing infrastructure, and each lab stores a portion
of that array. In addition, the execution of the ParFor construct is perofrmed on labs that
have been created on a Matpool. The labs in the pool do not share memory, which is a
significant feature in the multicore platform.

As depicted in Table 3, the retrieved broadcast and gather time had a slight variation
for the different parallel sections and was almost constant. The broadcast and gather time
for the cluster platform was approximately double the corresponding time consumed for the
multicore platform. It reached approximately 17.6 s for the whole dataset of 22,227 genes on
the cluster platform. This reveals that the communication overhead in the cluster platform
was high, but this time could be neglected with respect to the computation time, which
was much higher than the broadcast and gather time on the cluster platform.

Additionally, the third and sixth parallel sections were the most time-consuming
parallel sections in the ForkJoinPcc algorithm, as illustrated in Table 3. The processing
time for the third parallel section for the whole dataset reached 16,518 and 883 s on the
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multicore and cluster platforms, respectively. A time of 19,446 s was needed to run the sixth
parallel section on the multicore platform compared with the 900 s needed on the cluster
platform. The implementation for these parallel sections was based on using parallel jobs
and distributed arrays. The underlying strategy for the parallel jobs in MATLAB was based
on physically separated nodes working on a cluster platform, which is inefficient for the
shared-memory architecture of the multicore platform.

7. Comparing the Performance

In this section, the performance of the ForkJoinPcc algorithm is compared to Seri-alPcc.
The speedup for the ForkJoinPcc algorithm was calculated on the multicore and cluster
platforms. For an illustration of the performance of the ForkJoinPcc algorithm, the speedup
for different data sizes, a different number of genes (N), and a different number of samples
(M), these are listed in Table 4. As illustrated in Table 4, it can be noticed that the speedup of
ForkJoinPcc on the cluster platform (17–62×) was much greater than the corresponding one
on the multicore platform (3.4–3.9×) for different data sizes. This is because of the higher
efficiency and compatibility of the third-party toolset (MATLAB Parallel Computing tools)
to the underlying message-passing infrastructure of the cluster platform. The main clue of
the offered MATLAB Parallel Computing tools is to extend MATLAB’s capabilities into the
parallel computing industry and introduce MATLAB tools that can help in parallelizing the
code to be executed in a cluster computing environment [25,37,38]. Figure 5 depicts the key
components of the software stack that support both the MATLAB and Parallel Computing
Toolbox functionalities, while the significant feature of the multicore platform, shared
memory architecture, has not been efficiently utilized using the MATLAB parallel toolsets.

As depicted in Table 4, the performance of the ForkJoinPcc algorithm was compared
to our previous contribution in [37] for implementing a parallel implementation for the
same application on a cloud platform. Two big data approaches including MapReduce
and Spark were introduced for computation of the Pcc similarity matrix in the GCN. For
22,277 genes, the processing of the Pcc matrix consumed 1789.98 and 17,443.98 s on the
cloud platform using the Spark and MapReduce techniques, respectively. The speedup
can be listed in descending order as follows: 80×, 62×, 8.22×, and 3.8× for Spark and
ForkJoinPcc on the cluster platform and MapReduce and ForkJoinPcc on the multicore
platform, respectively. when comparing the speedup on the cloud and the multicore and
cluster environments, the parallel implementation using Spark on the cloud platform
yielded fast processing and an 80.1× speedup of the Pcc matrix for the whole number of
genes. The data processing performed in the main memory of the worker nodes in the
spark system and the avoidance of unnecessary I/O operations with the disks helped in
accomplishing its higher performance with respect to the other techniques.

Table 4. Speedup of the ForkJoinPcc algorithm on different platforms.

Gene Expression
Matrix

(N Rows ×M
Columns)

SerialPcc
Time (s)/Speedup

ForkJoinPcc on
Multicore

Time (s)/Speedup

ForkJoinPcc on
Cluster

Time (s)/Speedup

Parallel
Algorithm Using
MapReduce [37]

Time (s)/Speedup

Parallel
Algorithm Using
Spark [37] Time

(s)/Speedup

400 × 10 826.05/1× 209.63/3.9× 48.59/17× 25.98/31.79× 17.652/46.77×
1000 × 15 7773.29/1× 2100.89/3.7× 151.15/51× 93.516/83.12× 25.56198/304.1×
4000 × 20 22,034.14/1× 6480.63/3.4× 306.56/71× 4813.2/4.58× 355.98/61.88×

22,277 × 35 143,382.74/1× 37,732.30/3.8× 2281.46/62× 17,443.98/8.22× 1789.98/80.1×
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Figure 5. Parallel computing software stack in MATLAB.

8. Conclusions

The interactions between the co-expressed genes in a GCN can be identified with
the help of computing the correlation coefficients between all genes. The construction of
such a matrix is a heavy computation, and the present study proposes a parallel algorithm,
ForkJoinPcc, for its implementation on shared and distributed multiprocessing platforms to
find the dependencies between all the huge numbers of genes measured in high-throughput
microarrays. The main idea in the proposed algorithm mimics a well-known parallel
programming model: the fork–join model. The implementation was performed using
the parallel MATLAB APIs introduced in the MATLAB Parallel Computing Toolbox and
the MATLAB Distributed Computing Server. Four constructs from MATLAB, including
SPMD, distributed arrays, MatlabPool, and ParFor, were utilized. Our evaluation for the
parallel MATLAB tools based on the high values of the speedup attained on the cluster
platform implies that these tools are more compatible with the underlying message-passing
infrastructure of the cluster platform than the multicore platform. However, the pros of
the multicore platform, such as a shared memory architecture, have not been effectively
employed using the MATLAB parallel toolsets.

In this study, we created a different parallel algorithm and implementation for the
same application: the correlation matrix in gene co-expression networks. We employed the
fork–join model in the introduced algorithm, which had a similar idea to MapReduce and
Spark. The fork–join approach utilizes the divide-and-conquer algorithms that recursively
fork processes running in parallel, waits for them to finish, and then merges their results [38].
However, we obtained negative results compared with the yielded results we found in our
previous work using Spark.
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