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The selection of multi-functional teams is a key issue in problem solving. Currently there are no papers in the literature that discuss
analytical approaches to forming teams. Furthermore, no comprehensive model exists to prioritize team membership based on
customer requirements or product characteristics. To deal with the underlying complexities of the team selection process, a
methodology for team formation is developed. The methodology is based on the Analytical Hierarchy Process (AHP) approach
and the Quality Function Deployment (QFD) method. A QFD planning matrix is used to organize the factors considered in the
team selection. The importance measure for each team member is determined with the AHP approach. A mathematical pro-
gramming model is developed to determine the composition of a team. The methodology developed in this paper is tested by the
selection of teams in concurrent engineering. A detailed discussion of the model implementation and how to reduce the number of
comparisons in the AHP process is presented. Possible modi®cations of the model to include ``soft factors'', i.e., leadership, morale,
personalities of group members, group values and so on are also discussed.

1. Introduction

The concept of forming multi-functional teams has
gained increasing attention in recent years. One of the
most meaningful engineering e�orts that has been built
around a team concept is Concurrent Engineering (CE).
CE involves making complex decisions in product design
so that downstream issues such as manufacturability,
serviceability, marketability, and total life cycle problems,
are anticipated in early steps [1]. The teamwork needed
to meet these deliverables is the key ingredient of CE.
Multi-functional teams facilitate continuous transmittal
of information concerning the evolving product and
manufacturing process, improve the outcome of a design
process and create a product that satis®es customer and
market requirements. CE success also requires supporting
changes in the organizational environment surrounding a
team, such as, transfer decision-making authority from
managers to teams and redesign organizational reward
systems to encourage the teamwork. For a more detailed
description of the CE methodology see, for example,
Carter and Baker [2].

Teams are de®ned as ``a distinguishable set of two or
more people who interact, dynamically, independently,
and adaptively toward a common and valued goal/ob-
jective/mission, who have each been assigned speci®c
roles or functions to perform, and who have limited life-
span of membership'' [3]. In CE experts from various
disciplines, such as, design, manufacturing, quality test-
ing, and marketing, work in groups (teams) rather than
individually in order to develop a quality product. The

membership of a team depends on the type of product to
be developed, customer requirements, engineering and
product characteristics, and so on. The team approach
has been used, for example, by the Ford Motor Company
in the development of the Ford Taurus [4].
In spite of the importance of multi-functional teams in

CE, the literature does not provide analytical solutions
for team formation. Furthermore, no comprehensive
model exists to prioritize team membership based on the
customer requirements or product characteristics. For
example, when a multi-functional team is selected, it is
not known how important is the information provided by
a team member for a particular characteristic of the
product or customer requirement. Lawrence and Lorsch
[5] have indicated some of the basic conditions for the use
of multi-functional teams in product development and
have also provided the necessary structural characteristics
for these teams. Askin and Sodhi [6] have presented an
approach to organizing teams in CE. They have devel-
oped ®ve di�erent criteria for team formation and dis-
cussed team training, leadership, and computer support
issues. The labor assignment heuristic was developed for
team formation. The de®ciency of the heuristic approach
presented by Askin and Sodhi [6] is that it considers a
single criterion, i.e., time, for forming teams. Also, it does
not consider customer requirements and product char-
acteristics. Reddy et al. [7] have proposed the notion of
virtual teams to overcome the barriers of hierarchical
organizational structures. In a virtual team geographi-
cally scattered team members use a computer-supported
environment to collaborate over a network. A layered
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architecture of di�erent types of computer technology has
been described, i.e., network layer, enterprise information
model layer, collaboration services layer, transformation
layer, and activity layer, the integration of which enable a
virtual team. Klein [8] has presented a Design Rationale
Capture System (DRCS) for capturing design rationale in
CE teams. The DRCS system integrates design-decisions
and design-rationale in a single tool and allows more
e�ective support for multi-functional design teams. Nei-
ther of these two papers [7,8] o�ers a methodology for
forming teams.

Considerable research e�ort has been devoted to em-
pirical studies of team performance, the role of mental
models in team performance, and capturing human skills
and knowledge. Levine and Moreland [9] have summa-
rized the progress of research on small group perfor-
mance and they have concluded that group performance
depends, at least in part, on the abilities and personalities
of group members and the size and cohesiveness of the
group. Armstrong [10] has compared the impacts of hi-
erarchical and heterarchical organizational structures on
the performance of three-person teams by using a man-
ufacturing simulation. He concluded that teams in the
hierarchy generally worked faster, while teams in the
heterarchy worked with greater precision. He also found
that heterachically organized team members were more
focused on individual positions and often ignored system
level information. Hauptman and Hirji [11] have per-
formed an empirical study of cross-functional teams in
CE and presented several insights useful for team per-
formance. They found that the behavior and attitude of
CE team members toward ambiguous and uncertain in-
formation had a considerable impact on CE project
outcomes. The study also found a positive relationship
between team member interdependence and team per-
formance.

Both Kleinman et al. [12] and Luh et al. [13] have ap-
plied an optimization approach to model team perfor-
mance. They used stochastic dynamic programming for
resource allocation and task sequencing among team
members. Human constraints were added to the mathe-
matical model to imitate a team member's inability to
completely adapt to task requirements. Levis [14] and
Coovert et al. [15] have used a Petri net approach to
model team performance. The major advantage of using a
Petri net approach in team performance analysis is their
capability to represent both concurrent and asynchro-
nous team activities. Empirical studies of team perfor-
mance can be also found in Keller et al. [16], Dyer [17],
and Modrick [18].

A primary motivation of mental models is to determine
the knowledge (i.e., equipment knowledge, task know-
ledge, team knowledge, and integration knowledge) and
skills required for successful team performance. Mental
models are constructs invoked to explain performance
di�erences. Rouse et al. [19] have discussed the role of

mental models in team performance in complex systems.
They outlined three di�erent functions of mental models:
description, explanation, and prediction, and then de-
veloped a number of propositions that focus on mental
models as mechanisms for forming expectations of team
behaviors. They argued that the use of a mental model
construct may enable the development of a better under-
standing of such global team-related phenomena as co-
ordination and communication performance. Rouse et al.
[20] have reviewed and illustrated the algorithmic identi-
®cation of models of human skills and knowledge. To
review a variety of approaches to training and reinforce
mental models, see Campbell [21] and Kieras [22].
The methodology developed in this paper is structured,

uni®ed, and capable of dealing with the tangible and in-
tangible aspects of forming multi-functional teams. It is
based on the Analytical Hierarchy Process (AHP). The
AHP methodology is a multicriteria decision-making
approach that provides a problem-solving framework
and a systematic procedure for representing the elements
of any problem. The important advantages of AHP are
its simplicity, robustness, and the ability to incorporate
``intangibles'' into the decision-making process. Also, the
user acceptability and con®dence in the analysis provided
by the AHP methodology is high compared with other
multiattribute decision approaches [23].
In this paper, a conceptual framework for prioritizing

team members based on customer requirements and
product characteristics is presented. The mathematical
programming model is developed to determine optimal
composition of a team. The application of quality func-
tion deployment (QFD) and AHP to select a multi-
functional team is discussed in the next section.

2. The quality function deployment methodology

The QFD also known as the ``House of Quality'' was
®rst introduced in 1972 by Akao at Mitsubishi Indus-
tries Kobe Shipyard [24]. Since this initial application
the ``House of Quality'' concept has been used world-
wide. Hauser and Clausing [24] wrote one of the early
papers that introduced the methodology to US manu-
facturers.
QFD provides a systematic approach to product de-

velopment and CE. In particular, QFD identi®es the
general requirements a new product must satisfy, in order
to ensure customer preference. The essence of QFD is to
translate customer requirements into relevant product
design characteristics and thus develop a high quality
product. In the ``House of Quality'' the customer re-
quirements serve as a basic foundation of the process.
These requirements are qualitatively related to the engi-
neering domain in the form of a matrix and they identify
the relationship between the customer requirements and
what engineering must be performed to deliver them. In
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this paper, we use the ``House of Quality'' to collect and
represent the data for the multi-functional team selection
model. The application of QFD to the formation of a
multi-functional team will now be discussed.

First, project managers, customers, and suppliers de-
velop a QFD planning matrix in which the customer re-
quirements are related to the engineering characteristics
(requirements) of the product (see Fig. 1(a)). Then, the
engineering requirements are represented by the rows of
an engineering characteristics ± team members deploy-
ment matrix (Fig. 1(b)). In other words, the planning
matrix in Fig. 1(b) relates engineering characteristics of
the product to the potential team members that are re-
sponsible or can provide those characteristics. The ma-
trices in Fig. 1(a and b) are useful in organizing the
factors considered in the team selection problem into a
hierarchical structure of the AHP.

3. The analytical hierarchy process approach

The objective of multicriteria decision making is to select
the best available alternative under con¯icting criteria.
The AHP methodology provides a comprehensive
framework for solving such a problem.

The AHP is a multicriteria decision method that uses
hierarchical or network structures to represent a decision
problem and then develops priorities for the alternatives
based on the decision maker's judgments throughout the
system [25]. The method developed by Saaty in the 1970s
is based on an axiomatic foundation, which has estab-
lished its mathematical viability [25±28]. The numerous
and diverse applications of this technique are due to its
simplicity and ability to cope with complex decision-
making problems. Vargas [29] and Zahedi [30] have
provided an extensive list of references on the AHP
methodology and its applications. For recent industrial
applications of AHP, see Korpela and Tuominen [31],
Armacost et al. [32], and Madu and Georgatzas [33].

AHP is based on the following three principles: prob-
lem decomposition, comparative judgement, and synthe-

sis of priorities. The AHP begins by decomposing a
complex, multicriteria problem into a hierarchy where
each level consists of a few manageable elements which
are then decomposed into another set of elements. The
goal (objective) upon which the best decision should be
made is placed at the top level of the hierarchy. The next
level of the hierarchy contains attributes or criteria which
contribute to the quality of the decisions. Each attribute
may be decomposed into more detailed attributes. The
lowest level of the hierarchy contains decision alternatives
[27].
After the hierarchical network is constructed, one can

use comparative judgement to determine the priorities
(importance measures) of the attributes at each level of
the decision hierarchy, and then synthesize the priorities
of attributes to determine the overall priorities of decision
alternatives.
First, a comparison matrix which includes Level 1

elements (criteria) of the hierarchy is constructed. Then,
a ratio scale pairwise comparison of each pair of criteria
with respect to the overall goal is performed. The relative
importance of each criterion is estimated using an
eigenvector approach [26]. Then, the relative importance
of each alternative with respect to each criterion is de-
termined using a similar pairwise comparison. The
pairwise comparisons between the criteria as well as be-
tween the alternatives are made using the nine-point
scale developed by Saaty [27]: 1, 3, 5, 7, and 9 to express
the ratio scale preference between the alternatives, 2, 4,
6, and 8 for compromises, and reciprocals in the inverse
comparison. Table 1 summarizes Saaty's relative im-
portance scale modi®ed for the team selection problem.
Typically, the decision-maker has to evaluate the upper
triangular of the comparison matrix, while reciprocals
are placed in the lower triangular. In other words, if
scale factor 3 is assigned to entry (i, j) of the matrix,
where i and j are the row and column of the comparison
matrix, respectively, then a value of 1/3 is assigned to the
entry (j, i). Also, when compared with itself each crite-
rion or alternative has equal importance. Therefore, the
diagonal elements of the matrix are always equal to one.
The advantage of the pairwise comparison of elements
instead of direct assignments of preference values is that
the latter results in inaccuracies, since the comparison
process is more complex. In Section 7, detailed discus-
sion on techniques that enable dramatic reduction in the
number of judgements required in a comparison matrix
is presented.
The AHP methodology provides an index to measure

any inconsistency in judgements in each comparison
matrix as well as for the entire hierarchy. A knowledge of
inconsistency enables one to determine those judgments
that need reassessment. The meaning of consistency in the
team selection process is de®ned as: if a respondent
moderately prefers team member B over C, and team
member C over D, then it is expected that s/he will prefer

Fig. 1. The basic planning matrices: (a) customer requirements
± engineering characteristics planning matrix, (b) engineering
characteristics ± team members planning matrix.
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team member B over D is of the highest possible order of
a�rmation. The consistency index (CI) and consistency
ratio (CR) for a comparison matrix A are computed from
(1) and (2), respectively,

CI � �kmax ÿ n�=�nÿ 1�; �1�
CR � �CI=ACI�100%; �2�

where: kmax is the largest eigenvalue of the comparison
matrix, n is the dimension of the matrix, and ACI is the
average index for randomly generated weights [26].

If the calculated value of CR for the comparison matrix
is less than 10%, the consistency of the pairwise judgment
is accepted based on Saaty's rule of thumb [27]. However,
when the consistency ratio is greater than 10%, the
judgments expressed by the experts are considered in-
consistent, and decision-makers are given the opportunity
to reconsider their judgments.

The relative preference throughout the hierarchy is
obtained from pairwise comparisons of the relative im-
portance of the elements in the same level with respect to
the appropriate parent, where a decision-maker or group
of decision-makers express their judgments. Aczel and
Saaty [34] have demonstrated that collective judgment
must satisfy the reciprocal property. This implies that
when a group uses the AHP, their judgements can be
synthesized into a single judgement according to the
geometric mean. For detailed discussion on how to or-
ganize group decision making with AHP, including,
suggestions for assembling a group, constructing the hi-
erarchy, getting the group to agree, and implementing the
results, see Saaty [35], Dyer and Forman [36], and Golden
et al. [37]. For the industrial application of AHP in-group
decision making, see Islei et al. [38].

In the team selection problem considered in this paper,
the AHP is applied as follows. The values that the team
members contribute to the criteria established by the
customer vary. To select a team, one must elicit all pos-
sible characteristics or attributes desired, and then de-
velop a method for assessing their importance to the
overall goal. Therefore, all the elements, i.e., customer

requirements, engineering characteristics, and team
members obtained from the planning matrices in Fig. 1(a
and b) form together the model depicted in the hierarchy
in Fig. 2. In order to arrive at the team members prior-
ities associated with the engineering characteristics under
consideration, one prioritizes all the elements of the hi-
erarchy. After the normalized measure of priority of the
team members with respect to each engineering charac-
teristic of Level 2 is obtained, the mathematical pro-
gramming model (presented next) is used to determine the
optimal composition of teams.

4. The mathematical programming model

The multi-functional teams formation problem is for-
mulated as an integer programming model. The model is
based on the engineering characteristics ± team member
type priority incidence matrix. Each row of the matrix
corresponds to a distinct engineering characteristic of the
product. Each column denotes a type of a team member.
Each entry wij in the incidence matrix indicates the pri-
ority weight of a team member of type j with respect to
engineering characteristic i. To formulate the model the
following notation is introduced:

i � index for engineering characteristics;
j � type of a team member;
n � number of engineering characteristics;

Table 1. Scale of relative importance (Saaty 1986) modi®ed for team selection

De®nition Explanation

1 Equal importance Two members contribute equally to the goal
3 Moderate importance of one over another Experience and judgment moderately favor one

team member over another
5 Essential or strong importance Strongly favor one team member over another
7 Very strong or demonstrated importance A team member is very strongly favored

and its dominance is demonstrated in practice
9 Extreme importance The evidence of favorite one team member over

another is of the highest possible order of a�rmation
2, 4, 6, 8 Intermediate values between two adjacent

judgments
When compromise is needed

Reciprocal For inverse comparison

Fig. 2. Hierarchical structure of the team selection problem.
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m � number of types of team members;
wij � priority weight of team member of type j with

respect to engineering characteristic i;
p � number of multi-functional teams;
mj � number of projects that a team member of type j

can undertake. The value of mj is a function of
time, technological, scheduling constraints, etc.;

xij �
1 if team member of type j belongs to the team
that provides engineering characteristic i;

0 otherwise;

8<:
yi �

1 if team for engineering characteristic i is
formed,

0 otherwise;

8<:
The objective function of the model ((1) ± (6)) maxi-

mizes the total of priority weights of the multi-functional
teams.

max
Xn

i�1

Xm

j�1
wijxij; �1�

s.t.
Xn

i�1
xij � mj j � 1; . . . ;m; �2�

Xn

i�1
yi � p; �3�

Xm

j�1
xij � Myi i � 1; . . . ; n; �4�

xij � 0; 1 i � 1; . . . ; n j � 1; . . . ;m; �5�
yi � 0; 1 i � 1; . . . ; n: �6�

Constraint (2) imposes an upper bound on the number
of projects that a team member of type j is able to un-
dertake. Constraint (3) speci®es the required number of
teams. Constraint (4) ensures that a team member of type
j belongs to team i only when team i is formed. Con-
straints (5) and (6) ensure the integrality. The letter M
denotes an arbitrary large positive number. Additional
constraints, e.g., budget constraint, size of the teams
requirement can be easily incorporated into the model
((1)±(6)).

In the next section the AHP framework and mathe-
matical programming formulation are illustrated with an
example.

5. Illustrative example

Consider an automotive company that intends to form
teams to develop a new car. Therefore, a pairwise com-
parison of the importance of possible team members with
respect to the overall goal (development of a car) is re-
quired.

Before the AHP is used, planning matrices, discussed in
Section 2, are constructed. First, project managers, cus-
tomers, and suppliers develop a planning matrix in which
the customer requirements are related to the engineering
characteristics. Then, the desired engineering character-
istics are related to the potential team members. The two
transformations are shown in Figs. 3 and 4, respectively.
Once the matrices shown in Figs. 3 and 4 are developed,
the hierarchical structure used in the team selection pro-
cess is constructed (see Fig. 5). The highest level in the
structure is the goal, i.e., build a car. The attributes, i.e.,
customer requirements and engineering characteristics,
which are required to satisfy the goal are placed on Level
1 or 2, respectively. At the last level of the hierarchy are
placed the decision alternatives (i.e., team members).
The next step is to prioritize customer requirements

using pairwise comparisons and the relative importance
scale listed in Table 1. The judgments of experts in the
functional areas of design, manufacturing, production,
®nance, and marketing are solicited by individual sample
surveys. The judgments are collected and synthesized into
a single judgment using a geometric mean. A CR is cal-
culated for each comparison matrix to identify the in-
consistent judgments that need reassessment. Thus in
comparing the 21 customer requirements, the comparison
matrix shown in Table 2 is obtained. The resulting pri-
orities of the customer requirements are shown in Fig. 6.

Fig. 3. Customer requirements ± engineering characteristics
planning matrix.
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Table 2 includes the upper triangular of the matrix, as
the matrix is reciprocal, i.e., aij � 1/aji, where, aij is entry
(i, j) of the matrix. In comparing the fuel e�ciency and
roomy trunk relative to their importance in the car, a
moderate importance for fuel e�ciency over roomy trunk
is indicated by element a11 17 � 3 of the matrix.

The priority vector of the customer requirements is
determined using the largest eigenvalue kmax of the matrix
in Table 2. The eigenvector corresponding to kmax is the
priority vector of the customer requirements. The CR of
the matrix in Table 2 is calculated as follows. A compu-
tation using the data in Table 2 yields a priority vector w
with the largest eigenvalue kmax � 23:6080. In addition we
calculate CI of 0.1304 and a CR of 0.0835. Note that a
value of 1.56 is used for ACI [26].
Next, the second level of the hierarchy, i.e., the engin-

eering characteristics, is prioritized with respect to cus-
tomer requirements. The engineering characteristics are
decomposed since some of them are not pertinent to the
customer requirements. For example, for engineering
characteristics 5, 6, 7, . . ., 18 the customer requirements 1,
2, 3, 4, and 5 do not need to be elicited. The prioritization
is done using comparison matrices that describe the rel-
ative impact of the engineering characteristics to the
customer requirements. Based on the priorities of the
customer requirements, the normalized priorities for
the engineering characteristics are derived (see Table 3
and Fig. 7).
Next, a matrix which includes the elements of the

lowest level of the hierarchy illustrated in Fig. 5 is con-
structed. The issue here is to determine which team
member has more impact on a considered engineering

Fig. 4. Engineering characteristics ± team members planning
matrix.

Fig. 5. Hierarchical structure for the team selection problem in Example 1.
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Table 2. Pairwise comparison of customer requirements with respect to the goal

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 Priority vector
(w)

1 1 3 1/2 1 2 1/3 1 3 1/2 4 1/6 1 1/3 1/7 1/6 1/5 1 1/3 1 3 1/2 0.023 7041
2 1 1/5 1/2 1 1/6 1/2 1 1/5 1 1/4 1/3 1/7 1/9 1/9 1/4 1/2 1/4 1/3 1 1/4 0.010 6860
3 1 2 2 1/3 2 3 1 2 1/4 1/2 1/3 1/5 1/5 1 2 1/2 2 5 1/2 0.033 9473
4 1 1 1/3 1 3 1/3 1/2 1/6 1/2 1/4 1/7 1/7 1/3 1 1/4 1/2 2 1/2 0.018 2134
5 1 1/6 1 1 1/2 1/2 1/7 1/2 1/5 1/9 1/9 1/7 1/3 1/3 1/2 1 1/4 0.012 4572
6 1 4 4 1 3 1/5 3 1 1/7 1/4 1/2 2 3 5 3 1 0.055 4965
7 1 1 1/3 2 1/8 1/2 1/2 1/9 1/9 1/4 1/2 1/2 1/3 1 1/4 0.015 6157
8 1 1/3 1/2 1/9 1/3 1/6 1/9 1/9 1/5 1/3 1/3 1/2 2 4 0.019 8665
9 1 3 1/6 1 1/7 1/8 1/2 1 2 3 4 6 1 0.046 4340
10 1 1/8 1 1/4 1/9 1/9 1/5 1/4 1/5 2 1/2 1/4 0.016 2947
11 1 5 4 1/2 1/2 2 3 3 4 5 3 0.121 3543
12 1 1/4 1/7 1/8 1/3 1/2 1/2 1/2 2 1/4 0.024 2059
13 1 1/3 1/5 1/2 1 1 2 3 1 0.063 4667
14 1 1 4 5 5 6 7 3 0.161 9140
15 1 5 5 5 6 7 3 0.151 2870
16 1 3 2 4 5 2 0.066 7434
17 1 1 1 3 1/3 0.030 1688
18 1 1/2 2 1/4 0.036 6631
19 1 4 1/2 0.027 0693
20 1 1/4 0.013 0475
21 1 0.051 3638

kmax � 23:6080 CI � 0:1304 CR � 0:0835
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characteristic. For example, in the ®rst team member
comparison matrix one compares the importance of team
members in building a hydraulic system for the brakes.
Therefore, 18 comparison matrices A1, A2, . . ., A18 are
constructed, one for each engineering characteristic at
Level 2. The pairwise comparison of team members with
respect to each engineering characteristic in Level 2 is
important, as the members receive di�erent ratings when
using di�erent criteria.

Following a prioritization scheme similar to the one
described above, one derives priorities for each team
member with respect to each engineering characteristic at
Level 2. The resulting priority vectors from the 18 matrices
are weighted (multiplied) by the importance wi of engin-
eering characteristic i, i � 1, . . ., 18, derived in Table 3.
Then, the aggregate priority matrix is constructed which
lists the priority measures for each team member with re-
spect to each engineering characteristic of the car, nor-
malized with respect to the overall goal. These priority
vectors w1, w2, w3, w4, w5, w6, and w7 are summarized in
Table 4. The priorities of the teammembers with respect to
each engineering characteristic are summarized in Fig. 8.

After the matrix in Table 4 is obtained, the mathe-
matical programming model presented in Section 4 de-
termines the optimal composition of teams.
Consider the engineering characteristics ± team mem-

ber type priority incidence matrix in Table 4. Assume a
team is required for each engineering characteristic of the
car then Table 5 shows the number of potential projects
each team member type is able to undertake.
Solving the model ((1) ± (6)) for the incidence matrix in

Table 4 and p � 18, results in the following solution:

x11 � x13 � x17 � 1, x12 � x14 � x15 � x16 � 0;
x21 � x27 � 1, x22 � x23 � x24 � x25 � x26 � 0;
x31 � x32 � x33 � x37 � 1, x34 � x35 � x36 � 0;
x41 � x42 � x43 � x46 � x47 � 1, x44 � x45 � 0;
x51 � x52 � x53 � x54 � x56 � x57 � 1, x55 � 0;
x61 � x62 � x63 � x64 � x66 � x67 � 1, x65 � 0;
x71 � x72 � x73 � 1, x74 � x75 � x76 � x77 � 0;
x81 � x82 � x83 � x86 � x87 � 1, x84 � x85 � 0;
x91 � x92 � x93 � x94 � x96 � x97 � 1, x95 � 0;
x101 � x102 � x103 � x104 � x106 � x107 � 1, x105 � 0;
x111 � x112 � x113 � x114 � x116 � x117 � 1, x115 � 0;
x121 � x122 � x123 � x124 � x125 � x126 � x127 � 1;
x131 � x132 � x133 � x134 � x135 � x136 � x137 � 1;
x141 � x142 � x143 � x144 � x145 � x146 � x147 � 1;
x151 � x152 � x153 � x154 � x155 � x156 � x157 � 1;
x161 � x162 � x163 � x164 � x165 � x166 � x167 � 1;
x173 � x176 � x177 � 1, x171 � x172 � x174 � x175 � 0;
x181 � x183 � x185 � x186 � x187 � 1, x182 � x184 � 0.

Based on de®nition of xij the following teams are se-
lected:

T1 � {ME, DE, RE};
T2 � {ME, RE};
T3 � {ME, MF, DE, RE};
T4 � {ME, MF, DE, EE, RE},
T5 � {ME, MF, DE, QE, EE, RE};
T6 � {ME, MF, DE, QE, EE, RE};
T7 � {ME, MF, DE};
T8 � {ME, MF, DE, EE, RE};
T9 � {ME, MF, DE, QE, EE, RE};
T10 � {ME, MF, DE, QE, EE, RE};
T11 � {ME, MF, DE, QE, EE, RE};
T12 � {ME, MF, DE, QE, FE, EE, RE};
T13 � {ME, MF, DE, QE, FE, EE, RE};
T14 � {ME, MF, DE, QE, FE, EE, RE};

Fig. 6. Priorities of customer requirements.

Table 3. Normalized priorities of engineering characteristics

Engineering characteristic Priority
vector (w)

1 Brakes hydraulic system 0.02385
2 Vacuum 0.02209
3 Self adjusting brakes 0.02416
4 Master cylinder 0.02888
5 Torque converter 0.05902
6 Planetary gears and control 0.03689
7 Valve body 0.02644
8 Reverse clutch 0.03120
9 Engine lubricating system 0.06640

10 Cylinder block and head 0.05675
11 Combustion chamber 0.07593
12 Valves and porting 0.10071
13 Injection system 0.07104
14 Safety characteristics 0.11573
15 Convenience characteristics 0.11791
16 Material choice 0.07829
17 Circuit breakers 0.02899
18 Switches 0.03572

Fig. 7. Normalized priorities of engineering characteristics.
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T15 � {ME, MF, DE, QE, FE, EE, RE};
T16 � {ME, MF, DE, QE, FE, EE, RE};
T17 � {DE, EE, RE};
T18 � {ME, DE, FE, EE, RE}.

6. Model extension

The approach presented in this paper combines the dif-
ferent factors (modules) of the team selection problem
into a hierarchical structure. This modularity permits a
great degree of ¯exibility in the formation of teams. For
example, the solution of model ((1) ± (6)) provides 18
di�erent teams, one for each engineering characteristic in
the hierarchical structure of Fig. 5. To reduce the number
of AHP comparison matrices and the size of the model,
one can extend the hierarchical structure of Fig. 5 by
adding a new level (Level 3), i.e., components (subsys-
tems) of the car, into the hierarchy (see Fig. 9). In this
hierarchical structure several engineering characteristics
related to a single component (subsystem) of the car. The
importance measure of the subsystems of the car can be
obtained by summing the importance measures of the
engineering characteristics related to the subsystem of the
car. Therefore, instead of prioritizing team members with
respect to the engineering characteristics of the car, one
can prioritize the team members with respect to the
components (subsystems) of the car without the need to
restructure the entire model. Such a modi®cation reduces
the size of the component (subsystem) ± team member
type priority incidence matrix (see the matrix in Table 6
of size (5 ´ 7) compared with the (18 ´ 7) matrix in

Table 4. Normalized importance measures of each team member with respect to engineering characteristics

ME w1 MF w2 DE w3 QE w4 FE w5 EE w6 RE w7

Brakes hydraulic system 0.00716 0.00208 0.00117 0.00358 0.00070 0.00164 0.00750
Vacuum 0.00617 0.00193 0.00108 0.00334 0.00065 0.00188 0.00704
Self adjusting brakes 0.00675 0.00211 0.00119 0.00365 0.00071 0.00206 0.00770
Master cylinder 0.00816 0.00485 0.00232 0.00312 0.00070 0.00366 0.00606
Torque converter 0.01592 0.00419 0.00316 0.00762 0.00220 0.01742 0.00851
Planetary gears and controls 0.01243 0.00220 0.00220 0.00622 0.00140 0.00622 0.00622
Valve body 0.00183 0.00610 0.00951 0.00356 0.00356 0.00074 0.00114
Reverse clutch 0.00850 0.00281 0.00469 0.00312 0.00081 0.00412 0.00715
Engine lubricating system 0.01748 0.00809 0.00612 0.00743 0.00299 0.00943 0.01487
Cylinder block and head 0.01734 0.01109 0.01238 0.00561 0.00142 0.00754 0.00139
Combustion chamber 0.01263 0.00469 0.03822 0.00698 0.00137 0.00889 0.00316
Valves and porting 0.03240 0.02249 0.01733 0.01007 0.00423 0.01249 0.00171
Injection system 0.01273 0.00512 0.00255 0.00837 0.00479 0.02206 0.01541
Safety characteristics 0.00964 0.00730 0.02095 0.02307 0.01679 0.00876 0.02921
Convenience characteristics 0.00491 0.02044 0.03658 0.01306 0.01875 0.00778 0.01639
Material choice 0.01245 0.00924 0.01890 0.00935 0.01681 0.00433 0.00722
Circuit breakers 0.00155 0.00077 0.00693 0.00260 0.00363 0.00831 0.00519
Switches 0.00254 0.00146 0.00508 0.00418 0.00585 0.01194 0.00468

Table 5. Data for Example 2

Team member type
ME MF DE QE FE EE RE

Number of
projects

17 14 17 10 6 14 17
Fig. 8. Normalized priorities of team members with respect to
engineering characteristics.
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Table 4). Moreover, the extended model allows one to
form a team for each subsystem of the car. For example,
if one assumes a team is required for each subsystem of
the car and Table 7 shows the number of potential pro-
jects each team member type is prepared to undertake,
then the model ((1) ± (6)) determines optimal teams for
the subsystems of the car.

Solving the model ((1) ± (6)) for the incidence matrix in
Table 6 and p � 5, results in the following solution:

x11� 1, x12� 1, x13� 1, x14� 1, x15� 0, x16 � 1, x17� 1;
x21� 1, x22� 0, x23� 1, x24� 0, x25� 0, x26 � 1, x27� 1;
x31� 1, x32� 1, x33� 1, x34� 1, x35� 1, x36 � 1, x37� 1;
x41� 1, x42� 1, x43� 1, x44� 1, x45� 1, x46 � 1, x47� 1;
x51� 0, x52� 0, x53� 1, x54� 0, x55� 1, x56 � 1, x57� 0.

Based on de®nition of xij the following teams are se-
lected:

Tb � {ME, MF, DE, QE, EE, RE};
Tt � {ME, DE, EE, RE};
Te � {ME, MF, DE, QE, FE, EE, RE};
Td � {ME, MF, DE, QE, FE, EE, RE};
Tl � {DE, FE, EE}.

7. Further discussion

The model presented in this paper provides a framework
for team selection in problem solving. The major ad-

vantage of this approach is that it can be easily modi®ed
and extended to incorporate some other factors, for ex-
ample, ``soft factors'', i.e., leadership, morale, group
values, personalities of group members, etc., that are
important in team formation. The ``soft factors'' of team
selection can be incorporated into the team formation
model in many di�erent ways. For example, in the
product development problem presented in Section 5, a
decision-maker may use the scales of relative importance
listed in Table 1 to prioritize the Level 1 and Level 2
elements of the hierarchy of Fig. 5. After the Level 2
elements of the hierarchy are prioritized, s/he may modify
the relative importance scales and their de®nitions listed
in Table 1 to re¯ect the ``soft factors'' when selecting
(prioritizing) members of a team. Future research will
focus on the development and de®nition of relative im-
portance scales that re¯ect ``soft factors'' of team for-
mation. It is believed that the results of numerous
empirical studies on team performance that have been
presented in the literature will provide a strong infor-
mation base to help the development of the relative im-
portance scales.
The approach outlined in this paper can also be used to

identify the functional representation of a team to pro-
vide customer-de®ned product characteristics. For ex-
ample the planning matrices presented in Fig. 1(a and b)
may be used to relate the engineering characteristics of a
product to potential functional areas, i.e., IE, ME, CE,

Fig. 9. Extended hierarchical structure for the team selection problem in Example 1.

Table 6. Normalized importance measure of each team member with respect to each subsystem

ME w1 MF w2 DE w3 QE w4 FE w5 EE w6 RE w7

Power brakes 0.0413 0.0245 0.0158 0.0120 0.0030 0.0185 0.0300
Transmission 0.0206 0.0081 0.0135 0.0090 0.0020 0.0119 0.0243
Engine 0.0804 0.0514 0.0574 0.0260 0.0066 0.0254 0.0574
Design 0.0168 0.0727 0.1302 0.0466 0.0668 0.0277 0.0584
Lighting system 0.0024 0.0014 0.0011 0.0043 0.0060 0.0138 0.0086
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EE, Finance, Marketing, that are important in providing
customer characteristics. The relative scales of Table 1
can be used to prioritize functions with respect to the
engineering characteristics. The linear programming
model presented in Section 4 can be used to identify a
functional representation of a team. Once a functional
representation of a team is identi®ed, one may select team
members based on ``soft factors'', i.e., leadership, morale,
etc.

The AHP approach used in this paper provides several
important advantages for team formation. AHP provides
an index for measuring inconsistency for each matrix of
comparisons and for the entire team formation hierarchy.
It allows us to identify where the most inconsistent
judgements are and to change them if desired to improve
consistency. Furthermore, the application of AHP to
group decision-making have proven to be e�cient. The
major advantages of AHP in group decision-making, as
compared to other multi-criteria methods, are the ease of
use and the ability to handle inconsistencies in judgments.
The AHP does not require an individual or a group to be
perfectly consistent when making pairwise comparisons.
Numerous applications support Saaty's claim that indi-
viduals and groups easily adapt to a pairwise comparison
mechanism and ®nd it easy to use. Moreover, several
questioning (comparison) techniques have been devel-
oped that guide the user through the comparison proce-
dure and dramatically reduce the number of judgments a
decision-maker is required to make in AHP.

One of the major concerns about the use of the AHP
approach in the team selection model is the amount of
e�ort required to complete pairwise comparisons in large
hierarchies. The eigenvalue approach used in the AHP
approach requires n(n ) 1)/2 comparisons to establish the
priorities of n elements. When n is large the pairwise
comparison process may be computationally intensive.
The incomplete pairwise comparison (IPC) and global
stopping rule (GSR) techniques developed by Harker
[39,40] and Millet and Harker [41], respectively, allow one
to dramatically reduce the number of pairwise compari-
sons made in an AHP session. Harker [39,40] has shown
that when a comparison matrix A is consistent, which
means that a decision-maker makes perfectly consistent
judgements, only (n ) 1) comparisons are needed to ob-
tain the top row of matrix A. All other matrix entries can
be derived from the relation aij � ai1a1j [42]. Although a
minimum of (n ) 1) judgements are required to establish
the ratios between n elements, AHP uses n(n ) 1)/2

comparisons. Thus, the eigenvector approach used in
AHP includes a great deal of redundancy. This redun-
dancy diminishes the impact of inconsistent judgments on
the ®nal attribute weight. Harker [39,40] developed the
IPC technique which reduces the pairwise comparison
e�ort by arranging the questions (comparisons) in de-
creasing information value and by stopping the compar-
ison process when the added value of questions decreases
below a certain level. The IPC technique uses the gradient
of the right and left Perron vectors to calculate the at-
tribute weights w [39]. The technique leads the decision-
maker to the next comparison that has the greatest im-
pact on the attribute weights, i.e., the comparison with
the largest absolute gradient of the right Perron vector.
The questioning (pairwise comparison) is terminated
when the maximum absolute di�erence in the attribute
weights from one question to the next is less than certain
speci®ed number. The stopping rule makes sure that
further questioning will not alter the attribute weights.
The IPC approach provides a 30 to 40% saving in the
number of comparisons required in AHP. Millet and
Harker [41] have developed the GSR technique that
provides opportunities for a further reduction in the re-
quired number of comparisons in AHP through a glob-
ally e�ective elicitation process. The GSR is a top-bottom
approach in which the decision-maker ®rst explores the
upper nodes of the hierarchy before prioritizing the lower
ones. The technique is based on the following three
concepts: (1) use the current node global weight to de-
termine the e�ort allocation process; (2) freeze the node
that has a relatively low, compared with its peers, global
weight; and (3) cease elicitation of ratios for clearly in-
ferior alternatives. Based on the above concepts Millet
and Harker [41] developed globally e�ective allocation of
questions that allows an impressive 60 to 70% saving in
the number of judgements for large hierarchies. The GSR
approach even allows one to reduce the minimum num-
ber of comparisons per node to below (n ) 1). This is
achieved by suspending elicitation for branches with
negligible weight compared to their peers. The IPC and
GSR techniques speed up the elicitation process and
provide more ¯exibility in the pairwise ranking session by
allowing a decision-maker to avoid making a direct
comparison between two alternatives when s/he is un-
willing or unsure about the judgment.
Several companies, e.g., General Motors (GM), Ford,

are using AHP to support decision-making in manufac-
turing and product development. For example, GM uses
AHP to prioritize customer requirements and engineer-
ing characteristics in product development. For such
companies the Level 1 and Level 2 elements of the team
formation hierarchy have already been prioritized.
Therefore, to determine the composition of teams with a
linear programming approach one only needs to obtain
the priorities of team members with respect to the
engineering characteristics. This further reduces the

Table 7. Data for the extended model

Team member type
ME MF DE QE FE EE RE

Number of
projects

4 3 5 3 3 5 4
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number of comparisons required in AHP for the team
selection model and makes the approach more attractive
to industry. Furthermore, over the life cycle of a new
product hundreds of teams may be formed. It is impor-
tant to emphasize that the Level 1 and Level 2 elements
of the team formation hierarchy have to be prioritized
only once, i.e., at the beginning of a new product de-
velopment, while the teams are formed and broken
continuously throughout the entire product development
phase. The approach presented in this paper can be
successfully used at the early stages of product develop-
ment to identify the functional representation of teams
under various constraints, i.e., time, budget, size of the
teams, etc. Furthermore, for similar products, e.g., for
various car models, certain information from old com-
parisons (judgements) may be used. For example, when a
new car model that includes additional customer re-
quirements is under consideration, then one can add
additional factors re¯ecting these new requirements into
the team selection hierarchy developed for the old model
of the car and perform the analysis without restructuring
the entire model. Similarly, factors can be removed when
necessary.

8. Conclusion

A conceptual framework was presented for the selection
of multi-functional teams. A QFD planning matrix was
used to collect and represent data in a multi-functional
team selection model. The AHP was applied in order to
prioritize team members based on customer requirements
and engineering characteristics of the product. A mathe-
matical programming model was formulated to determine
the required team compositions. The approach presented
in this paper combined the di�erent factors (modules) of
the team selection problem into a hierarchical structure of
the AHP. This modularity permits a large degree of
¯exibility in the formation of teams, i.e., one can add an
additional factor to the team selection hierarchy and
perform the analysis without restructuring the entire
model. Similarly, the factors can be removed when nec-
essary. A detailed discussion on possible modi®cations
and extensions of the model to include ``soft factors'' in
team selection was presented. The techniques and global
questioning strategy that allow impressive savings in the
number of judgements in AHP were reviewed. The ap-
proach presented in this paper is perhaps the ®rst attempt
to formalize the team selection process. The methodology
discussed in the paper can be applied to numerous areas
of team formation, including concurrent engineering.
Future research will concentrate on the development and
de®nition of relative importance scales re¯ecting ``soft
factors'', i.e., leadership, group performance, morale, etc.,
in team selection. It is believed that the results of nu-
merous empirical studies on team performance presented

in the literature will provide a strong data base for the
development of these relative importance scales.
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