
Weierstraß-Institut
für Angewandte Analysis und Stochastik

im Forschungsverbund Berlin e. V.

Preprint ISSN 0946 – 8633

Formulation of thermo-elastic dissipative

material behavior using GENERIC

Alexander Mielke1,2

submitted: June 22, 2010

1 Weierstrass Institute
for Applied Analysis and Stochastics
Mohrenstr. 39
10117 Berlin
Germany
E-Mail: mielke@wias-berlin.de

2 Institut für Mathematik
Humboldt-Universität zu Berlin
Rudower Chaussee 25
12489 Berlin-Adlershof
Germany

No. 1486

Berlin 2010

2010 Mathematics Subject Classification. 74A15, 74Cxx, 74Fxx.

Key words and phrases. GENERIC, thermodynamic variables, thermoplasticity, thermoviscoelasticity, ther-
mal coupling to elasticity and plasticity, energy-driven systems, entropy-driven systems, entropy-production
potentials, generalized standard materials.

Research supported by Deutsche Forschungsgemeinschaft within MATHEON via the subproject C18.



Edited by
Weierstraß-Institut für Angewandte Analysis und Stochastik (WIAS)
Mohrenstraße 39
10117 Berlin
Germany

Fax: +49 30 2044975
E-Mail: preprint@wias-berlin.de
World Wide Web: http://www.wias-berlin.de/



Abstract

We show that the coupled balance equations for a large class of dissipative ma-
terials can be cast in the form of GENERIC (General Equations for Non-Equilibrium
Reversible Irreversible Coupling). In dissipative solids, also called generalized standard
materials, the state of a material point is decribed by dissipative internal variables in
addition to the elastic deformation and the temperature. The framework GENERIC al-
lows for an efficient derivation of thermodynamically consistent coupled field equations,
while revealing additional underlying physical structures, like the role of the free energy
as the driving potential for reversible effects and the role of the free entropy (Massieu
potential) as the driving potential for dissipative effects.

Applications to large and small-strain thermoplasticity is given. Moreover, for the
quasistatic case, where the deformation can be statically eliminated, we derive a gen-
eralized gradient structure for the internal variable and the temperature with a reduced
entropy as driving functional.

1 Introduction

The aim of this work is to present thermomechanical models of dissipative materials, which
are also called generalized standard materials, in the unifying framework of GENERIC,
namely General Equations for Non-Equilibrium Reversible Irreversible Coupling. This frame-
work provides a unification of (i) reversible dynamics obtained like Hamiltonian effects via a
Poisson structure L and an energy functional E and (ii) dissipative dynamics like gradient
flows obtained from a dissipative geometric structure K (the inverse of a sub-Riemannian
structure) and an entropy functional S . If X denotes the state of the system in the state
space X , then the evolution equation for a the GENERIC system (X ,E ,S ,L,K) reads

Ẋ = L(X)DE (X)+K(X)DS (X). (1.1)

The central additional property of the GENERIC framework is the noninteraction condition

L(x)DS (X)≡ 0 and K(X)DE (X). (1.2)

We refer to the original papers [GrÖ97, ÖtG97] and to further developments in [MG∗00,
Ött06, HüT08a, HüT08b] with many application in different physical systems. We highlight in
particular the book [Ött05], which shows that the framework of GENERIC is a very versatile
tool for coarse graining a microscopic system (X0,L0,K0,E0,S0) to obtain a macroscopic
system (X1,L1,K1,E1,S1).

In this work we want to show that many equations considered in elastic temperature-
dependent solids with internal variables can be formulations in GENERIC, namely those
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for closed systems where the energy E is preserved and the entropy S increases. We will
discuss these basic properties of GENERIC in Section 2.

We want to emphasize that using the framework of GENERIC is very advantageous for
modeling purposes. First, the derivation of a complete system of consistent partial differ-
ential equations for all desirable quantities is easier, if one can focus the attention to the
quintuple (X ,E ,S ,L,K) rather than to the balance laws and the constitutive equations.
Second, the separation of reversible effects via LDE from irreversible effects via KDS is
helpful in the interpretation of effects. Third, we will see that thermodynamic transforma-
tions between temperature θ , internal energy u, and entropy s can be made more efficiently
in this framework. Moreover, the framework helps to understand several physical concepts,
because of its clear emphasis on structures and functionals.

As one major consequence, we will see that the fundamental driving forces for a reversible
variable φ and an irreversible variable z different, namely

frev = DφE −θ∗DφS and firr = DzS − (1/θ)∗DzE ,

see Section 4.1 for the definition of the “α∗”. While it is well-established from the isother-
mal theory that frev is the variational derivative δwψ of the free energy ψ = ψ(w,θ), it is
much less known that firr is given as variational derivative δwη of the free entropy η =
η(w,θ) = −ψ(w,θ)/θ , also called Massieu potential [1869]. For temperature-dependent
systems with ψ depending on ∇w as well, we have to be aware that multiplication with 1

θ
does not commute with variational derivates:

δwη = −
1
θ

∂wψ +div
(1

θ
∂∇ψ) 6= −

1
θ

δwψ = −
1
θ

∂wψ +
1
θ

div
(
∂∇ψ). (1.3)

However, to satisfy the first and second law of thermodynamics locally in a solid, this dis-
tinction is crucial, see the discussion in Section 4.2.

In fact, we will show that dissipative solids can be described by special formulations within
GENERIC, where the geometric structures L and K are of the form

L(X) = MS L0M∗
S and K(X) = NE L0N∗

E ,

where the Poisson structure L0 and the dissipation structure K0 are relatively simple and the
operators MS and NE are obtained from S and E in a rather canonical way, see Section
2.4. If X has the form X = (w,θ), then we define

MS =

(
I 0

DwS DθS

)−1

giving M∗
S =

(
I − �

Dθ S
∗DwS

0 1
Dθ S

)
.

From this we find the noninteraction condition (1.2) as well as the reversible driving force
frev in MS DE .

In Section 2.3 we show that it is illuminating to express the internal energy u = U(w,τ) and
the entropy s = S(w,τ) in terms of an arbitrary thermodynamical variable τ , which can be for
instance θ , u, or s. Here w stand for all other variables (and their gradients). We always have
the condition θ = Θ(w,τ) = ∂τU(w,τ)/∂τS(w,τ). This arbitrariness gives more flexibility in
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modeling and highlight the contributions of energy and entropy more clearly. For instance,
for all τ we have the reversible driving force

∂wU(w,τ)−Θ(w,τ)∂wS(w,τ) = ∂wψ(w,Θ(w,τ))

and the irreversible driving force

∂wS(w,τ)−
1

Θ(w,τ)
∂wU(w,τ) = ∂wη(w,Θ(w,τ)).

In Section 2.5 we generalize the formulation of GENERIC by replacing the linear dissipation
operator K by the subdifferential of a general dual entropy-production potential K (X ; ·) :
T∗

XX → [0,∞], i.e. K(X)DS (X) is replaced by ∂ξ K (X ,DS (X)). In particular, we have for
the total entropy S the relation

d
dt

S (X) = 〈∂ξ K (X ;DS (X)),DS (X)〉 ≥ 0.

In Section 2.6 we discuss how one can derive the dissipative Hamiltonian system

Ẋ = (L−
1
θ∗

K)DF∗ with F∗ = (E −θ∗S )
∣∣
θ=θ∗

from (1.1), if a suitable coupling to a heat bath at temperature θ∗ is added.

Section 3 is devoted to finite-dimensional examples, which are intended to serve as intro-
duction to the formulation via GENERIC. Moreover, these examples explain the different
thermodynamics concepts, namely the modeling via the arbitrary thermodynamic variable
τ and the the occurrence of the reversible and irreversible driving forces. The first example
explains how classical linear damping in a Hamiltonian system can be formulated via KDS .
The second example is a rheological model where internal friction elements are models.

The modeling of dissipative solids is developed in Section 4. After giving proper defini-
tions of the differentials δzE,∆zE, and α∗δzE, we discuss the purely dissipative Penrose-
Fife phase-field model, which couples the order parameter z : Ω → R to the heat equation.
In Section 4.3 we start with the modeling of thermoviscoelasticity in terms of the deforma-
tion ϕ : Ω → R

d and the thermodynamic variable τ . Entropy production occurs via viscous
dissipation induced by ḞFF = ∇ϕ̇ = ∇DpE and by heat conduction induced by ∇(1/θ). We
show that the classical equations of thermoviscoelasticity are obtained from GENERIC in a
straightforward manner.

In Section 4.4 we study general dissipative solids (also called generalized standard ma-
terials) with an internal variable z, which may describe quite different physical properties
like magnetization, polarization, phase fractions or densities of species, order parame-
ters, effective transformation strains, or plastic variables. For the isothermal case, there
is a large theory for deriving the associated balance equations, see e.g. [ZiW87, Hac97,
Alb98, Mie06], while we propose a general approach for the nonisothermal case. We refer
to [Mie10] for a similar approach to thermal couplings to reaction diffusion systems. Our
motivation and applications will be mainly in plasticity, that is why we consider general dual
entropy-production potentials K as introduced in Section 2.5. In particular, we emphasize
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that we allow for functionals E and S where the densities U and S depend also on ∇z,
which leads to the non-commutativity explained in (1.3). Finally, we show how the system
simplifies in a standard situation with small strains.

Section 5 is devoted to quasistatic models, where the kinetic energy is neglected, i.e. in
the balance of linear momentum the acceleration term is dropped. Under the additional
assumption that there are no viscoelastic effects, the first equation is a static balance, from
which the elastic deformation can be calculated as a function the other variables, viz. φφφ =
Q(z,τ). We show that under certain conditions the remaining equations for (z,τ) can be
written as a generalized gradient system (X red,S qs,K qs) on the reduced state space
X red for (z,τ) with the natural restrictions of S qs and K qs of the original structures S and
K , respectively.

Throughout Sections 4 and 5, we ignore all boundary terms when doing integration by
parts. This is a realistic procedure for closed systems, where we assume that it is thermally
isolated (insulation condition ∇θ ·ν = 0 on ∂Ω), stress free on the boundary, and that the
internal variables z satisfy natural boundary conditions ∇z ·ν = 0.

2 The GENERIC framework

The framework of GENERIC was introduced by Öttinger and Grmela in [GrÖ97, ÖtG97]. It is
based on a quintuple (X ,E ,S ,L,K), where the smooth functionals E and S on a smooth
manifold X , where E denotes the total energy and the S the total entropy. Moreover, on
X we have given a Poisson structure L and a dissipative structure K, i.e., for each X ∈ X

the operators L(X) and K(X) map the cotangent space T∗
xX into the tangent space TxX .

The evolution of the system is given by the differential equation

Ẋ = L(X)DE (X)+K(X)DS (X), (2.1)

where DE and DS are the differentials taking values in the cotangent space.

2.1 The structure of GENERIC

The crucial conditions on the structure L and K are the symmetries

L(X) = −L(X)∗ and K(X) = K(X)∗ (2.2)

and the structural properties

L satisfies Jacobi’s identity,

K(X) is positive semi-definite, i.e., 〈ξ ,K(X)ξ 〉 ≥ 0.
(2.3)

Jacobi’s identity for L means that {{F1,F2}L ,F3}L +{{F2,F3}L,F1}L +{{F3,F1}L ,F2}L ≡
0 for all functions F j : X → R, where the Poisson bracket is defined via

{F ,G }L(X) := 〈DF (X),L(X)DG (X)〉.
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Finally, the central condition states that the energy functional does not contribute to dissipa-
tive mechanisms and that the entropy functional does not contribute to reversible dynamics,
which is the following noninteraction condition:

∀X ∈ X : L(X)DS (X) = 0 and K(X)DE (X) = 0. (2.4)

Of course, the structure of GENERIC is geometric in the sense that it is invariant under co-
ordinate transformations. Introducing new coordinates X = x(Y ) we define the transformed
functionals E and S in the usual way, namely

E (Y) = E (x(Y )) and S (Y ) = S (x(Y )).

Moreover, the transformed geometric structures L and K are obtained via

L(Y ) = Dx(Y )−1L(x(Y ))Dx(Y )−∗ and K(Y ) = Dx(Y )−1K(x(Y ))Dx(Y )−∗, (2.5)

where Dx(Y )−∗ : T∗
Y Y → T∗

x(Y )X denotes the adjoint of the inverse of Dx(Y ) : TY Y →

Tx(Y )X . Clearly, the transformed system Ẏ = L(Y )DE (Y) + K(Y)DS (Y ) is equivalent to
the original system (2.1).

2.2 Basic properties of the GENERIC formulation

The first observation is that (2.3) and (2.4) imply energy conservation and entropy increase:

d
dt

E (X(t)) = 〈DE (X), Ẋ〉= 〈DE (X),LDE +KDS 〉 = 0+0 = 0,

d
dt

S (X(t)) = 〈DS (X), Ẋ〉= 〈DS (X),LDE +KDS 〉 = 0+ 〈DS ,KDS 〉 ≥ 0.

Note that we would need much less than the two conditions (2.3) and (2.4) to guarantee
these two properties. However, the next property needs (2.4) in its full strength.

Next, we show that equilibria can be obtained by the maximum entropy principle. If x∗ max-
imizes S under the constraint E (X) = E0, then we obtain a Lagrange multiplier λ∗ ∈ R

such that DS (X∗) = λ∗DE (X∗). Assuming that λ∗ 6= 0 we immediately find that x∗ is an
equilibrium of (2.1). Indeed,

L(X∗)DE (X∗) = 1
λ∗

L(X∗)DS (X∗) = 0 and K(X∗)DS (X∗) = λ∗K(X∗)DE (X∗) = 0,

where we have used (2.4).

Remark 2.1 (Metriplectic systems) The framework of GENERIC has its origins in the
metriplectic formulations from [Kau84, Mor86]. There, equations of the form

Ẋ = (L(X)−D(X))DF (X),

are considered, where L is a Poisson structure and D is symmetric and positive semidefinite
dissipation structure. However, there is only one functional F that is a Liapunov functional.
Clearly, GENERIC is more general as we obtain the metriplectic form simply by taking
F = E −θ∗S and D = − 1

θ∗ K.
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2.3 Thermodynamic transformations and driving forces

Since modeling of temperature-dependent systems fundamentally relies on the thermody-
namically formalism involving the energies, entropies and the temperature, we give some
elementary transformation rules between different representations. For the subsequent de-
velopments, it will be crucial to be able to choose either one of the three quantities internal
energy u, entropy s, or temperature θ as the independent variable and express the others
in terms of the first. In principle, all formulations will be equivalent, but at certain stages
one of the three formulations will more advantageous. Moreover, using an arbitrary ther-
modynamic variable τ will highlight certain structures more clearly. Certainly, for modeling
a given material it is most common to use the temperature in the constitutive function, but
for deriving suitable geometric structures internal energy and entropy are better (cf. also
[Mie10]).

Subsequently, we denote all other state variables by w, which may include the strain FFF and
the internal variables z. We start with the formulation using the temperature, because it is
most common in solid mechanics.

Temperature θ :
We consider a general free energy ψ = ψ(w,θ) and the associated internal energy and
entropy

u = u(w,θ) = ψ(w,θ)−θ∂θ ψ(w,θ) = ψ +θs, s = s(w,θ) = −∂θ ψ(w,θ). (2.6)

In general we assume that the specific heat ∂θ u is strictly positive. We have the relations

∂θ u = θ∂θ s and ∂wψ = ∂wu−θ∂ws. (2.7)

Entropy s:
We may solve s = s(w,θ) in terms of θ = Θ̃(w,s). We express the internal energy in terms
of (w,s), namely u = ũ(w,s) = u(w, Θ̃(w,s)). We then have

θ = ∂sũ(w,s) = Θ̃(w,s), ∂wũ(w,s) = ∂wu−θ∂ws = ∂wψ(w, Θ̃(w,s)). (2.8)

To prove the latter relation, we use ũ(w,s) = u(w,∂sũ(w,s)) and find after differentiation (a)
∂wũ(w,s) = ∂wu + ∂θ u ∂s∂wũ. Moreover, differentiating the relation θ = ∂sũ(w,s(w,θ)) with
respect to θ and w gives (b) 1 = ∂ 2

s ũ ∂θ s and (c) 0 = ∂s∂wũ+∂ 2
s ũ ∂ws. From (b) and the first

relation in (2.7) we have ∂θ u = θ∂θ s = θ/∂ 2
s ũ. Inserting this into (a) and using (c) gives the

second relation in (2.8).

Internal energy u:
We use (w,u) as variables and write s = ŝ(w,e) by solving u = ũ(w,s). We have

∂eŝ(w,e) =
1
θ

, ∂wŝ = −
1
θ

∂wũ = ∂ws−
1
θ

∂wu = −
1
θ

∂wψ . (2.9)

Example 2.2 We finally give a standard example of a free energy ψ , where the functions
u, s, ũ, and ŝ can be given explicitly. We consider

ψ(w,θ) = −ψ0(θ)+ψ1(w)+θψ2(w), where ψ0(θ) = cθ(logθ−1). (2.10)
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This leads to the following expressions:

u(w,θ) = cθ+ψ1(w), s(w,θ) = c logθ−ψ2(w), θ (w,θ) = θ ,

ũ(w,s) = ce(s+ψ2(w))/c +ψ1(w), s̃(w,s) = s, θ̃ (w,s) = e(s+ψ2(w))/c,

û(w,u) = u, ŝ(w,u) = c log u−ψ1(w)
c −ψ2(w), θ̂ (w,u) = (u−ψ1(w))/c.

In particular, we see that convexity of ψ1 and ψ2 implies that ũ is convex and that ŝ is
concave in w.

In the sequel, we will often use the variable τ to denote any of the three choices τ ∈ {θ ,u,s}.
Even other choices such as τ = ϕ(θ) are possible. We then write u = U(w,τ) and s =
S(w,τ). In all these cases we have

θ = Θ(w,τ) =
∂τU(w,τ)

∂τS(w,τ)
, (2.11)

which relates to the classical definition of temperature, usually written via differential forms
as θdS = dE. To prove this relation we start from a general function τ = T (w,θ) and its
inverse θ = Θ(w,τ). Applying the chain rule to U(w,τ) = u(w,Θ(w,τ)), we obtain ∂τE =

∂θ u ∂τΘ. Using the analogous relation for S we arrive at ∂τ E
∂τ S = ∂θ u ∂τ Θ

∂θ s ∂τ Θ = ∂θ u
∂θ s = θ .

Thermodynamic driving forces for the variable w should be given by an expression in
terms of U and S as functions of (w,τ) that do not depend on the particular choice of τ .
Introducing the Helmholtz free entropy (also called Massieu [1869] potential or Massieu-
Planck potential) η = −ψ/θ = s−u/θ , we have the following relations

∂wU(w,τ)−Θ(w,τ)∂wS(w,τ) = ∂wψ(w,Θ(w,τ)),

∂wS(w,τ)−
1

Θ(w,τ)
∂wU(w,τ) = ∂wη(w,Θ(w,τ)).

(2.12)

These relations can also be proved using the chain rule giving

∂wU(w,τ) = ∂wu(w,Θ(w,τ))+∂θ u(w,Θ(w,τ))∂wΘ(w,τ),

∂wS(w,τ) = ∂ws(w,Θ(w,τ))+∂θ s(w,Θ(w,τ))∂wΘ(w,τ).

Taking the two linear combinations given in (2.12) the relation ∂θ u = θ∂θ s shows that the
term involving ∂wΘ cancels.

We will see below that the first expression gives the reversible thermodynamical driving
forces while the second expression gives the irreversible thermodynamical driving forces.
Thus, the derivative of the Helmholtz free energy ψ gives the reversible driving forces, while
the derivatives of the free entropy η (also called Massieu potential) gives the irreversible
driving forces. This observation will be fundamental throughout this work.

As written in (2.12) the two different forces only differ by a factor −Θ. However, we will
see later that for systems where the variable w also appears via its gradient ∇w the partial
derivative ∂w needs to be replaced by the variational derivative δw, see Section 4.1. Then, it
will be essential to distinguish whether the factor appears inside or outside the divergence
operator, cf. (1.3).
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2.4 Special form of GENERIC

In this subsection we provide a special form of GENERIC, which immediately displays the
noninteraction conditions (2.4). It will turn out that all applications studied in this paper can
be written in a slight variant of this specialized form. However, we don’t know how general
this structure can be applied in other applications.

We consider a system with states X = (w,τ), where τ ∈ R is the thermodynamic variable in
the sense of Section 2.3. For a functional H we define the matrix

MH (w,τ) =

(
I 0

DwH (w,τ)∗ DτH (w,τ)

)−1

,

which leads to the formulas

MH =

(
I 0

− 1
DτH

DwH ∗ 1
DτH

)
and M∗

H =

(
I − 1

DτH
∗DwH

0 1
DτH

)
,

where the operation “α∗Dw” is explained in (4.1).

Our special GENERIC system for functionals E and S have the form
(

ẇ
τ̇

)
= MS L0M∗

S DE +ME K0M∗
E DS , (2.13)

where L0 and K0 are a Poisson and a dissipative structure, respectively. Note that L =
MS L0M∗

S
and K = ME K0M∗

E
automatically define a Poisson and a dissipative structure,

respectively. For K this is elementary, while for L the skew symmetry is elementary as well
and the Jacobi identity follows from its invariance under coordinate transformations, see e.g.
[Mie91, Sect. 4.2] for a direct proof. For the latter assertion we note that L(w,τ) = MS L0M∗

S

is simply the transformation in the sense of (2.5) associated with the mapping X = (w,s) =
(w,S(w,τ)) = x(Y ), where Y = (w,τ).

We only need to impose the additional condition L0(w,τ)
(0

1

)
≡ 0 ≡ K0(w,τ)

(0
1

)
, then the

noninteraction conditions (2.4) are satisfied due to the obvious identities

M∗
E DE =

(
0
1

)
and M∗

S DS =

(
0
1

)
.

The special form (2.13) also reveals the role of the reversible and irreversible driving forces
via

M∗
S DE =

(
DwE −θ∗DwS

θ

)
and M∗

E DS =

(
DwS − 1

θ ∗DwE

1/θ

)
,

where the upper components are to be compared with (2.12).

While the construction of L = MS L0M∗
S

depends strongly on the specific form of MS (which
is the inverse of the derivative of the mapping (w,τ) 7→ (w,S(w,τ))), there is much more
freedom to replace the operator ME by any operator NE : V ∗ → X satisfying the relation
NE DE ≡

(0
1

)
. Note that V can be an arbitrary linear space, such that K0(w,τ) : V → V ∗ is

linear and positive semidefinite (or subdifferential of a positive convex functional, see the
next subsection). Then, the new dissipative structure K = NE K0N∗

E
: X ∗ →X is dissipative

again.
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2.5 Generalized GENERIC

In this subsection we give a generalization of the GENERIC framework to the case where
the dissipative forces do not depend linearly on DS . This is essential for our applications in
plasticity, where the stress-strain relation cannot be linear, because plastic effects are not
seen unless the positive yield stress is reached.

For this, we note that K generates an entropy-production potential

K (X ;ξ ) =
1
2
〈ξ ,K(X)ξ 〉,

which means that Dξ K (X ;DS (X)) = K(X)DS (X) gives the dissipative forces. Obviously,
K (X ; ·) is a nonnegative, quadratic functional.

We now allow for general entropy-production potentials K such that for all X the function
K (X ; ·) is convex, nonnegative, and satisfies K (X ;0) = 0. We do not assume differentia-
bility of K (X ; ·), but use the convex subdifferential

∂ξ K (X ;ξ ) = {V |K (X ; ξ̃) ≥ K (X ;ξ )+ 〈ξ̃−ξ ,V 〉 for all ξ̃ },

to denote the set of all possible rates V that are compatible with the force ξ .

Now, the generalized GENERIC is given as the differential inclusion

Ẋ ∈ L(X)DE (X)+∂ξ K (X ;DS (X)),

and the orthogonality relation (2.4) is replaced by

∀X ∈X , ξ ∈X
∗, λ ∈R : L(X)DS (X) = 0 and K (X ;ξ+λDE (X)) = K (X ;ξ ). (2.14)

Indeed, the latter condition leads to the relation 〈DE (X),V〉 = 0 for all V ∈ ∂ξ K (X ;ξ ),
which is what we really need.

It is also interesting to introduce the primal entropy-production potential G (X ; ·) : TXX →
[0,∞] using the Legendre-Fenchel transformation

G (X ;V)
def
= sup{〈ξ ,V〉−K (X ;ξ ) |ξ ∈ T∗

XX }.

We also write G (X ; ·) =K ∗(X ; ·) and K (X ; ·) =G ∗(X ; ·). The relation (2.14) implies G (X ;V) =
∞ for all V satisfying 〈DE (X),V〉 6= 0. Hence, energy conservation is already encoded into
the definition of G .

The classical equivalences for subdifferentials of Legendre-Fenchel transforms give

ξ ∈ ∂V G (X ;V) ⇔ V ∈ ∂ξ K (X ;ξ ) ⇔ K (X ;ξ )+G (X ;V) = 〈ξ ,V〉.

Thus, for the rate of the total entropy we find the relation

d
dt

S (X) = 〈DS (X),∂ξK (X ;DS (X))〉 = 〈∂V G (X ; Ẋ), Ẋ〉

= K (X ;DS (X))+G (X ; Ẋ)≥ 0.

Remark 2.3 It seems possible to generalize the dissipative terms even further. The subd-
ifferential may be replaced by a general multi-valued operator that is monotone. In fact, as
was observed in [Alb98], the second law of thermodynamics follows even from premono-
tonicity.
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2.6 Dissipative Hamiltonian systems as isothermal limits

Often temperature effects can be neglected and the model can be approximated by an
isothermal model. We show here how this can be deduced consistently from the GENERIC
form if we add some coupling to an external heat bath fixed to a given temperature θ∗ > 0.
In particular, we will replace the two functionals E and S by one, namely the free energy
F∗ at the given temperature θ∗.

We start from a general system for the variable X = (Y,θ) in the form
(

Ẏ
θ̇

)
=

(
L α

−αT 0

)(
DY E

Dθ E

)
+

(
K β

βT Λ

)(
DY S

Dθ S

)
−

(
0

A(θ−θ∗)

)
, (2.15)

where the coupling operator A is assumed to be positive definite.

We define the functional F ◦(Y,θ) = E (Y,θ)−θ∗S (Y,θ). Using the relations DθE (Y,θ) =
∂θ u = θ∂θ s = θDθ S (Y,θ) (see (2.7)), we find the crucial relation

Dθ F
◦(Y,θ∗) = 0 for all Y. (2.16)

Moreover, the GENERIC structure (2.15) can be rewritten as
(

Ẏ
θ̇

)
=

(
L− 1

θ∗ K α − 1
θ∗ β

−αT− 1
θ∗ βT − 1

θ∗ Λ

)(
DY F ◦

DθF ◦

)
−

(
0

A(θ−θ∗)

)
,

The equation for Ẏ takes the form

Ẏ =
(
L− 1

θ∗ K
)
DF ◦ +

(
α − 1

θ∗ β
)
Dθ F ◦

︸ ︷︷ ︸
=O(‖θ−θ∗‖)

,

where we used (2.16) to estimate the last term. Defining the isothermal free energy F∗(Y )=
F ◦(Y,θ∗) and neglecting all terms of order θ−θ∗ we arrive at the isothermal damped Hamil-
tonian system

Ẏ =
(
L(Y,θ∗)−

1
θ∗

K(Y,θ∗)
)
DF∗(Y ). (2.17)

Note that L still defines a Poisson structure and that K is positive semi-definite. Hence, F∗

is a Liapunov function for (2.17).

The error term θ −θ∗ can only be neglected, if the temperature equation keeps this term
small. The heat equation reads

θ̇ = −αTDY F
◦(Y,θ)

latent heat prod.

−
1
θ∗

βTDY F
◦(Y,θ)

diss. heat prod.

−
1
θ∗

ΛDθ F
◦(Y,θ)

heat conduction

− A(θ−θ∗)
heat exchange

.

Clearly, (2.16) implies that the heat conduction term involving Dθ F ◦(Y,θ) is small. How-
ever, DY F ◦(Y,θ) = DF∗(Y )+O(‖θ−θ∗‖) will not be small in general. Hence, the assump-
tion θ ≈ θ∗ will only be reasonable, if the latent heating coefficient α and the heat production
via dissipation are relatively small compared to the strength of the operator A, which con-
nects the system to the heat bath with the constant temperature θ∗. (We will see in the
examples in Section 3 that both, α and β have a prefactor 1

∂θ s(Y,θ )) = θ
∂θ u(Y,θ )) which is

certainly small if the specific heat ∂θ u is large.)
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3 Finite-dimensional examples

3.1 A damped mechanical system

The first example treats a finite-dimensional mechanical system with configuration q ∈
Rm.The kinetic energy is given by a positive definite mass matrix M ∈ Rm×m, and the free
energy ψ : R

m × (0,∞) depends on q and the temperature θ , which is assumed to be the
same for the whole mechanical system. The full state space is X = T∗Rm × (0,∞) with
points X = (q, p,θ) where p = Mq̇ is the momentum.

The total energy is E (q, p,θ) = 1
2〈p,M(q)−1p〉+ u(q,θ) with the free energy u(q,θ) =

ψ(q,θ)−θ∂θ ψ(q,θ) and the entropy is S (q, p,θ) = s(q,θ) = −∂θ ψ(q,θ). Throughout we
assume that the specific heat ∂θ u(q,θ) is positive in the region of interest. We now want
to construct L and K such that the following mechanical system is obtained. Allowing for a
linear mechanical dissipation D(q,θ) ∈ R

m×m
>0 the momentum balance reads

Mq̈+D(q,θ)q̇+∂qψ(q,θ) = 0. (3.1)

The total energy E must be conserved, which gives, after employing the momentum bal-
ance, the relation

θ̇∂θ u(q,θ) = 〈D(q,θ)q̇+θ∂θ ∂qψ(q,θ), q̇〉 = 〈D(q,θ)M−1p−θ∂qs(q,θ),M−1p〉. (3.2)

We construct suitable structures L and K in the form

L(X) =




0 I 0
−I 0 A(q,θ)

0 −A(q,θ)T 0


 and K(X) =




0 0 0
0 K pp(X) K pθ (X)
0 K pθ (X)T Kθθ (X)


 , (3.3)

where

A(q,θ) =
1

∂θ s(q,θ)
∂qs(q,θ), Kθθ (X) = 〈M−1p,D(q,θ )M−1p〉

∂θ s(q,θ )∂θ u(q,θ ) ,

Kpθ (X) = −1
∂θ s(q,θ ) D(q,θ)M−1p, K pp(X) = ∂θ u(q,θ )

∂θ s(q,θ ) D(q,θ).

Note that the vector A(q,θ) is needed for the exchange of latent heat, which is a reversible
effect. Clearly, LDS ≡ 0, KDE ≡ 0, and K = 1

2〈K·, ·〉 satisfies

K (X ,ξq,ξp,ξθ ) = ∂θ u(q,θ )
2∂θ s(q,θ )〈ξp−

ξθ
∂θ u(q,θ )M−1p,D(q,θ)[ξp−

ξθ
∂θ u(q,θ )M−1p]〉 ≥ 0.

The derivation of this form and the proof that L satisfies the Jacobi identity follows most
easily by deriving the general form (2.13). Using the general thermodynamic variable τ =
T (q,θ) and Y = (q, p,τ) we have the special GENERIC form

Ẏ = MS (Y )L0(Y )M∗
S (Y )DE (Y )+ME (Y)K0(Y)M∗

E (Y )DS (Y ), (3.4)

11



where E (q, p,τ) = 1
2〈q,M(q)−1p〉+U(q,τ) and S (q, p,τ) = S(q,τ). The linear operators

have the form

L0 =




0 I 0
−I 0 0
0 0 0


 , MS =




I 0 0
0 I 0

− 1
∂τ S∂qS

T 0 1
∂τ S


 ,

K0 =




0 0 0
0 Θ(Y)D(Y ) 0
0 0 0


 , ME =




I 0 0
0 I 0

− 1
∂τU ∂qU

T − 1
∂τU (M−1p)T 1

∂τU


 .

We obtain the reversible and irreversible driving forces

M∗
S DE =




∂qU−∂τU
∂τ S ∂qS

M−1p
∂τU
∂τ S


=




∂qψ(q,Θ(q,τ))
q̇

Θ(q,τ)


 and M∗

E DS =




∂qS− 1
θ ∂qU

− 1
θ q̇

−1/θ


 ,

respectively. Multiplying from the right by MS L0 and ME K0 we obtain the equation

Ẏ =




q̇
ṗ
τ̇


=




M−1p
−∂qψ(q,Θ(q,τ))−D(Y)q̇

− 1
∂τ S〈∂qS, q̇〉+ 1

∂τU 〈q̇,D(Y)q̇〉


 ,

where we have substituted M−1p by q̇ in the third component of the right-hand side. This
component contains first a term for the transfer of latent heat and second a term for the
heating by viscous damping.

With the given settings it is now easy to check that (3.4) is exactly the same as the system
(3.1) and (3.2). Choosing τ = u we find u̇ =−θ∂qŝ(q,u)···q̇+ q̇···D···q̇ =(∂qψ +Dq̇)···q̇, where the
right-hand side is the rate of the mechanical work. For τ = s we find the entropy production
ṡ = 1

θ q̇···D···q̇. Finally, choosing τ = θ , we recover L = M
S

L0M∗
S

and K = M
E

K0M∗
E

as given
above.

3.2 A rheological example

Next we treat a linear elastic element with q ∈ Rm and an internal state z ∈ Rn, which can
be generated by combining Kelvin-Voigt elements. All the dissipation is now in the internal
variable z. We start with a formulation based on the entropy. The mechanical system of
linear differential equations is given in the form

Mq̈+Bqq(s)q+Bqz(s)z+bq(s) = 0, V ż+Bqz(s)
Tq+Bzz(s)z+bz(s) = 0, (3.5)

where s is the entropy. This is combined with the total energy

Ẽ (q, p,z,s) =
1
2
〈p,M−1p〉+ ũ(q,z,s)

with ũ(q,z,s) =
1
2
〈B(s)

(q
z

)
,
(q

z

)
〉+ 〈b(s),

(q
z

)
〉+ c(s),

(3.6)
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which is assumed to be conserved. Here b =
(bq

bz

)
and B is the block matrix

(Bqq Bqz

BT
qz Bzz

)
, which

is assumed to be positive definite. Moreover, we assume θ = ∂sũ(q,z,s) > 0. Inserting (3.5)
energy conservation leads to

θ ṡ = ṡ∂sũ(q,z,s) = 〈∂zũ(q,z,s),V−1∂zũ(q,z,s)〉= 〈ż,V ż〉 ≥ 0. (3.7)

Obviously (3.5) contains the driving forces ∂qũ(q,z,s) and ∂zũ(q,z,s) in the first and the
second equation, respectively. By (2.8) we have ∂qũ(q,z,s) = ∂qψ(q,z,Θ(q,z,s)), which is
the correct driving force for reversible variables. However, as we have emphasized above
(and will do again below, see Section 4.2) the latter driving force for the irreversible vari-
able z should be better expressed in derivatives of the free entropy η , namely the form
∂qη(q,z,Θ(q,z,s)) = − 1

Θ(q,z,s)∂qũ(q,z,s) by (2.12). However, in the present special case the
difference is just a factor θ , which can be compensated for in V .

We write the above system in the special GENERIC form of Section 2.4 with X =(q, p,z,τ)∈
X = TRm×Rn ×R, where τ is an arbitrary thermodynamic variable and

L0 =




0 I 0 0
−I 0 0 0
0 0 0 0
0 0 0 0


 and K0 =




0 0 0 0
0 0 0 0
0 0 θV−1 0
0 0 0 0


 (3.8)

with θ = Θ(q,z,τ). Using E (q, p,z,τ) = 1
2〈p,M−1p〉+U(q,z,τ) and S (q, p,z,τ) = S(q,z,τ)

and the definitions of ME and MS we find the driving forces

M∗
S (X)DE (X) =




∂qU −θ∂qS
M−1p

∂zU −θ∂zS
θ


 and M∗

E (X)DS (X) =




∂qS− 1
θ ∂qU

− 1
θ M−1p

∂zS− 1
θ ∂zU

1/θ




and arrive at the evolutionary system




q̇
ṗ
ż
τ̇


=




M−1p

∂qU −θ∂qS

θV−1(∂zS− 1
θ ∂zU)

− 1
∂τ S〈∂qS, q̇〉− 1

∂τU 〈∂zU,θV−1(∂zS− 1
θ ∂zU)〉




.

Clearly, the first three equations are correct. To see that the fourth equation is also the
right one, it suffices to choose τ = s. Then ∂qS ≡ 0 ≡ ∂zS and U = ũ, and we arrive at
ṡ = 1

θ 〈∂zũ,V−1∂zũ〉 as in (3.7), which shows that the second law of thermodynamics holds.
In fact, the advantage of the general form is that we may also choose τ = u to obtain
(because of ∂zU ≡ 0)

u̇ = −θ〈∂qŝ(q,z,u), q̇〉= 〈∂qψ(q,z,Θ(q,z,u)), q̇〉,

which shows that the first law of thermodynamics holds (i.e. the internal energy is only
changed by changes of the mechanical work, but not by changes of z).
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Another important point of the GENERIC structure is that it allows us to introduce more
general dissipation mechanisms. Clearly, we could add damping in the form D(q,z,s)q̇ to
the first equation of (3.5) by simply adding K22 = θD as second diagonal block for K0 in
(3.8). Yet if we want to have cross-damping in (3.5), then K0 needs to have off-diagonal
blocks in the form

K0 = θ




0 0 0 0
0 K22 K23 0
0 KT

23 K33 0
0 0 0 0


 .

Using τ = s as in (3.5) leads to the nontrivially coupled system

Mq̈+∂qũ(q,z,s)+K22q̇+K23∂zũ(q,z,s) = 0, ż+KT

23q̇+K33∂zũ(q,z,s) = 0.

Without the GENERIC form, it would be much more difficult to find the correct way K23 has
to occur in both equations. Moreover, it is now easy to derive the equation for ṡ, u̇, and θ̇ .

4 GENERIC from for generalized standard materials

We consider a body Ω which is described by the deformation φφφ : Ω → Rd, the internal state
z : Ω → Rm, and the temperature θ : Ω → ]0,∞[. The reference density ρ : Ω → [0,∞[ is
assumed to be fixed.

We will consider several thermodynamic densities like the free energy, internal energy, or
the entropy defined at every point x in the body. We consider them as functions of x and
(φφφ ,∇φφφ ,z,∇z) as well as a generic thermodynamic variable τ like temperature θ , internal
energy u, or entropy s.

Before starting the derivation of the balance equations from GENERIC we provide a con-
sistent notation for various differentials and give the definition of α∗δw. After discussing
the purely dissipative Penrose-Fife model in Section 4.2, we consider the simple system of
thermoviscoelasticity in Section 4.3. The addition of internal variables like plasticity will then
be discussed in Section 4.4. We conclude this section by looking at a simplified model with
small strains.

To simplify the presentation, we will consistently drop all surface integrals. Whenever we
use the divergence theorem we assume that the corresponding surface fluxes vanish by
the choice of the boundary conditions. This is consistent with closed systems which are
thermally insulated, i.e. they satisfy ∇θ ·ν = 0 on ∂Ω. Similarly, we assume that ∇z ·ν = 0
for internal variables z. For the deformation φφφ we may either assume that φφφ = 0 on ΓDir ⊂ ∂Ω
or that the stresses are 0 on ΓNeu = ∂Ω\ΓDir .

4.1 Notations of differentials

We will use the following notations for different types of derivatives of densities h and func-
tionals H given in the form

h = H(w,∇w,τ) and H (w,τ) =

∫

Ω
H(w(x),∇w(x),τ(x))dx,

14



where w stands for φφφ , z, or both. The functional derivative DwH is the same as the varia-
tional derivative δwh, namely

δwH
def
= ∂wH −div

(
∂∇wH

)
, δτH = ∂τH,

DwH = δwH, DτH = ∂τ H.

We also need a directional derivative, where the integration by part is not used. For this we
write

∆wH(w,∇w,τ)[v]
def
= ∂wH(w,∇w,τ)···v+∂∇wH(w,∇w,τ):::∇v

While the above notions are standard, we now introduce a new notation for variational
derivatives. For a scalar function α : Ω → R and h and H as above we write

α∗DwH (w,τ)
def
= α∗δwH(w,∇w,τ)

def
= α∂wH(w,∇w,τ)−div

(
α∂∇wH(w,∇w,τ)

)
. (4.1)

Here the operation “α∗δw” should be seen as one operator acting on the density H not as a
composition of two operations. Clearly we have linearity in α . If H does not depend on ∇w,
it is the simple multiplication, but otherwise we have

α∗δwH = α δwH −∇α···∂∇wH. (4.2)

The last term is only 0 if α is constant of if H does not depend on ∇w. which is not 0 for
nonconstant α . In the applications below α will be either θ or 1/θ and we are certainly
interested in nonconstant temperature.

The importance of this notion is seen when we consider the relation of DwH = δwh and
∆wh. The following identities will be useful below:

α∗δwH···v = α∆wH[v]−div
(
αv···∂∇wH

)
, (4.3a)

=⇒ 〈α∗DwH (w,τ),v〉 =
∫

Ω
α∗δwH···vdx =

∫

Ω
∆wH[v]α dx. (4.3b)

4.2 The phase-field model of Penrose and Fife

The problem of appearing gradients of internal variables was realized first in phase-field
models, where z : Ω → R is a phase indicator. A first correct temperature-dependent model
was introduced in [PeF90], see also [PeF93] for further discussion of the thermodynamic
correctness and [SpZ93] for an analysis giving existence and uniqueness results.

Most often, the Penrose-Fife model is given in the form

ż = m(z,θ)
(
k∆z−ψ ′

1(z)−
ψ ′

0(z)

θ
)
, cθ̇ +ψ ′

0(z)ż = div
(κ(z,θ)

θ2 ∇θ
)
, (4.4)

which associates with the energy and entropy functionals in the form

E (z,θ) =
∫

Ω
U(z(x),θ(x))dx with U(z,θ) = cθ +ψ0(z),

S (z,θ) =

∫

Ω
S(z,∇z,τ)dx with S(z,∇z,τ) = c logθ −ψ1(z)−

k
2
|∇z|2.
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Since this model does not contain reversible processes, we expect a GENERIC structure in
the purely dissipative form

( ż
θ̇
)

= ME K0M∗
E

DS . Obviously we find

ME =

(
1 0

− ∂zE
∂θ E

1
∂θ E

)
and K0(z,θ) =

(
m(z,θ) 0

0 −div
(
κ(z,θ)∇�

)
)

,

where � indicates the position into which the argument has to be inserted. Note that the
driving force M∗

E
DS takes the form

M∗
E DS =

(
1 − ∂zU

∂θU

0 1
∂θU

)(
δzS
∂θ S

)
=

(δzS− 1
θ ∂zU

1
θ

)
,

where we used the relation ∂θ S/∂θU = 1/θ .

While the above Penrose-Fife model (4.4) is for the special free energy ψ = ψ(z,∇z,θ) =
−cθ(logθ−1)+ ψ0(z)+ θ (ψ1(z)+

k
2|∇z|2), we now emphasize that even in the case of a

general ψ the thermodynamically consistent form is

ż = m(z,θ)δz
(−ψ

θ
)
, u̇+div

(
κ∇(1/θ)

)
= 0.

Thus, the driving force of z is given in terms of the free entropy η = −ψ/θ , namely δzη =
δzS− (1/θ)∗δzU .

Remark 4.1 (Free-energy differentials is not a dissipative driving force)
We emphasize the last point above, since in some works the driving force for z is taken
to be δzψ = δzU −θ∗δzS. Here we show that this leads to thermodynamic inconsistencies.
Hence, we start from

ż = −
m
θ

δzψ = −
m
θ

∂zψ +
m
θ

div
(
∂∇zψ

)
6= −

m
θ

∂zψ +mdiv
(1

θ
∂∇zψ

)
. (4.5)

If we add the correct first law of thermodynamics, namely

u̇+div
(
κ∇(1/θ)

)
= 0, (4.6)

then we can calculate the entropy-balance equation as follows. From u = ψ +θs we find

ṡ =
1
θ
(
u̇−∆zψ [ż]

)
=

1
θ
(
u̇−∂zψ ···ż−∂∇zψ ···∇ż

)
.

Eliminating ∂zψ via (4.5) we arrive at

ṡ = div
( 1

θ κ∇ 1
θ
)
+κ|∇ 1

θ |
2+ ż2

m − 1
θ
[
div
(
∂∇zψ

)
+∂∇zψ ···∇ż

]

To check that the second law of thermodynamics holds we need to show that the last term
1
θ [. . .] can be decomposed into a positive entropy production term and a divergence of
an entropy flux. However, this is not possible here. Thus, we cannot even guarantee the
integrated version of the second law, viz. d

dt S ≥ 0 along solutions. In the correct equation
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(4.4) the factor 1
θ is inside the divergence and the last expression is a divergence (where

we used (4.3a) with α = 1/θ ).

Alternatively the phase-field equation (4.5) could be complemented by a correct entropy
equation, namely

ṡ+ 1
θ div

(
κ∇ 1

θ κ
)

= ż2

m ⇐⇒ ṡ+div
(κ

θ ∇ 1
θ
)

= κ|∇ 1
θ |

2+∇ ż2

m ≥ 0.

We refer to [Rou10] for the occurrence of such an approach. To check the first law of ther-
modynamics we calculate

u̇ = θ ṡ+∆zψ [ż] = −div
(
κ∇ 1

θ
)
+div

(
ż···∂∇zψ

)
.

Again we find a disturbing term displaying changes of the internal energy induced by
changes of the internal variable. However, the term is a divergence and, hence, has the
nice feature that the global energy E is preserved along solutions.

4.3 Thermoviscoelasticity in GENERIC form

We first postulate a GENERIC system describing an elastic body with temperature depen-
dence by using the direct modeling of GENERIC systems as described above. We then
show that the obtained equations are exactly the classical balance equations for linear mo-
mentum and energy. We will stay close to the special GENERIC form in Section 2.4, but
we need to change slightly the dissipation structure to obtain viscoelasticity. We refer to
Remark 4.2 for more general dissipation mechanisms.

The energy functional E and the entropy functional S are given as follows:

E (φφφ , ppp,τ) =
∫

Ω
E(x,φφφ (x),∇φφφ(x), ppp(x),τ(x))dx

with E(x,φφφ ,FFF, ppp,τ) =
1

2ρ(x)
|ppp|2+U(x,FFF,τ)− fff vol(x)···φφφ ,

S (φφφ , ppp,τ) =
∫

Ω
S(x,∇φφφ(x),τ(x))dx,

where ρ is the fixed density in the reference configuration and fff vol is a volume force. For
notational simplicity we will not write the explicit dependence on x ∈ Ω in the sequel. In
principle, we may have more complicated dependence of E on φφφ (like for centrifugal forces),
but then S may also depend on φφφ .

We use a variant of the special GENERIC form (2.13) for X = (φφφ , ppp,τ), namely

Ẋ = MS L0M∗
S DE +NE K0N∗

E DS , (4.7)

where we use the following simple structures:

L0 =




0 I 0
−I 0 0
0 0 0


 , K0 = diag(0,Kvisco,Kheat). (4.8)
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Here Kvisco contains the viscoelastic terms, and Kheat gives the heat conduction with Kheat1≡
0. We will specify these operators below.

We recall the definition of MS , and its adjoints from Section 2.4 to obtain

MS =




I 0 0
0 I 0

− 1
∂τ S∆φφφ S[�] 0 1

∂τ S


 and M∗

S =




I 0 −( �

∂τ S)∗δφφφ S
0 I 0
0 0 1

∂τ S


 , (4.9)

where “�” indicates where the argument should be inserted. For NE we use

NE =




I 0 0
0 −div 0

− 1
∂τU ∆φφφ EEE[�] − 1

∂τU ∇∂pppE:::� 1
∂τU


 and N∗

E =




I 0 −( �

∂τU )∗δφφφ E

0 ∇ − �

∂τU ḞFF

0 0 1
∂τU


 .

It is important here to note that NE maps Rd ×Rd×d ×R into Rd ×Rd ×R, i.e. the second
column needs a matrix in Rd×d as an argument, whereas the second row produces a vector
in Rd. Similarly, N∗

E
converts a vector into a matrix. Moreover, as was already done in N∗

E
,

we will continue to use ḞFF as the shorthand for ∇∂pppE = ∇( 1
ρ ppp) = ∇φ̇φφ .

As in Section 2.4 we obtain the orthogonality relations from

M∗
S (X)DS (X) =




0
0
1


 ∈ R

d×R
d×R and N∗

E (X)DE (X) =




0
0
1


 ∈ R

d×R
d×d×R.

More importantly, the driving forces are given by

M∗
S DE =




δφφφ E −θ∗δφφφ S
1
ρ ppp
θ


 and N∗

E DS =




δφφφ S−
(
1/θ

)
∗δφφφU

− 1
θ ḞFF

1/θ


 .

Inserting this together with (4.8) and the definitions of MS and NE into (4.7) we find




φ̇φφ
ṗpp
τ̇


=




1
ρ ppp

−
(
δφφφU −θ∗δφφφ S

)
−div

(
Kvisco

(
−1
θ ḞFF
))

−1
∂τ S∆φφφ S[ 1

ρ ppp]− 1
∂τU ḞFF:::Kvisco

(
−1
θ ḞFF
)
+ 1

∂τU Kheat(
1
θ )


 (4.10)

Using ∂φφφ S ≡ 0 the first term in the third component is −1
∂τ S∆φφφ S[ 1

ρ ppp] = −1
∂τ S∂FFF S:::ḞFF .

We now show that (4.10) really provides the classical equations of thermoviscoelasticity, if
we choose Kvisco and Kheat as follows

KviscoAAA = θΛΛΛAAA and Kheatα = −div
(
κ̃∇α

)
,

where ΛΛΛ is a positive (semi) definite viscosity operator of fourth order (which may depend on
FFF = ∇φφφ and θ ) and κ̃ is a positive definite heat conduction matrix (which may also depend
on FFF and θ ). Eliminating ppp from the first component in (4.10) yields

ρφ̈φφ = − fff vol +div
(
∂FFFU −θ∂FFF S +ΛΛΛḞFF

)
,

∂τU τ̇ =
(
−θ∂FFF S +ΛΛΛḞFF

)
:::ḞFF +div

( κ̃
θ 2 ∇θ

)
.
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To find the classical form we choose τ = θ , which gives U = u = ψ −θ∂θ ψ, S = s =−∂θ ψ.
We are lead to the classical system for thermoviscoelasticity, viz.

ρφ̈φφ = − fff vol +div
(
∂FFFψ +ΛΛΛḞFF

)
, θ ṡ = ḞFF:::ΛΛΛḞFF +div

( κ̃
θ 2 ∇θ

)
, (4.11)

where we used s =−∂θ ψ(FFF,θ) giving ṡ =−∂ 2
θ ψ(FFF,θ)θ̇ −∂θ ∂FFFψ(FFF,θ):::ḞFF . More discussion

on the thermodynamic correctness (first and second law of thermodynamics) is given in the
following subsection, where plasticity is included as well.

Remark 4.2 (Different viscous dampings) One may wonder why it is necessary to use
the operator NE instead of ME for the dissipation structure. Here we shortly give the dif-
ferences obtained from using ME . The damping will be different, but still consistent with
thermodynamics. We now define K(X) = ME K̃0M∗

E
with

ME =




I 0 0
0 I 0

− 1
∂τU ∆φφφ EEE[�] − 1

∂τU ∂pppET 1
∂τU


 and M∗

E =




I 0 −( �

∂τU )∗δφφφ E

0 I − �

∂τU φ̇φφ
0 0 1

∂τU


 ,

where we continue to use φ̇φφ in place of ∂pppE = 1
ρ ppp. Note that ME and M∗

E
take a vector in

Rd as the argument for the second column. For K̃0 we use the block-diagonal operator

K̃0 = diag(0, K̃visco,Kheat) with K̃viscovvv =
θ
2

vvv···ΛΛΛ0···vvv+
θ
2

∇vvv:::ΛΛΛ1:::∇vvv.

With this choice the first equation of the classical system (4.11) turns into

ρφ̈φφ = − fff vol +div
(
∂FFF ψ

)
−ΛΛΛ0φ̇φφ +div

(
θΛΛΛ1∇( 1

θ φ̇φφ )
)
.

While the term with ΛΛΛ0 gives classical linear damping, the term involving ΛΛΛ1 expands into
div
(
ΛΛΛ1(ḞFF + 1

θ ∇θ⊗φ̇φφ)
)
, where the last term seems to be quite unusual in the modeling of

viscous solids.

4.4 GENERIC formulation for Generalized Standard Materials

We proceed as in the previous section but now we allow for an additional internal variable z,
which occurs in the internal energy and the entropy together with its gradient ∇z. Thus, this
section generalizes the isothermal theory for a large class of dissipative solids (also called
generalized standard materials), see e.g. [ZiW87, Hac97, Mie06]. A general nonisothermal
treatment doesn’t seem to be available.

We consider functionals of the form

E (φφφ , ppp,z,τ) =
∫

Ω
E(x,φφφ(x),∇φφφ(x), ppp(x),z(x),∇z(x),τ(x))dx

with E(x,φφφ ,FFF , ppp,z,Aτ) =
1

2ρ(x)
|ppp|2+U(x,FFF,z,A,τ)− fff vol(x)···φφφ ,

S (φφφ , ppp,z,τ) =

∫

Ω
S(x,∇φφφ(x),z(x),∇z(x),τ(x))dx,
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To include viscoelasticity, we use the same slight variant of the special GENERIC form
(2.13) as in the previous subsection. For X = (φφφ , ppp,z,τ) we consider

Ẋ = MS (X)L0M∗
S (X)DE (X)+NE ∂ξ K0(X ;N∗

E (X)DS (X)), (4.12)

where now ∂ξ K0 is the subdifferential of a general entropy-production potential K0 replac-
ing the linear operator K0. To handle viscoelastic, thermoplastic materials we choose K0 to
contain viscoelastic effects, plastic dissipation, and heat conduction in the form

K0(X ;ζφφφ ,ζppp,ζz,ζτ) = Kvisc(X ;ζppp)+Kplast(X ;ζz)+Kheat(X ;ζτ), (4.13a)

where the viscous and the heat part are as above, namely

Kvisc(X ;ζppp) =
∫

Ω
θζppp:::ΛΛΛζppp dx and Kheat(X ;ζτ) =

∫

Ω
∇ζτ ···κ̃∇ζτ dx,

where we recall that ζppp ∈ R
d×d is a matrix, which associates with ḞFF .

The new part is the plastic entropy production, which is not a quadratic functional. The
primal plastic entropy-production potential is assumed to have the form

Gplast(X , ż) =

∫

Ω
Gplast(x,FFF(x),z(x),τ(x); ż(x))dx,

where Gplast(...; ż) is typically of the form

Gplast(...; ż) = G1(...; ż)+
1
2

ż:::G(...):::ż.

Here the symmetric and positive definite tensor G models viscoplastic effects, whereas
G1(..., ·) models the rate-independent plasticity, because it is positively homogeneous of de-
gree 1, i.e. G1(...;γ ż)= γG1(...; ż) for all γ > 0. The simplest form is G1(...; ż)= 1

θ σyield(...)|ż|,
where the yield stress σyield may depend on (FFF,z,θ). The dual entropy-production potential
Kplast is obtained by Legendre-Fenchel transform, which can be done independently for
each x ∈ Ω. With Kplast(...; ·) = G∗

plast(...; ·) we obtain

Kplast(X ;ξz) =
∫

Ω
Kplast(x,FFF(x),z(x),τ(x);ξz(x))dx.

We now build the GENERIC system in the form (4.12) with K0 from above,

L0 =




0 I 0 0
−I 0 0 0
0 0 0 0
0 0 0 0


 , MS =




I 0 0 0
0 I 0 0
0 0 I 0

− 1
∂τ S∆φφφ S[�] 0 − 1

∂τ S∆zS[�] 1
∂τ S


 , (4.13b)

and the modified operator NE defined as

NE =




I 0 0 0
0 −div 0 0
0 0 I 0

− 1
∂τU ∆φφφ EEE[�] − 1

∂τU ∇∂pppE:::� − 1
∂τU ∆zEEE[�] 1

∂τU


 . (4.13c)
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By construction we have M∗
S

DS = (0,0,0,1)T and N∗
E

DE = (0,0,0,1)T and the noninter-
action conditions (2.4) hold. Moreover, we find the driving forces

M∗
S DE =




δφφφU −θ∗δφφφ S
1
ρ ppp

δzU −θ∗δzS
θ


 and N∗

E DS =




δφφφ S− 1
θ ∗δφφφU

− 1
θ ḞFF

δzS− 1
θ ∗δzU

1/θ


 ,

where again ḞFF was used as abbreviation for ∇∂pppE. Inserting this together with (4.13) into
(4.12) we arrive at




φ̇φφ
ṗpp
ż
τ̇


=




1
ρ ppp

−
(
δφφφU −θ∗δφφφ S

)
+∂ζppp

Kvisc(...;−
1
θ ḞFF
)

∂ζ Kplast
(
...;δzS− 1

θ ∗δzU
)

−∆φφφ S[ 1
ρ ppp]

∂τ S + ḞFF :::ΛΛΛ:::ḞFF
∂τU − 1

∂τU ∆zU [∂ζ Kplast
(
...;δzS− 1

θ ∗δzU
)
]+ 1

∂τU ∂ζτ Kheat(
1
θ )




.

This model provides a thermodynamically consistent system for thermoviscoelastic vis-
coplasticity, or more generally for general dissipative solids.

We now discuss the form of the latter system in more detail. The first two components can
be written as the usual balance of linear momentum in the form

ρφ̈φφ = divΣΣΣelast − fff vol with ΣΣΣelast = ∂FFFU −θ∂FFF S +ΛḞFF . (4.14)

The third component gives the plastic flow law, which can be rewritten using the primal
entropy-production potential Gplast in the two equivalent forms

ż = ∂ζ Kplast
(
...;δzS−

1
θ
∗δzU

)
⇐⇒ 0∈ ∂żGplast(...; ż)+

1
θ
∗δzU −δzS. (4.15)

Finally, the last component gives the energy-entropy balance. To check the first and second
law, we choose τ = u and τ = s, respectively.

First law of thermodynamics. For the case τ = u we use that S(w,u) = ŝ(w,u) gives
∂uŝ = 1/θ and θ∂wŝ(w,u) = −∂wψ(w, θ̂(w,u)). Thus we have

u̇ =
(
∂FFFψ + ḞFF :::ΛΛΛ):::ḞFF −div

(
κ̃∇(1/θ)

)
.

The first term on the right-hand side is ΣΣΣelast:::ḞFF and represents the rate of the mechanical
work, while the second term is the divergence of the heat flux. Thus, the first law of ther-
modynamics holds in its local form, as the internal energy is not influenced by changes of
the internal variable z. Moreover, we easily obtain the conservation of the total energy E by
using (4.14) and the divergence theorem.
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Second law of thermodynamics. For the case τ = s we have the relation u = ũ(w,s),
which provides θ = ∂sũ and ∂wũ(w,s) = ∂wψ(w, θ̃(w,s)). Thus we find the relation

ṡ =
1
θ

ḞFF:::ΛΛΛ:::ḞFF −
1
θ

∆zũ [ż]−
1
θ

div
(
κ̃∇(1/θ)

)
.

The last term on the right-hand side is reformulated routinely as

− 1
θ div

(
κ̃∇ 1

θ )
)

= ∇ 1
θ ···κ̃···∇

1
θ −div

(
1
θ κ̃∇ 1

θ
)
,

which gives a positive entropy-production term plus a divergence term. The second term
on the right-hand side can be reformulated similarly, because multiplying (4.15) by ż yields

ż···∂żGplast(..., ż) = −
1
θ
∗δzũ···ż = −∆zũ [ż]+div(

1
θ

ż···∂∇zũ),

where we used the identity (4.3a) with α = 1/θ . We find

−
1
θ

∆zũ [ż] = ż···∂żGplast(..., ż)−div(
1
θ

ż···∂∇zũ).

Thus, defining the entropy flux hhhentr = 1
θ ż···∂∇zũ+ 1

θ κ̃∇ 1
θ yields

ṡ−divhhhentr = σentr
prod ≥ 0 with σentr

prod = 1
θ
(
ḞFF:::ΛΛΛ:::ḞFF + ż···∂żGplast(..., ż)

)
+∇ 1

θ ···κ̃···∇
1
θ ,

where σentr
prod is the entropy-production rate.

Summarizing we find the increase of the total entropy in the form

d
dt

S (X(t)) =
∫

Ω
σentr

prod dx = 〈D(X),K (X ;DS (X))〉,

where the dual entropy-production potential K is given in terms of K0 and NE as follows:

K (X ;ξφφφ ,ξppp,ξz,ξτ) = K0(X ;NE (X)(ξφφφ ,ξppp,ξz,ξτ)
T)

= K0
(
X ;∇ξppp −

ξτ
∂τU ḞFF,ξz −

ξτ
∂τU ∗δzU, ξτ

∂τU

) (4.16)

4.5 Small-strain thermoelastoplasticity

As an example of the above theory we consider the well-established small-strain case. This
means that instead of the deformation φφφ we consider the displacement uuu : x 7→ φφφ(x)−x.
Moreover, the relevant strain measure is the linearized strain tensor e = 1

2(∇uuu+∇uuuT),
which replaces FFF = ∇φφφ used above. Finally the plastic variables includes the plastic strain
tensor πππ(x) ∈ R

d×d
dev := {A ∈ Rd×d |A = AT, trA = 0}. For simplicity we restrict ourselves

to kinematic hardening where no further plastic variable is needed. However, the theory
works equally well, if further variables like hardening parameters are included. We refer
to [BaR08, BaR10] and the references therein for thermoelastoplastic models with small
strains. There, existence results for the fully coupled system are derived for linearized
elastoplasticity.
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The classical modeling uses the variables X = (uuu, ppp,πππ,θ) and the free energy in the form
(2.10), namely

ψ(e,πππ,θ) = −cθ(logθ−1)+
1
2
(e−πππ):::C:::(e−πππ)+

1
2

πππ:::H:::πππ +θA:::e, (4.17)

where C, H, and A are the elasticity tensor, the kinematic hardening tensor, and the thermal
expansion tensor, respectively. The first are assumed to be uniformly positive definite and
all of them may be bounded measurable functions on Ω. According to Example 2.2 we
obtain the functionals

E (X) =

∫

Ω

1
2ρ

|ppp|2+cθ+
1
2
(e−πππ):::C:::(e−πππ)+

1
2

πππ:::H:::πππ dx, S (X) =

∫

Ω
c logθ−A:::edx.

The Poisson structure L(X) takes the form as is M
S

L0M∗
S

with L0 from (4.13b). We obtain

the latent-heat transfer operator A (X)ξθ = div
(θξθ

c A
)
, where we used ∂θ s = c/θ and ∂es =

A. Using the heat capacity ∂θ u = c the dual entropy-production potential takes the form

K (X ;ξuuu,ξppp,ξπππ ,ξθ ) =

∫

Ω
θ
2

(
∇ξppp−

ξθ
c ė
)
:::Λvis(e,πππ,θ):::

(
∇ξppp−

ξθ
c ė
)

+Kplast
(
e,πππ,θ ;ξπππ−

ξθ
c ΣΣΣpl

)
+ θ 2κ(e,πππ,θ )

2

∣∣∇ξθ
c

∣∣2dx,

where ΣΣΣpl
def
= ∂πππ u = C(πππ−e)+Hπππ . As a conclusion we see that the reversible part of the

generalized GENERIC system Ẋ = L(X)DE (X)+∂ξK (X ,DS (X)) is given by

LDE =




0 I 0 0
−I 0 0 A (X)
0 0 0 0
0 −A (X)∗ 0 0







−div
(
C(e−πππ)

)
1
ρ ppp

C(πππ−e)+Hπππ
c


=




u̇uu
div
(
C(e−πππ)+ θA

)

0
θ
c A:::ė


..

Using DS (X) = (divA,0,0,c/θ), the entropic part is

∂ξ K (X ,DS (X)) =




0
div
(
Λvisė

)

∂ζ Kplast(e,πππ,θ ;− 1
θ ΣΣΣpl)

1
c ė:::Λvisė− 1

c ∂ζ Kplast(...;− 1
θ ΣΣΣpl):::ΣΣΣpl +

1
c div

(
κ∇θ

)


 .

Clearly, we obtain the classical equations for thermoelastoplasticity with temperature as the
thermodynamics independent variable, see [BaR08, BaR10].

5 Quasistatic models as entropy-driven systems

We first treat the quasistatic approximation first on the abstract level and then apply it to
thermoviscoplasticity. We restrict to the case that there is no viscoelastic damping, since
otherwise the analysis gets much more involved.
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5.1 The abstract quasistatic limit

We consider a GENERIC systems for X = (q, p,z,τ) with total energy and entropy E (X) =
1
2ε 〈M

−1p, p〉+ Φ(q,z,τ) and S (X) = S (q,z,τ). In the quasistatic limit we neglect inertia
terms by assuming that the density ρ = ε , which then is sent to 0. Thus, p will be eliminated.

We use the abbreviation w = (z,τ) and consider a GENERIC system where L and K have
the block structures

L(X) =




0 I 0
−I 0 A(q,w)
0 −A(q,w)∗ 0


 , K(X) =




0 0 0
0 0 0
0 0 Kww(q,w)


 .

Assuming that K has only one block clearly excludes viscoelasticity, but it allows for ther-
moviscoplasticity.

For the quasistatic limit we assume p = O(ε) and are left with the equations

0 = −DqΦ(q,w)+A(q,w)DwΦ(q,w), ẇ = −A(q,w)∗q̇+Kww(q,w)DwS (q,w). (5.1)

We first observe that solutions t 7→ (q(t),w(t)) of this systems satisfy Φ(q(t),w(t))≡ const.,
where we use the GENERIC structure condition KDE ≡ 0, viz. KwwDwΦ ≡ 0:

d
dt Φ(q(t),w(t)) = 〈DqΦ, q̇〉+ 〈DΦw, ẇ〉

= 〈DqΦ, q̇〉+ 〈DΦw,−A(q,w)∗q̇+KwwDwS (q,w)〉

= 〈DqΦ−A(q,w)DΦw, q̇〉+ 〈KwwDΦw,DwS (q,w)〉 = 0+0.

(We may also assume to have a driven system in the form Edriv(t,X)= E (X)−〈ℓ(t),q〉, then
we find d

dt Φ(q(t),w(t)) = −〈ℓ̇(t),q〉.)

We now assume that the static equation 0=−DqΦ(q,w)+A(q,w)DwΦ(q,w) can be solved
(at least locally) in the form q = Q(w) and define the quasistatic, reduced entropy function

S qs via S qs(w)
def
= S (Q(w),w). For its differential we have

DS
qs(w) = DQ(w)∗DqS (Q(w),w)+DwS (Q(w),w) = (I+B(w))∗DwS (Q(w),w)

with B(w)
def
= A(Q(w),w)∗DQ(w), where we have used LDS ≡ 0. Thus, the second equation

in (5.1) gives ẇ = −B(w)ẇ+KwwDwS , and we find the desired entropy-driven system

ẇ = Kqs(w)DS
qs(w), where Kqs(w) = (I+B(w))−1Kww(Q(w),w)(I+B(w))−∗. (5.2)

If we start from a generalized GENERIC system, where K is not a linear operator, we
can proceed the same way by using the dual entropy-production potential K : (q,w,ξw) 7→
K (q,w;ξw). As above,the final equation for w is the generalized gradient system

ẇ = ∂µK
qs(w;DS

qs(w)), where K
qs(w; µ)

def
= K (Q(w),w;(I+B(w))−∗µ). (5.3)

Defining the reduced energy functional Φred via Φred(w)
def
= Φ(Q(w),w) and using DΦred(w) =

(I+B(w))∗DwΦ(Q(w),w) we obtain from K (q,w;ζ+λDwΦ(q,w)) = K (q,w;ζ ) the nonin-
teraction condition

K
qs(w; µ +λDΦred(w)) = K

qs(w; µ).

This confirms that Φred is constant along solutions of (5.3).
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5.2 Quasistatic small-strain thermoviscoplasticity

Our aim is to derive a generalized gradient structure for quasistatic small-strain thermovis-
coplasticity, where the entropy S is the driving functional, i.e. the state W evolves according
to

Ẇ = ∂ζ Ψ∗(W,+DS (W )) ⇐⇒ 0∈ ∂Ẇ Ψ(W,Ẇ )−DS (W ).

We follow that abstract approach from the previous subsection for a thermoviscoplastic
system as given in Subsection 4.5, but without viscoelasticity, i.e. ΛΛΛ = 0. We start with the
thermodynamic variable τ = s, such that A ≡ 0. We consider the situation of Section 4.5
with displacement uuu : Ω→R

d , small strains e(uuu), and the plastic variable z = πππ . The entropy
and potential energy are

S̃ (uuu,z,s) =
∫

Ω
s dx and Φ̃(uuu,z,s) =

∫

Ω
ũ(e(uuu),πππ,s)dx,

where we assume that ũ depends strictly convex on e, which holds for the case given in
(4.17) after doing the transformation in Example 2.2. In the quasistatic setting the elastic
displacement uuu is minimized out such that uuu = Q(πππ,s)= argmin{Φ̃(uuu,πππ,s) |uuu∈H1

0(Ω)}. The
solution is unique since the integrand of Φ̃ is uniformly convex in e. This solution solves the
(static) equilibrium of linear momentum, since δuuuψ = δuuuũ because of δuuus̃ ≡ 0.

From the dual entropy-production potential (4.16) for τ = s and with ΛΛΛ = 0 we derive the
quasistatic dual potential K̃ qs via (5.3) and B ≡ 0 as follows:

K̃ qs(z,s;ξπππ ,ξs) =
∫

Ω Kplast(...;ξπππ−
ξs
θ ∂πππ ũ)+ θ 2κ

2

∣∣∇(ξs
θ )
∣∣2dx,

where θ = ∂sũ(e(Q(πππ,s)),πππ,s). Together with S̃ qs(πππ,s) = S̃ (0,0,s) =
∫

Ω sdx, this defines
the generalized gradient system for (πππ,s), namely

(
π̇ππ
ṡ

)
= DµK̃

qs(..;
(0

1

))
=

( ∂ζ Kplast(..,−
1
θ ∂πππ ũ(..))

∂ζ Kplast(..;− 1
θ ∂πππ ũ(..)):::(−∂πππ ũ(..))+ 1

θ div
(
κ∇θ

)
)

. (5.4)

The structure of the equation reveals that the first equation is the plastic flow rule, while
the entropy balance shows the entropy production and flux through plastic changes and
through heat conduction.

Often the formulation in terms of w = (πππ,θ) is more desirable. This is easily obtained by
using the transformation (πππ,s) = (z,s(e,πππ,θ)), where e = e(uuu) is now obtained as a function
of (πππ,θ) via solving the static balance of linear momentum 0 = δuuuψ = δuuuu−θ∗δuuus.

For simplicity we now assume that ψ is given in the form (4.17). Then, the equation for uuu
reads 0 = div(C(e(uuu)−πππ)+θA). Thus, the dependence uuu = Q(πππ,θ) is linear. More specif-
ically, we define the bounded linear operator L mapping L2(Ω;Rd×d) into itself via solving

0 = div(Ce(uuu)−M) for uuuM as a linear function of M and then setting L M
def
= e(uuuM). Obvi-

ously, L is a symmetric, nonlocal pseudo-differential operator of order 0 and satisfies the
positivity relation ∫

Ω
M:::L Mdx =

∫

Ω
L M:::C:::L Mdx ≥ 0.
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With this construction the unique solution uuu = Q(πππ,θ) satisfies e(uuu) = L (Cπππ −θA).

Thus, we obtain the reduce entropy functional

S
qs

(πππ,θ) =

∫

Ω
c logθ +A:::L (θA)−A:::L (Cπππ) dx.

To transform the generalized gradient system (S̃ qs,K̃ qs), see (5.4), from the variables
(πππ,s) into (πππ,θ) we use the derivative derivative

D

(
z
s

)
(πππ,θ) =

(
I 0

−A:::L (C�) c/θ +A:::L (�A)

)
.

The lower diagonal element defines a symmetric and invertible operator, because of
∫

Ω
c
θ β 2+

βA:::L (βA)dx ≥
∫

Ω
c
θ β 2dx > 0. We denote the inverse operator by Bθ and define

N∗(πππ,θ)
def
= D

(
πππ
s

)
(πππ,θ)−∗ =

(
I CL (Bθ �A)
0 Bθ

)
.

With this we obtain the transformed dual entropy-production potential

K
qs

(πππ,θ : ζπππ ,ζθ ) = K̃
(
πππ,s(..);N∗(πππ,θ)

(ζπππ
ζz

))
= K̃

(
πππ,s(..);ζπππ −CL (Bθ ζθ A),Bθ ζθ

)

=
∫

Ω Kplast
(
...;ζz−CL (Bθ ζθ A)− Bθ ζθ

θ ∂πππ ũ
)
+ κ

2

∣∣∇
(

Bθ ζθ
θ
)∣∣2dx.

Thus, we have successfully derived the quasistatic generalized gradient system (S
qs

,K
qs

)
for the variables (πππ,θ), namely

(
π̇ππ
θ̇

)
= ∂ξξξ K

qs(πππ,θ ;DS
qs

(πππ,θ)
)

=

(∂ξξξ πππ
K

qs(πππ,θ ;DS
qs

(πππ,θ)
)

∂ξξξ θ
K

qs(πππ,θ ;DS
qs

(πππ,θ)
)
)

.

Unfortunately, the nonlocal operators L and Bθ make the analysis of the system quite
involved.
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