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CHAPTER 1. INTRODUCTION
UNEMPLOYMENT, WAGES, EMPLOYMENT AND PRODUCTIVITY
IN URBAN INDIA

This thesis explores aspects of the functioning of labour markets in urban India. Structure
and competition claim particular interest. Motivated by the existence of remarkably large
and persistent differentials in unemployment rates across the Indian states, we' study the
long run equilibrium in a regional labour market. This provides a backdrop to the rest of the
analysis since the Indian states appear to constitute separate labour markets, though, as we
discover, there is considerable segmentation within each. There are the widely-recognized
rural-urban and informal-formal sector dualisms, with the urban formal sector appearing to
maintain uncompetitively high wages. The latter observation stimulates investigation of
wage-determination in the ‘formal’ manufacturing (or factory) sector. Apart from being
well-paid, factory jobs are regular and secure in an increasingly ‘casual’ economy.
Therefore, negative growth in factory employment witnessed in the 1980s is a serious
matter. While the concomitant breakthrough in total factor productivity growth has been
celebrated as the reward of deregulation in this period, job losses in the factory sector have
encouraged skepticism of the policy changes. In view of this, our attempt to explain
employment and productivity behaviour in the 1980s is of topical interest. The data are a
regional panel in the unemployment analysis and an industry-region panel for the rest of the
work. So, we are able to allow for region-specific intercepts in the wage, employment and
production functions. Careful attention is paid to econometric specification and method, and
the estimators used are sensitive to errors in variables, heterogeneity of intercepts,
endogeneity and, where possible, to the fact that the data panels have a short time

dimension. In the rest of this chapter, we introduce the motivation of each of the analyses

! Merely as a convention, we is used throughout this thesis in place of /.
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to follow.

There is enormous variation in unemployment rates across the Indian states. In 1972,
unemployment by the daily status measure was 23% in Kerala and 4% in Uttar Pradesh and
in 1987 this range was only marginally narrower, with Kerala having an unemployment rate
of 22% and Uttar Pradesh, of 5%. There was similarly little convergence in usual status
unemployment, which ranged between 11% and 2% in 1972 and 14% and 3% in 1987 in
these same states>. In addition, the state structure of unemployment rates exhibited
considerable rigidity over time. Rank correlations of quinquennial observations in the period
1972-87 lay between 0.70 and 0.88. These properties of the data may be a reflection of stiff
barriers to mobility or, alternatively, of equilibrium. Which is in fact the case is the subject
of Chapter 2. We attempt to identify the two structural relations that describe cross-region
migration behaviour and within-region wage-setting behaviour respectively. Their interaction
in the long run equilibrium implies a level of unemployment that both equates expected
utilities across regions and reconciles the objectives of wage and price-setters. We estimate
reduced form regional unemployment and wage equations that reflect this. By virtue of
using both the usual and daily status measures of unemployment, the analysis is sensitive

to the existence of substantial underemployment in India.

The persistence of regional differentials in unemployment rates begs the question of
arbitrage or of why, given time, sufficient people do not move from high to low
unemployment states. When looking at the level of unemployment in a given region, the
natural question is why the unemployed are unable to undercut prevailing wage levels.
While a significant negative impact of unemployment on wages in a region is identified in
Chapter 2, the levels of unemployment in India suggest that wages are not market-clearing,
at least not in every sector of the economy. This leads us to investigate, in Chapter 3,
factors that inhibit market-clearing. The analysis is confined to the factory sector which is

the registered manufacturing sector, consisting of firms with at least ten workers with power

2 The usual status unemployment rate picks up unemployment that has endured for the greater part of
the year whereas the daily status rate picks up underemployment in addition to this.
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or at least twenty without. While this is only a small part of the urban economy, it is the
largest provider of regular jobs outside the government service sector. Moreover, factory
statistics are available by industry and region for nine years, 1979-87, whereas there are no
other systematic wage data. An analysis of the factory wage data shows huge variations
across industry and region and the distributions are very stable over the time period of our
study. This further motivates consideration of non-competitive wage determination. We
estimate a model that is consistent with both wage bargaining and the payment of efficiency
wages and seek evidence of the influence of industry characteristics on wages. We also
determine the extent to which the various included variables can explain the observed

variation in wages along the dimensions of industry, state and time.

Having estimated the long run’ and short run supply curves in Chapters 2 and 3, in
Chapter 4 we turn to an analysis of the demand side of the labour market. At this stage,
we are less interested in sectoral structure and more interested in the time profile of
employment. In the 1980s, in the factory sector, both productivity and wages accelerated and
employment decelerated. A healthy supply of factory jobs takes on significance in India both
because these are regular jobs* and because the expansion of manufacturing is expected to
absorb the ‘surplus labour’ from the agricultural sector. We provide an analysis of the
causes of the decline in factory employment and, in particular, take issue with an analysis
of the World Bank (1989) that attributes it primarily to an acceleration in wages in the
1980s. We offer an alternative explanation that springs from the observation of rising days
worked (and effort) per worker and takes account of both the longer-term dynamics of

employment and the policy stimulus to competition in this decade.

Concomitant with the slackening of employment growth starting in the early 1980s was a

surge in output growth in the factory sector and in the wider economy. Capital productivity,

3 The long run is defined as a time span in which the labour force of a region is endogenous on
account of migration.

4 Casual workers, who constitute 12% of the urban work force, earn just more than a third of the daily
factory wage and face income insecurity.



which had exhibited negative growth during the previous two decades ceased to decline. As
a result, there was an acceleration in total factor productivity of apparently unprecedented
magnitude in India. In Chapter 5, we estimate production functions and measure total factor
productivity growth for the aggregate registered manufacturing sector and its constituent
two-digit industry groups. In view of our analysis of the path of employment, particular
attention is paid to estimating the marginal productivity of additional days worked per
worker. Ours is the second set of estimates of growth in total factor productivity in Indian
manufacturing in the 1980s. On account of methodological improvements relative to the
existing analysis (Ahluwalia, 1991), it is expected to be the more reliable of the two.
Productivity measurement takes on particular significance in view of recent changes in
economic policy designed to release various constraints on activity in registered
manufacturing. The reorientation began in the late 1970s, gained momentum in the 1980s
and was consolidated into a new economic policy in 1991. There is as yet no analysis of

post-1991 productivity but this is likelyAto become a fertile avenue of research.

Having obtained what we regard as robust estimates of the production function parameters,
we are equipped to find out whether, ceteris paribus, wage increments pay for themselves
by inducing higher productivity, that is, whether Indian firms pay efficiency wages. In
Chapter 3, we seek evidence of imperfect competition in the labour market but do not have
a way of distinguishing bargaining from efficiency wage outcomes. Chapter 6 complements
the analysis of wage determination in Chapter 3, using the production framework established
in Chapter 5. In Chapter 7, we point out the limitations of the analyses and indicate some

future directions for research. The main results from each chapter are recapitulated and

placed in their broader context.



CHAPTER 2
INTERSTATE URBAN UNEMPLOYMENT RATE DIFFERENTIALS

1. INTRODUCTION
1.1. The Evidence

The geographic structure of unemployment

Unemployment rates vary dramatically across the regions of India. In 1987/88, the daily
status unemployment rate (URDS) ranged between 22.4% in Kerala and 5.2% in Uttar
Pradesh. The usual status rate (URUS) ranged between 14.1% and 3.4% in these same states
(Table 1). Between the 1970s and the 1980s, some tendency towards convergence of
unemployment rates across regions is evident. However it is small and the ranking of states
by unemployment rates has not changed significantly'. The primary objective of this paper

is to explain the persistent differentials in unemployment rates observed across the Indian

states.

To our knowledge there is no study of urban® wage and unemployment rate differentials
across regions in India or, indeed, any other less-industrialized country. Not unnaturally, in
such countries, the dominant concern for economists and policy-makers is poverty. In high-
income countries, unemployment is a positive correlate of poverty. Across Indian regions,
however, the correlation between the two variables is negative and insignificant. In the
absence of a well-developed social security system, the very poor cannot afford to be
unemployed. The majority of the poor belong to families that engage primarily in

agricultural activity where, at least for landowners, measures of open unemployment are not

I Coefficients of variation are reported in Table 1. Rank correlations of the regional unemployment
rate structure are in Appendix Table Al.

2 Qundaram and Tendulkar (1988) analyze regional differences in poverty and rural unemployment in
India.



Table 1
URBAN MALE UNEMPLOYMENT RATES
By daily (URDS) and usual (URUS) status
m @) 3 @
1972/73 1977/78 1983 1987/88

State URDS URUS URDS URUS URDS URUS URDS URUS
Andhra Pradesh 10.8 6.5 10.7 7.1 94 54 10.1 6.4
Assam 33 38 4.0 48 6.5 49 5.7 53
Bihar 7.6 52 8.0 6.1 6.8 5.6 79 6.4
Gujarat 6.5 29 6.8 3.9 7.7 51 7.1 4.7
Haryana 7.7 42 7.0 54 7.6 4.5 6.7 4.6
Karnataka 84 5.0 104 6.0 9.0 5.7 9.5 5.6
Kerala 23.0 112 25.0 16.2 227 119 224 14.1
Madhya Pradesh 4.1 4.0 59 43 5.8 34 6.0 43
Mabharashtra 7.5 44 9.0 6.6 9.1 59 85 6.5
Orissa 5.8 52 8.9 6.5 8.5 54 8.6 7.1
Punjab 6.0 32 47 32 7.1 4.0 6.8 438
Rajasthan 5.1 22 55 3.7 55 42 72 4.7
Tamil Nadu 9.8 6.3 13.3 79 151 79 123 73
Uttar Pradesh 43 2.0 6.7 4.1 7.4 45 52 34
West Bengal 9.6 7.5 11.7 9.8 12.7 9.8 11.8 9.0
Chandigarh N.A. N.A. 29 22 8.8 8.2 10.1 103
Delhi 43 3.0 7.1 6.0 4.1 33 44 43
INDIA 77 49 9.4 6.5 9.2 59 8.8 6.1
Coefficient of 58.0 46.6 56.1 50.8 46.9 38.4 45.5 33.7
variation(%)

Notes: Definitions of URDS and URUS are in the Data Appendix. N.A.=not available. Source:Sarvekshana, various
issues.

very meaningful (Sen, 1975). In fact a common assumption in the developing country
literature (eg., Harris and Todaro, 1970) is that there is no rural unemployment. However,
even as the poor remain concentrated in the rural sector, accelerating urbanization across the
developing world in the 1970s (Todaro, 1994) has stimulated a new concern about social
problems in the urban sector. Prime amongst these is the growing number of unemployed
people. For example, in 1987, 4.6 million people were unemployed in urban India by the

usual status measure, and more by the daily status measure®. The general approach to this

3 In the same year and by the same definition, 7.1 million were unemployed in the rural sector, where
74% of Indians live.



issue, led by Todaro, is to recommend policies directed at rural development. This is
expected to stem the tide of job-seekers flowing from rural to urban regions and so, to
ameliorate open urban unemployment. In this view, urban unemployment is associated with
slums, crime and other forms of destitution. At least in India, a conflicting view is that
unemployment is a luxury enjoyed by the better educated from well-off families (Blaug et
al, 1969). The conflict is unresolved only because it is not clear who the unemployed are.
We shall begin by setting out some descriptive statistics that go some way towards
establishing this. Lack of interest in these statistics cannot be justified by skepticism
regarding the concept of unemployment in India because the National Sample Survey (NSS)
team have carefully devised an employment-unemployment survey that is sensitive to

working conditions in rural and urban areas of the economy.

Unemployment by age, education and income group

Table 2 shows that the unemployment rate is significantly higher for young people, who

Table 2 Table 3
Urban Male Unemployment Rates Urban Male Unemployment Rates
by Age-Group by Educational Category
Age % of UR LFPR Education % of UR LFPR
Group population group populat
ion
5-14 244 9.3 6.7 Iititerate 277 1.8 87.1
15-29 29.3 13.8 72.0 Primary 35.7 4.6 86.7
30-44 18.6 2.1 98.0 Middie 133 8.8 72.7
45-59 10.6 22 925 Secondary 15.9 8.8 70.7
60+ 5.3 22 47.8 Graduate+ 7.0 7.4 86.4
Total 100 6.8 55.2 Total 100.0 6.0 80.2
Notes: All figures are in percentages. UR=unemployment rates and LFPR=labour force participation rates.
Both are weekly status measures. Sources: Education data (refers to 1987): Sarvekshana, Sept. 1990,
Table 54.2. Age data (simple average of 1977-87 data): following issues of Sarvekshana. For 1977/8,
from the July-Oct.1981 issue, Tables 4 & 6; for 1983, from the April 1988 issue, Table 24 and for 1987/8,
from the Sept. 1990 issue, Table 42. The reported figures are averages of these data over the three years.

constitute more than 50% of the population. For those older than 30, there is little variation
in unemployment rates by age group. This is consistent with high turnover amongst the

young, as also with the idea that a large fraction of the unemployed consist of first-time job-



seekers. From Table 3, it is clear that the incidence of unemployment is lowest amongst the
illiterate population and that it peaks amongst those with middle to secondary level
education, who .comprise about 30% of the population. While graduate unemployment is
very high, it is somewhat smaller than in this group, casting doubt on the Blaug hypothesis.
The relation of unemployment rates to monthly per capita expenditure also broadly follows
an inverted U-shape (Table 4a). Table 4b presents educational levels of the population by
per capita expenditure. The proportions in columns 2 and 3 (‘lower education’) decline

secularly and the proportions in columns 5 and 6 (higher education’) rise continuosly with

Unemployment Rates and Educational Achievment by Expenditure Group
Table 4a Table 4b

MPCE % of URUS URDS not literate to middle secondary graduate & all
class popul. (adjusted) literate primary above
<90 7.1 43 11.1 41.2 30.8 14.1 10.8 3.1 100
90-110 72 3.6 11.2 38.6 35.7 15.2 9.2 12 100
110-135 11.8 | 5.0 10.6 31.2 36.7 18.3 11.8 1.9 100
135-160 118 | 6.1 11.1 229 36.6 20.6 16.4 35 100
160-185 103 | 59 11.0 20.2 34.8 213 18.8 50 100
185-215 10.1 6.6 10.1 14.8 31.7 21.0 253 7.0 100
215-255 105 | 55 8.6 133 29.2 211 26.9 9.6 100
255-310 9.2 6.1 9.0 10.3 24.1 19.0 327 13.7 100
310-385 79 5.6 8.4 94 20.6 17.1 36.6 163 100
385-520 6.9 5.2 6.7 8.1 19.2 143 354 23.0 100
520-700 34 25 3.8 59 11.5 12.7 38.8 31.1 100
700+ 3.0 4.0 53 42 9.9 9.5 383 38.1 100
All 100.0 | 5.7 10.4 18.1 28.3 18.0 24.6 10.9 100
Notes: All figures are in percentages. Data pertain to 1987. MPCE is monthly per capita expenditure in Rs., popul is
population, URUS is usual status and URDS is the daily status unemployment rate, defined in the Data Appendix. The
unemployment rates refer to all persons and the education rates to males of 15+ years only. Source: Sarvekshana, 1990.

p.c. expenditure. We use this information to investigate the luxury unemployment
hypothesis. Tables 2 and 3 indicate a negative correlation between unemployment and

labour force participation rates, possibly reflecting discouraged worker effects®.

* We report data for urban males since it is the unemployment of this group that is the subject of the
empirical analysis to follow. However the data for urban females and rural males exhibit similar patterns.
For example, unemployment rates for youth in the rural sector are twice as high as for older age groups.
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1.2. Existing Work and Contributions of the Present Study

The chief and possibly only contribution to the analytics of inter-sectoral differences in
unemployment is the Harris-Todaro model (Harris and Todaro, 1970). This has been widely
applied to understanding the consequences of rural-urban migration in developing countries
(see Todaro, 1976) and has provoked investigations of the determinants of such flows (eg.,
Banerjee, 1983). The empirical literature falls neatly into two mutually exlusive categories.
One set, comprising primarily U.S. studies, are in the Harris-Todaro mould’. The central
tenet is a positive equilibrium relationship of wage and unemployment rates across sectors.
Proposing to contend this view, more recent work based on cross-sectional data for many
countries has claimed that the unemployment-wage relationship across space is negative
(Blanchflower and Oswald, 1992). We take an approach that resolves the debate by positing
that the regional labour market equilibrium rests on two distinct relations, one negative and
one positive®. The rubric of the model was developed by Jackman, Layard and Savouri
(1991) in proposing a theoretical framework for evaluation of mismatch in OECD countries.
It is modified and extended, and, as far as is known to the author, estimated for the first
time. The modifications and extensions introduced are specified in Section 2. We emphasize
how our extended model represents a natural evolution of the literature on migration and
unemployment in less industrialized countries. Given the importance of the Harris-Todaro
model inrdevelopment economics, this work purports to fill a significant gap in the literature

on labour markets in developing economies. Arguably the most significant contribution of

5 These include Hall (1970, 1972), Adams (1985), Browne (1978), Reza (1978) and Bucci (1993).
Marston (1985) is more exploratory. In his study of unemployment differentials between U.S. metropolitan
areas, he allows for a disequilibrium component to the unemployment rate and estimates the speed of
adjustment. However, like the other studies, he is concerned with one structural relation rather than with

a labour market equilibrium.

6 There is no correlation between unemployment and wages in the Indian data, which is consistent with
both the positive and negatively sloped curves having shifted over the period. The high unemployment
states of Kerala, West Bengal and Tamil Nadu are not all associated with low wages, and moreover, do
not strike one as chronically depressed regions of the country. They are not all associated with high wages
either, although there may be some case for suggesting that each of them is associated with positive

differential amenities.



this work is that the existence and persistence of differentials in urban unemployment rates

between the Indian states has not been recognized, let alone analyzed.

1.3. The Approach

Interpretation of regional unemployment differentials

Consider a spatial equilibrium disturbed by an adverse demand shock specific to one region.
If wages do not adjust instantaneously, this will lead to an increase in unemployment in that
region which, in turn, is expected to cause wages to adjust downwards when next
negotiated. At the same time, some of the unemployed may migrate out of the region or,
attracted by lower wages, capital may move in’. Due to some combination of these
processes, the effects of the shock are made transient over a period that is long enough for
barriers to migration to be overcome and for wage contracts to expire. The numbers in
employment and in the labour force may change but the wage and unemployment rates
adjust back to their initial equilibrium level. This is why, barring fixed compositional
differences between regions (eg., education, age), persistent differentials in unemployment

rates may strike the economist as puzzling.

It appears that, during 1972-87 in India, the three equilibrating forces were not doing their
job. Consideration of capital mobility is beyond the scope of this work. In this chapter, we
investigate the other two forces, namely, the flexibility of wages to unemployment and
migration behaviour. In a world with more than one sector, the latter is the central issue.
Even if wages do not adjust to market-clearing levels, given time why don’t enough people
move from high to low unemployment sectors? Long run differentials in unemployment
rates can appeal to at least two possibilities. The first is costs, or financial, social and
psychological barriers to migration, there being no legal barriers to movement between
Indian regions. Limited mobility combined with low demand constitutes the early wisdom

as regards high unemployment in a region (eg., Robinson, 1937). However, surveying a

7 Policy intervention that raises local employment is also potentially effective in returning the regional
economy to equilibrium.



variety of studies, Papola (1992, p.41) concludes that labour mobility in response to
employment opportunities, both rural to urban and across regions, has not been found
wanting. Thus, while costs will affect the speed of adjustment to an equilibrium, it seems
unlikely that they can account for a geographical pattern of unemployment that has hardly
changed over a period as long as fifteen years. The alternative possibility is that job
prospects and living conditions are better in the regions with relatively high unemployment
rates. At least as important as wage increments in India are secure jobs. These are mostly
in the organized sector which, in turn, is concentrated in urban areas. In addition, there are
wide differences in health and educational facilities between the Indian states. So, even in
the absence of barriers to movement, it is conceivable that people may choose not to
migrate. In this case, the unemployment differentials constitute an equilibrium in tandem
with wage and amenity differentials. A third possibility arises in the context of an
industrializing country. Suppose that there is a rural-urban equilibrium within states but
disequilibrium between states. The disequilibrium generates urban-urban migration from
high to low unemployment states. This disturbs the internal equilibrium, thereby stimulating
rural-urban flows in the high unemployment states and urban-rural flows in the low
unemployment states. As a result, the inter-state unemployment differential is maintained.
In other words, there is a perpetual disequilibrium®. The underlying assumption here is that
barriers to rural-urban movements are smaller and the corresponding speed of adjustment
greater as compared with urban-urban inter-state movement. We conceive of the rural-urban
movements as intra-state, though the existence of inter-state rural-urban flows does not upset
the structure of the model. Having discounted the hypothesis that costs or barriers explain

everything, we investigate the other two hypotheses.

To fix the notion of an equilibrium differential, we may think of the unemployment rate in
a region at any time as comprising three elements: an economy-wide average for period t
(8), an equilibrium differential for each region (A,) and a disequilibrium component &,.

In general, the effects of a shock persist into the next period, or &.=p&,.; + €, Where (1-p)

8 Perpetuity follows from assuming that the number of potential migrants in the rural sector is infinite.
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is the fraction of the disequilibrium that is eliminated in one period. One approach, taken
by Marston (1985), is to estimate p. If it is small enough, then the observed regional
differentials reflect equilibrium differentials, A, which suggest that people are generally
happy where they are. The approach taken here starts with a description of migration
behaviour, from which an inter-area equilibrium condition is derived. If this is well-
determined, then the observed unemployment differences are predominantly equilibrium

differences.

The regional labour market equilibrium

First consider the equilibrium hypothesis. To investigate whether this can explain the
observed differentials, a migration equilibrium condition is fitted to the data. This condition
implies that, controlling for regional amenities, regions with relatively high wages have
relatively high unemployment rates. Alongside this between-region relation, we estimate a
within-region relation of unemployment and wages that is described by a wage setting
function. This reflects the fact that, in any given state, there is a tendency for high
unemployment relative to the natural rate to exert downward pressure on the wage. The
wage-setting function determines where, along the migration equilibrium curve, a certain
region will lie. Some of the variables that shift this function, namely wage-push factors or
non-wage opportunities open to workers, are region-specific. For example, states with
stronger unions or conditions more favourable to self-employment may be expected to have
higher wage and unemployment rates compared to others. Reduced forms of the two
structural equations are also estimated. Apart from wage push and amenity variables, aspects
of the quality and composition of the labour force, such as caste and age, figure in the

analysis.

2. A MODEL OF THE REGIONAL LABOUR MARKET EQUILIBRIUM

In Section 2.1, we consider the short run and in Sections 2.2 and 2.3, the long run. The
basic structure of the two-sector model was contributed by Jackman, Layard and Savouri

or JLS (1991). We have modified the wage setting function by allowing the regional wage



to depend upon regional productivity. This introduces a positive reduced-form dependence
of the unemployment rate in a region on its productivity, reflecting the idea that high
productivity regions attract more in-migration. This may strike some as counter-intuitive.
However, it is consistent with a long run that is long enough to permit migration and yet
not so long as to have eradicated productivity differentials between states. Productivity
levels between industries and regions are typically more disparate in developing as
compared with developed countries and this is probably particularly true in a country the
size of India’. Like Harris-Todaro, JLS assume risk-neutrality in setting up their migration
equilibrium condition and they specify the probability of employment as (1-U), where U is
the unemployment rate. Since workers are likely to be risk-averse and the employment
probability may be a more complicated function of unemployment, our model relaxes these
assumptions. Further, we make a clear distinction between costs and amenities whereas,
somewhat misleadingly, JLS model costs as if they were negative amenities. Possibly our
most significant contribution is that we extend the simple two-sector model of JLS to
incorporate as a third sector, the rural economy, which interacts closely with the urban

economy in low-income countries.

2.1. THE SHORT RUN MODEL

Neither the question that motivates this work nor the available data favour estimation of a
short run model. Nevertheless, it is useful to set it out in order to arrive logically at the
formulation of the long run model. The short run is defined as a period in which the labour
force in a region is exogenously fixed. Each region constitutes an independent labour market
(Figure 1). Wages and employment in the regional economy are simultaneously determined
by the wage setting function and the employment function'®. Given the labour force, the
unemployment rate is determined. Wage setting is the subject of Chapter 3 and employment

determination of Chapter 4, so their treatment here is somewhat cursory.

% See Section 2.2 of Chapter 5.

10 Just as the wage setting function is the imperfect competition surrogate of the labour supply curve,
so, under imperfect competition, there is an employment function rather than a labour demand curve.
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2.1.1. The Wage-Setting Function

In a perfectly competitive labour market, the wage is set at a level that balances demand and
supply. If there are disequilibria marked by the appearance of unemployment, then the wage
adjusts downwards. In fact, we observe levels and durations of unemployment that cannot
be deemed frictional. So, it appears that the labour market is imperfectly competitive.
Evidence for India (see Chapter 3) and other countries (Layard, Nickell and Jackman 1991,
chapter 4) suggests that firm-specific variables like productivity and size interact with
external market variables like unemployment in determining the wage. A simple wage

setting function that encompasses these possibilities (refer Section 3.1, Chapter 3) is

W, = h[r, Z, (1 - U), X,] (1)
where s is a region subscript, W is real earnings per worker'!, U is the unemployment rate,
T is productivity, Z is a vector of wage push factors or factors that shift the wage function
in W-U space, and X, are aggregate variables that may include productivity, unemployment

and wages. The partial derivatives of h satisfy h;, h,, hy; >0.

The impact of unemployment on wages

The unemployment elasticity, h,, is of most interest in this chapter. Each of the theoretical
wage models encompassed by (1) implies a negative impact of unemployment on wages.
The efficiency wage model posits that the existence of a high rate of unemployment helps
the firm to recruit, retain and motivate workers. To this extent, the incentive for the firm
to offer high wages for these purposes is diminished (eg., on motivation, see Shapiro and
Stiglitz, 1984)'2. The case of dynamic monopsony (Mortenson, 1970) can be subsumed
under the recruitment model of efficiency wages, whereby the firm that wants to raise its

employment raises its wage to attract a well-qualified pool of applicants. In a framework

'l The deflator is a regional consumer price index that is discussed in setting out the empirical model.

Denote it as P.

12 However high wages have an edge over high unemployment in performing the recruitment function.

This is because, in a situation of excess labour supply, where quantity is forthcoming, quality might still
be difficult to separate out. See Stiglitz (1987) for a discussion of the dependence of quality on price.
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in which wages are set by a bargain between firms and workers (Nickell and Kong, 1992),
high unemployment outside makes it easier for the firm to initiate turnover and makes it
harder for the unemployed to find alternative employment. The consequent fear of job-loss
weakens workers’ bargaining power. This is true whether or not workers are organized into
unions®™. As pointed out by Blanchflower and Oswald (1992), Marxist accounts of the
reserve army of the unemployed are consistent with this argument. Once compositional
effects are controlled for, a pure market effect of excess supply on price is also consistent
with the hypothesis of unemployment depressing wages. Evidence of the negative impact
of unemployment on wages has been found in time series (e.g. Christofides and Oswald,
1989) and panel data studies (e.g. Nickell and Wadhwani, 1991) of other countries.
Blanchflower and Oswald (1994) report cross-sectional evidence for a wide selection of

countries.

2.1.2. The Employment Function

Consider a simple production function for aggregate value added (Y),

Y =Y, Y,, where Y, = ¢, KP, N* (2)
Again, s is a region subscript; K=capital stock, N=employment and ¢=a shift factor. Setting

dY/ON =W /P,, the average product wage in the region, gives the marginal product condition,

W (PS/P) = a(Y/N,) (3)
where P, is the average product price and P’ and W have been defined as the consumer
price and the consumer wage respectively. Allowing for imperfectly competitive product

markets makes little difference to this formulation (see Section 3, Chapter 4).

2.1.3. The Short Run Equilibrium

For a given labour force, equations (1) and (3) are solved to give

13 An alternative view, in which bargaining seems implicit, has been proposed in the Indian context.
This is that a rise in unemployment increases the [family] responsibility of the employed and therefore,
their wage demands (Dasgupta, 1976).
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U, = f'[(Z, &, X,] (4a)
W, = [Z, &, X,] (4b)
Thus, in the short run equilibrium, the regional unemployment rate depends positively on
wage pressure and productivity. The vector of wage pressure variables, Z, includes the price
wedge, (P/P.°), which is the ratio of the product to the consumption price index. The
regional wage is determined by the same set of independent variables. In addition, economy

wide conditions (X;) potentially impact on both variables.

2.2. THE LONG RUN MODEL

In the long run, the regions in an economy are interdependent and the labour force in any
region is endogenous on account of inter-regional migration'*. Regions with low labour
demand need not be regions with high unemployment because the unemployed have the
option to leave the region. Therefore, consideration of migration behaviour is crucial to
understanding unemployment rate differentials in the long run. We shall first develop the

basic theory for a two-sector model and then generalize to a three sector case.

2.2.1. The Migration Equilibrium Condition

2.2.1.1. Migration in a two-sector model
Workers are expected to migrate in the direction of high wages and other benefits (or
amenities) as long as there is a reasonable chance of finding a job. We suppose that this

chance grows more slim as the unemployment rate in the region rises. The implied

migration function is

M/L, = g[(WJW), (NJLY/(N/L), (AJA)] (5)
where s is a region-subscript, M is net migration into region s, L is the labour force, W is

the wage, N is employment, A is amenities and variables with no region subscript are

14 Natural increase in the labour force of a region may also depend upon its economic conditions.
However, we do not model this possibility here.
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macro-variables. The first derivative of g with respect to each of its arguments is positive.
Of course, the unemployment rate U is (1-N/L)". Amenities are all region-specific factors
other than wage and unemployment rates that impact on worker utility. There appears to be
some confusion over what is an amenity as opposed to a migration barrier. The following
example illustrates this. A migration barrier which has claimed considerable attention in the
UK is the high cost of rental accommodation in the low-unemployment region'®. On the
other hand, an amenity in many US studies (e.g., Hall 1972, Marston 1985) is the area
covered by parks in the high-unemployment region. In fact, the first is a disamenity
associated with the destination region and the second is an amenity associated with the
source region. We shall distinguish barriers from amenities by the following rule. Amenities
are specific to particular regions, while migration barriers or costs are specific to ordered
pairs of regions (and are not antisymmetric). Thus, the cost of moving from A to B need
not be the negative of the cost of moving from B to A, which makes costs difficult to
model. On the other hand, if region B has a positive amenity relative to A, then the gain in
moving from A to B equals the loss in moving back, from B to A. Consequently, this
feature may, equivalently, be written as a positive amenity of B or a negative amenity of
A. Migration is commonly modelled as a function of the expected wage, with the probability
of finding employment assumed to be the employment rate (eg., Harris and Todaro 1970;
Jackman, Layard and Savouri 1991). The expected wage characterization assumes risk
neutrality, but workers are very likely to be risk averse. In particular, given equal expected
wages in two regions, they are likely to prefer a region with low wages and low
unemployment to a region with high wages and high unemployment. This is especially true
in a country like India where per capita income is low and there are no social security
provisions. Furthermore, the employment probability faced by a migrant may be a more

complicated function of the employment rate. For these reasons, we do not restrict the

arguments of (5).

I5 No doubt, some migration is driven by non-economic motives. However, there is no reason to
suppose that this is systematically uni-directional.

16 For instance, McCormick uses the term ‘barrier’ in this context in his comments on Bover,
Muellbauer and Murphy (1989).
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Migration continues until expected utility is equal across regions. Therefore the long run
spatial equilibrium is defined as a state characterized by zero net flows. Setting (M/L)=0

gives a locus of equilibria that slopes upwards in the wage-unemployment rate space (f,;>0):

U, = f[W/W, A/A, U] (6)
The first derivatives of f are all positive. This curve is called the migration equilibrium
condition (or MEC). Differentially positive wages and amenities attract a larger volume of

wait unemployment.

2.2.1.2. Migration in three-sector models
We shall now incorporate into the migration model the fact that the urban sector in any
Indian state is hinged to a substantial rural sector. The three sectors are then the rural and

urban sectors of a state and the agglomeration of other urban sectors.

Global equilibrium
Suppose that the urban sectors of states are in equilibrium with one another and also with
their rural sectors, or that there is a global equilibrium. Then there are two independent

migration equilibrium conditions, the first of which we have already encountered:

U, = ff]WJ/W, A/A, U] (6)
U, = fIWJ/W,,, A/A,, U] (7)
where the subscripts, s and rs refer to the urban and rural sectors of a state, s, and
unsubscripted variables are averages for the urban sectors of all other states. All first
derivatives of f are positive. Equation (6) describes the inter-state equilibrium and (7)

describes the intra-state equilibrium.

The Harris-Todaro model

Harris and Todaro (1970) proposed a restricted version of the MEC in (7), written as

Ws(l'Us) = Wrs (8)
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which says that the urban unemployment rate, U, depends on the log wage-differential with
a unit elasticity. Its restrictiveness arises from (a) neglect of non-economic influences
(amenities) on utility, and the assumptions of (b) risk neutrality, (c) no rural unemployment
(Us=0), and (d) exogeneity of the wage. The last is, arguably, the most serious assumption
as it results in the MEC being regarded as a complete one-equation model. In fact,
unemployment rates are simultaneously determined with wages and (8) leaves the regional
labour market equilibrium indeterminate because, given two unknowns, we require two

equations.

Perpetual disequilibrium

As mentioned in Section 1.3, an alternative possibility is that the urban sector of a state is
in equilibrium with its rural sector but not with other urban sectors. In response to the inter-
urban disequilibrium, migrants flow from high to low unemployment states. This disturbs
the within-state equilibrium, resulting in rural-urban migrants replenishing the urban stock.
If the internal equilibrium is always quickly restored then the external disequilibrium will
be maintained indefinitely. Of course, the same process operates in the low unemployment
state, except that the flows are reversed. This story provides an alternative to migration
barriers in explaining why the urban sectors of states have been slow to converge. It is
predicated on the speed of rural-urban adjustment exceeding that of inter-state adjustment
and on there being an effectively infinite pool of rural labour. Perpetual disequilibrium
generates a somewhat different ‘equilibrium condition’. The presumption of lesser friction
in internal as compared with external movements implies that the volume of migration out
of the urban sector of a state (M) will be exactly matched by that into it (M,,). Employing

the rubric of the basic equilibrium model, we may write

M. = L, gl(W/W,, U/U,, A/A{] 9)
M;, = Ly g[(WJ/W,,, UJU,, AJAG (10)
where M is the number of migrants and the rest of the notation is as in (6)-(7). Equation
(9) describes inter-state urban-urban migration and (10) describes within-state rural-urban

migration. By our hypothesis, M,,=M;,. Solving this condition gives
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UJU = fIW/W, W /W, AJA, AJA, UJU, LyL] (11)
Now the urban unemployment rate in a state (U) depends on its wage and amenity
attributes (W, A,), corresponding conditions in other urban sectors (U, W, A), and those
in its rural sector (U, W, A,). In addition, it depends on the relative size of the urban and

rural sectors (L /L,). In Section 4, we investigate (11) as well as (6) and (7).

While the perpetual disequilibrium hypothesis posits a rural-urban equilibrium, the net rural-
urban migration rate is not expected to be zero (see Section 2.3.1 as well). Rather, in a high
unemployment state, the hypothesis is that the rural sector is systematically feeding the
urban sector with migrants. However, one may speak of a rural-urban equilibrium because
any (inter-state) out-migration from the urban sector is immediately met by in-migration
from the rural sector and so an equation of expected incomes between the sectors is
maintained. Hence (7) may be expected to hold along with (11). However,- if the data satisfy

(11) then they will not satisfy both (6) and (7).
2.2.2. The Long Run Labour Market Equilibrium

The equilibrium of migration flows may be thought of as a long run supply curve for labour.
The point on this curve at which a particular region lies is determined by the position of the
wage-setting function, the short run supply curve for the region. Thus the long run

equilibrium for a certain region is described by the intersection of these two curves (see

Figure 2).

2.2.2.1. Equilibrium in the two-sector model
The two structural forms are the wage-setting equation in (1) and the inter-state migration

equilibrium condition (or MEC) in (6). The implied reduced forms are

U =f[Z, %, A, U W, A, X|] (12a)
W, =f[Z, T, A, U, W, A, X|] (12b)

where subscript s refers to the urban sector of a state and unsubscripted variables refer to
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averages for all other urban sectors. Thus a region will maintain a positive unemployment
rate differential if it is associated with relatively high levels of wage-push (Z), productivity
(1) and amenities (A). The equilibrium wage rate is also positively related to each of wage
push and productivity, but a positive amenity differential implies a negative compensating

differential in the regional wage.

Figures 1 and 2: Equilibrium in a Regional Labour Market

The Short Run The Long Run

2.2.2.2. Equilibrium in the three-sector models

Global equilibrium

When the urban sector of a state is in internal and external equilibrium, then its
unemployment rate is described by the intersection of (1) with either (6) or (7). The reduced

forms are given by equations (12) or
U, =f [Z, T, A, Uy, Wi, A, X (13a)

W, =f[Z, T, A, U, W, Ay, X,] (13b)

where subscripts s and rs refer to the urban and rural sectors of a state, respectively.

Perpetual disequilibrium

In this case, the long run equilibrium is given by solving (1) and (11) simultaneously:
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U=f[Z,n,A,U,W_,A_,LJ/L UW,A, X|] (14a)
W= [Z,%n, A, U,W_,A_, L/ UW,A,X|] (14b)
So, the equilibrium configuration for the urban region reflects its interactions with other
states and with its rural sector. Which of (12)-(14) is estimated in Section 5 will be
determined by the results of estimating the structural model. If the data support a global
equilibrium, we shall estimate (12) and (13) but if they favour a perpetual disequilibrium,

we shall estimate (14).

2.3. Reflections On The Long-Run Equilibrium

2.3.1. The notion of equilibrium in the migration condition

The migration equilibrium condition has been defined as the locus of unemployment-wage
combinations that preclude arbitrage opportunities and therefore imply zero net migration.
When such an equilibrium is disturbed by a demand shock in some region, migration is
stimulated. If migration were sufficiently rapid, we would observe an equilibrium because
the disequilibrium wage and unemployment rate levels would not last long enough to be
picked up in our data. There would then be no contradiction between observing persistent
non-zero migration and supposing that wage and unemployment levels are in equilibrium.
Indeed, the existence of non-zero migration flows would strengthen our belief in the idea
that migration is acting to annul arbitrage opportunities, thereby moving the system to its
equilibrium. How far we typically are from equilibrium would depend upon the frequency
and size of demand shocks and the speed of migration-induced adjustment. The speed of
adjustment depends upon the severity of economic and social barriers. It might be worth
pointing out that achieving equilibrium typically only requires that a small part of the labour
force be mobile. The fact that some workers face prohibitive costs merely determines who
moves. Well-determined estimates of the MEC would imply that we are close enough that

we cannot reject the hypothesis of an equilibrium.

2.3.2. The notion of equilibrium in a regional labour market

The juxtaposition of the two supply functions determines a rate of unemployment that
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tempers ‘infeasible’ wage claims and sets a limit to queuing for jobs. In both cases,
unemployment brings the system into equilibrium. We speak of the unemployment rate that
emerges as an equilibrium rate. Notions of desirability or of market clearing are not
necessarily attached to this usage. In the first case the equilibrium unemployment rate is
better known as the non-accelerating inflation rate of unemployment and is characterized
by stabilization of the inflation rate, corresponding to a given degree of wage pressure. In
the second case, equilibrium is of spatial labour markets and is characterized by the equation
of expected utilities between regions. Note that the second case encompasses or implies the
first, so that in a long run spatial setting, the two aspects of equilibrium will coincide at E
in Figure 2. Observed unemployment in any given region deviates from its equilibrium
value as a result of region-specific demand and/or supply shocks. Thus there may well be
a disequilibrium component to the actual unemployment rate. In view of the data at hand
and the question that it raises, we investigate whether the equilibrium component is large

enough to be identified.

2.3.3. Invariance to demand

An interesting property of the long run model is that the equilibrium wage and
unemployment rates are independent of demand conditions. The two unknowns, W and U
(or [1-N/L]), are obtained from the two supply equations, the MEC and the wage-setting
equation and demand only serves to allocate the labour force (L) between regions. Together
with the constraint that the sum of the labour forces of the different regions equals the total
labour force, or X L =L, these three equations determine the three variables, W, N and L.
A region with relatively high labour demand grows faster. It has a higher level of
employment (N) but, on account of in-migration, it also experiences relatively rapid growth

of its labour force (L). Hence, in the long run, its unemployment rate (1-N/L) is independent

of demand.

3. THE EMPIRICAL MODEL

3.1. Data and Estimation issues

The estimates are based on a panel of quinquennial data for the 14 major states of India for
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the four years in 1972-87. There are no reliable time series data on unemployment. Details
are in the Data Appendix. We were not dissuaded by the smallness of the sample because
the question motivating this analysis has-not been explored at all. However, our results

should be regarded as somewhat tentative.

Since the four cross-sections span a period of fifteen years, we investigate the temporal
stability of the estimated coefficients. The structural model is computed with each regressor
interacted with each of four year-dummies, one for each year. We find that in estimates of
the migration equilibrium condition for 1972, the coefficient on the wage is significantly
smaller than in other years. However, the coefficients on the other variables are quite
remarkably similar in the four years. In view of these results, we estimate the model on a
reduced sample consisting of the later three cross sections. Results of estimation on the full

sample are also reported.

The structural model (equations 1 and 7) is linearized by taking logarithms of all variables
other than the unemployment rate (U), which provides a better fit than its logarithm.
Compositional variables (C) are included to control for relevant aspects of heterogeneity in
the labour force. All aggregate variables, X, are captured by time dummies. Given that the
data are a panel, standard procedure would require that we include state dummies in the
model so as to isolate the within-group variation in the data. However, in our context, this
commands some discussion. In the migration equilibrium condition (MEC) amenities are,
by definition, features inherent to regions and so they will be highly collinear with the state
fixed effects. So as to identify the features that matter, we prefer to specify a set of
amenities and exclude the fixed effects. In the wage setting equation, there is a stronger case
for controlling comprehensively for state fixed effects. Unlike the MEC which is really a
cross-sectional relation, the wage function encapsulates a time-varying process within a
region. To separate out the pure state-time variation from the state and time specific effects,

we should ideally have both state and time dummies in the model. However, with just four
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cross-sections, including state dummies would wipe out most of the variation in the data'’.
Although the inclusion of compositional variables may be expected to make up for the
omission of state dummies to a fair extent, we nevertheless estimate a version of the wage
equation that includes state dummies.

The estimated structural model may be written as:

Ust = e0 + et + Blwst + Bzas: + B3rst + B4(lfrst'lfst) + Bscst + Vst (15)

Wy = Ky + K + K + U + 0,1, + 04z, + 0,C, + € (16)
Lowercase letters denote natural logs, subscript s denotes the urban sector of a state while
subscript rs denotes its rural sector, t is a year subscript, 6,, K, are the common intercepts,
0, x, are vectors of year dummies, k, are state fixed effects, U=unemployment rate,
w=wage, a=amenities, r=rural variables, If=labour force, z=wage pressure variables,
n=productivity, c=compositional variables and v, and & are error terms that are expected
to be stochastic. Equation (15) is based on (11) in the theoretical model and derives from
the perpetual disequilibrium hypothesis. The year dummies pick up the aggregate variables,
U, W and A. The vector of rural variables, r, includes U and W . Unfortunately, there are
no data on A_. Since (15) incorporates variables pertaining to intra and inter-state migration,
we shall refer to it as the portmanteau equation. The condition for an inter-state equilibrium
(eq.6) can be arrived at by imposing on (15) the restrictions that B,, B,=0. The rural-urban
migration equilibrium condition (eq.7) is also encompassed by (15) and corresponds to 6,,
B,=0. As we do not have access to data on rural amenities (A;) and they cannot be assumed

to be equal across states, we also impose B,=0, which gives a modified Harris-Todaro

model.

Equations (15) and (16) are estimated by two-stage least squares (2SLS), with U and w
treated as endogenous. The instrument set derives from the reduced form equations,

estimated by OLS and reported in Table 14. Basmann’s F test for instrument validity

17 An ANOVA of the unemployment rate shows that state accounts for 95.5% of the variation in URDS
and 86.4% of the variation in URUS. The residual is allocated between zime and the error.

21



(Basmann, 1960) is reported for each equation. The null hypothesis is that the coefficient
on each variable that is in the instrument set but excluded from the equation under
consideration is in fact zero. If the null hypothesis is rejected then some of the instruments

are correlated with the equation error and so are not valid.

3.2. Identification

Changes in wage pressure and productivity make it possible to identify the migration
equilibrium equation, while changes in amenities and rural variables trace out the wage-
setting function. Are these exclusion restrictions valid? The migration function only features
variables that impact directly on worker utility, so once the wage is in, there is no case for
productivity and wage pressure variables to enter the MEC. It may be argued that amenities
should enter the structural wage equation as compensating differentials. Howeyer, we
suppose that any fallback opportunities of workers that figure in a wage bargain and
comparison wages that might influence their unobservable efficiency are within-state
variables (see Chapter 3). Then both the actual and the alternative wages are subject to the
same state-specific compensating differential and so this factor cancels out. Therefore we

do not include amenities in the structural wage equation.

3.3. The Variables

Definitions and sources are in the Data Appendix. Here we discuss the rationale behind

each variable and any peculiarities or problems that arise.

3.3.1. The Endogenous Variables
The unemployment rate (U, ; URDS or URUS)
The unemployment statistics refer to urban males'®, Aggregate unemployment rates for
males and females in urban and rural areas are set out in Table A2 by the three alternative
measures of unemployment provided by the NSS; defined in the Data Appendix. In this

analysis, we use the usual status (URUS) rate, which counts persons unemployed for the

I8 Since determinants of women’s unemployment are quite different, the data on men and women are
not combined.
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most part of the year and the daily status (URDS) unemployment rate which is a personday
rate that, in addition, picks up underemployment. This is important in an economy in which
sustained open unemployment is not an option for a large part of the population and there

is only a thin line between underemployment and unemployment.

The wage (W,,; wage)

The wage is defined as real annual earnings per worker in the registered manufacturing (or
factory) sector. To take care of cross-sectional differences in the cost of living, we use a
price index for the average urban consumer in each state relative to the nation as a whole,
ie India=100 (Minhas et al, 1987). So as to also take account of time variation in prices
within regions, we combine this with a price index for each state relative to a base year, ie

1970=100 (Minhas et al, 1990) to get the wage deflator.

Table 5
Average Earnings in Different Sub-Sectors of Manufacturing India
Rupees p.a. in 1974-75 [% differential]

Registered manufacturing (or factories) Unregistered manufacturing
Census Sample Urban ' Rural
4288 [100] 1913 [44.6] 1551 [36.2] 822 [19.2]

Sources: The registered sector data are from the Annual Survey of Industries (CSO, 1974/75) and unregistered sector data are from
the 29th round of the National Sample Survey.

Since the factory sector constitutes only a small fraction of the urban economy, defining
wages with reference to it is restrictive. A better measure might be GDP per worker for the
urban sector of the state, but we do not have the required data. We have chosen the factory
wage for the following reasons. First, a majority of factory jobs (9 in 10) is regular and
hours per day are relatively standardized. Since unemployment in a country like India
largely takes the form of irregular and low-paid employment, regular employment is the best
approximation to what is usually understood as employment. Second, migrants are most
likely to be motivated by the prospect of relatively well-paid and protected employment,
especially if they are risk averse. Regular factory employees have job security. Table 5
shows that they are relatively well-paid; Mazumdar (1984) documents survey evidence of

their longer job tenures. Third, this is the only wage series that is consistently available in
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published statistics. Finally, if in fact the average wage across all urban occupations is the
more relevant statistic, then the factory wage might be defended as the kingpin of the urban
wage structure, driving all other wage rates in the regional economy'®. The average urban
wage can then be written as a weighted sum of wages in regular [r], casual [c] and self-
employment [s]*°:

W VW, + VW, + (1-v-v)W, (17a)

urban —
where the weights, v, denote the fractions of the urban work force in the three activities. We
do not have state data on W, and W,. In line with the kingpin tenet, we assume that these

are constant fractions, p., p;, of the regular wage, W.. Then,

\\/

urban ™

VW, + VoW, + (I-v-v )p,W. (17b)
So, in addition to W,, we include, as regressors, the proportion of the urban work force in
regular and casual employment (v, or regular, v, or casual). This is considerably less
restrictive than simply defining W,,,., as W,. Regular employees are largely in the factory

and public sectors, so we proxy the regular wage with the factory wage.

3.3.2. Wage Push Variables (Z, and Z )

These are variables that shift the structural wage function drawn in the wage-employment
rate space. Labour productivity (productivity,) is expected to raise wages, given
unemployment. The impact of strikes could go either way. Both variables refer to the
factory sector, like the wage. For discussion of the regional productivity deflator (P,) and

indices of union power that were tried as alternatives, see the Data Appendix.

3.3.3. Wage Push and Amenity Variables (W and A)

The following set of variables may be interpreted as wage pressure or amenity variables and

' Data on unorganized and organized sector wages in Kerala is consistent with this idea (Kannan,
1992). His analysis hints that non-factory wages drive factory wages, rather than the other way around. The
following empirical strategy is robust to this possibility.

20 The NSS classifies the urban work force into these three categories.
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so they enter directly into both the migration equilibrium condition and the wage-setting
relation. A high probability of a public sector job (public sector) is considered a positive
amenity because it offers perquisites, including more holidays, subsidized canteens, shorter
working hours and, most of all, greater job security. In fact, Lal (1988) ascribes urban
unemployment in India entirely to queuing for public sector jobs. It is also designated as
a wage pressure variable on the grounds that public sector workers face a lower risk of job
loss, and know that their managers have a relatively flexible budget. Left-wing is a dummy
created to allow for fixed effects peculiar to West Bengal and Kerala, the two states in our
sample that are unique in having a history of left wing government (or, equivalently, class-
conscious populations). It is expected to attract a positive coefficient in both equations.
Since the left wing state governments are particularly sympathetic to the industrial working
class, it is expected that they attract net in-migration of workers®. This is the amenity
effect. Based on a variety of indices, Mohanakumar (1989) ranks Kerala and West Bengal
as the most dispute-prone states. The greater protection and militancy of workers in these
states suggest that they will lay claim to higher wages, other things being equal. This is the
wage-push effect. In addition, including this dummy serves to control for outlier effects.
Kerala’s unemployment rate is clearly well away from the rest of the scatter, and the data

for West Bengal also have outlying tendencies (Table 1).

A metropolitan dummy (metropolis,) is created to distinguish the states with three of India’s
four big cities**- Bombay, Madras and Calcutta- from the others. It is expected to pick up
any effects of industrial and urban agglomeration. In the light of higher land prices and

more squalor and crime, metropolis may be regarded as a negative amenity. However, there

2! The case for attracting workers from rural or urban areas of other states is clear. However, it may

be argued that rural to urban migration within Kerala and West Bengal will not be any greater on account
of their political character. This depends on whether the left-wing governments in these states have created
a differential advantage in the status of urban as opposed to rural workers. One reason to believe that this
might be the case is that it is harder for any government, left wing or other, to afford effective protection
to rural workers because, being ’remote’ and largely unregistered, they are on a legal periphery.

22 The fourth is Delhi. Until the early 1990s, Delhi was a union territory rather than a state and some

of our data sources do not include it in the statistical breakdown of the economy by major states. Therefore
it is excluded from the sample.
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is evidence that rural workers tend to move to big cities, leapfrogging urban centres closer
to their homes (eg., DeHaan and Rogaly 1993, Papola 1992: p.20). If we take revealed
preferences seriously, then metropolis is a positive amenity. This can be reasoned in any of
three ways. One is that metropolises have superior social infrastructure such as better health
and educational facilities, relevant for the children of migrants. A second is that the diversity
of job opportunities in metropolises reduces the risk of prolonged unemployment. This effect
is expected to operate even though unemployment appears directly in the model since the
unemployment rate does not reflect the dynamics of the labour market. For instance, risk
aversion implies that people would prefer to be unemployed for one month in twelve as
against one year in twelve and diversity makes the former more likely in a metropolis than
in a small town, at given unemployment rates. Finally, information flows are better in
metropolises. There is a historical pattern of migration into metropolises, which has
stimulated contining migration on account of established kinship links. When they first
arrive in the city, villagers often stay with friends and relatives from their birthplace (eg.,
Mazumdar 1984, Caldwell 1969). This offers some security in the venture of rural to urban
migration, and thereby reduces barriers. The metropolitan dummy is potentially not just an
amenity but also a wage push variable. The presumption is that worker organization is both
easier and more effective in a metropolis than in a smaller urban centre. The metropolises
have large universities in which political feeling is bred; they are state capitals that feature
the range of political parties; and they afford individual workers greater anonymity than a
small town in which employer-worker relations are more likely to be multi-faceted. These
features make it more probable that workers will exercise wage push. Further, the

effectiveness of their claims is bettered if economies of agglomeration result in greater

surpluses from production.

3.3.4. Amenities (A, and A))

The following variables enter the migration equilibrium condition but not the wage-setting
function. As they are relevant to inter-state migration, they figure in both (6) and (11).
Large casual and construction sectors are positive amenities if ease of entry into these

sectors encourages greater in-migration. It is recognized that there is no general rule as to
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what jobs migrants target, and what they settle for but we are guided by the observation that
most urban construction is performed by ‘gangs’ of rural migrants. In the absence of data
on the wages of casual workers, casual is included in the model in any case (refer wage
above). We define the infrastructural development of a region (infrastructure) as a further
amenity. In addition to indices of the spread of power supply, roads, schools, etc., the
available measure includes rural infrastructure such as irrigation. Thus, to the extent that
urban unemployment in a state is attributable to in-migration from the rural sector, the gap
in amenities between the two sectors is relevant but is not reflected in the statistic used.

Therefore this variable is only relevant to inter-state migration.

3.3.5. Rural variables (R, or R,

These are determinants of expected incomes in the rural sector and they appear in the MEC
in the naive Harris-Todaro model as well as in our three-sector model. According to the
simple Harris-Todaro model, for given expected urban opportunities, the lower are rural
incomes, the greater is rural-urban migration. It is inherently difficult to find an aggregative
measure of rural incomes, given that agricultural labourers receive non-cash payments to
varying extents. Rao (1972) and others have argued that the agricultural wage data in India
are unreliable. Moreover, in view of increasing non-agricultural rural employment (Unni,
1986), wages in agriculture are only a part of the rural average. In the Data Appendix, we
set out the alternative measures that are experimented with. To avoid confusion, Tables shall
refer to the chosen measure as the rural wage, no matter which it is. The deflator is a state-
specific rural price index derived in a manner similar to the deflator for the urban wage (see
wage above).

Greater rural unemployment is expected to result in greater migration into urban areas,
ceteris paribus. The Harris-Todaro model sets rural unemployment to zero on the basis that
people can always eke out a living on the land. However, land distribution in India is highly
skewed and as a result there exists a rural labour market and it does not appear to clear
(Table 15). The rural unemployment rate is obtained from the NSS surveys that use the
same criteria as for the urban rates (see unemployment above). To augment this measure,

we also include the proportion of landless labourers in the agricultural labour force
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(landless) and the rural population density. There is a growing population of landless
agricultural labourers who suffer greater unemployment and earn lower incomes than other
rural workers (eg., CMIE, 1988). So, their migration propensities are likely to be especially
high®. This is confirmed by Rosenzweig (1980). Finally, if the pressure of labour on the
land is relatively high in the rural sector (rural density), we may expect greater out-
migration. The rural to urban labour force ratio (labour forceg,,,) figures only under the
disequilibrium hypothesis (eq.11). Both population and the labour force participation rate

refer to the above-5 population®.

3.3.6. Compositional variables (C,, or C)

Differences in labour force composition across states are quite significant. Some of the
measurable attributes are considered now. We use two education variables, the proportion
of urban males that is literate (literacy) and the proportion who have secondary or graduate-
and-above qualifications (higher education). As it is quite undisputed that human capital is
paid for in wages, both variables are expected to have a positive sign in the wage equation.

Also, see Table 6.

Table 6
Returns to Education: Daily wages rates of regular employees in manufacturing
Not literate Literate to middle Secondary Graduate and All
above
20.9 25.1 38.7 60.6 29.8

Source: Sarvekshana 1990, Table 79. Data are in Rs. and refer to urban males (15-59 years) in 1987/88.

The data (Tzible 3) show that the more educated have higher rates of unemployment,
whether the comparison is between literate and illiterate groups (7.3% vs. 1.8% in 1987) or
between more and less educated groups (8.03% vs. 4.85%, in the same year). Thus a

positive sign is expected on these variables in the migration equilibrium condition as well.

23 Based on a mammoth survey of migrants in Ghana, Caldwell (1969) reports that the main reasons
for adult household members remaining in the rural area was family responsibility and possession of a
farm. Neither the wage nor the unemployment rate in the rural sector captures these factors.

24 Table 2 shows that participation rate for 5-15 year olds is about 7% and for people more than 60
years old, it is 48%. So, the above-5 population may be a more relevant base in India than the 15-59

population.
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Data on unemployment rates by age group show that the 15-29 year old group (youth)
experiences by far the highest unemployment rate among the urban population (Table 2).
Thus the proportion of the male population of each state in this age bracket is expected to
gain a positive sign in the migration equilibrium relation when the unemployment rate is the
dependent variable®. A negative sign is expected in the wage equation on the well-
established grounds that wages are an increasing function of age (Mincer, 1974). The
proportion of ‘scheduled castes and tribes’ (SC/ST) in the urban population of the state
(caste) is entered to allow for the possibility that there is either negative or positive
discrimination vis a vis either or both of wages or employment prospects for this group.
Caste is also entered in interaction with poverty incidence in order to investigate the
hypothesis that the impact of caste on unemployment is only because members of the SC/ST
group are poor and so face employment and migration constraints that are peculiar to them.
Causality is usually expected to run from unemployment to poverty. However, under a more
‘structural’ interpretation, it may run the other way. Regions with a higher incidence of
poverty may have lower unemployment rates because the poor can least afford to be
unemployed. Poverty then behaves like a negative benefit rate. It is expected to enter both

structural equations with a negative sign.

Cyclical demand (Ay,,)

Different states may be at different points of the business cycle in the survey years. To
account for this, we have included the growth rate of state net domestic product. It is
expected to take a negative sign in the MEC. If wages are procyclical then Ay will acquire
a positive sign in the wage equation. Were the cycle synchronized across states, it would

be captured by the time dummies in the model.

25 It may also be argued that age enters the structural migration condition because it determines the
likely duration of wage employment, if it is obtained, and therefore the benefit from it (eg., Knight, 1972).
Similarly, education may be expected to encourage migration by raising aspirations (Peil, 1971). This may
be rationalized in terms of information costs.
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4. THE STRUCTURAL FORM ESTIMATES

Both equations are estimated on the reduced sample (1977-87) and the full sample (1972-87)
and with both the daily status (URDS) and the usual status unemployment rates (URDS).
The migration equilibrium condition (MEC) has three incarnations. Two arise under the
equilibrium hypothesis, one each for the inter-state and the intra-state equilibria. The third
arises under the disequilibrium hypothesis, when internal and external variables influence
long run labour market conditions in the urban sector of any state. The unemployment and
wage rates are treated as endogenous and instruments are given by the exclusion restrictions.
In no case does Basmann’s test for overidentifying restrictions reject their validity. All
reported standard errors are corrected for heteroskedasticity, of which there was evidence.
The main result is that two distinct unemployment-wage relations are identified, one positive

and one negative. This is subject to some qualifications, which are discussed.

4.1. The Migration Equilibrium Condition

Refer to Table 7, where we employ the reduced sample and the dependent variable is
URDS. Column 1 reports estimates of the particular equilibrium condition (M,,=M;,) that
arises under the hypothesis of a perpetual disequilibrium (eq.11). Column 2 presents the
condition for a migration equilibrium (M/L=0) within states (rural-urban) and column 3, the
same between states (inter-urban). We first consider the implications of columns 1-3 for the
equilibrium properties of the data and then move on to consider, all at once, the specific

variables of interest in the three equations.

4.1.1. Have we identified a migration equilibrium?

Investigating perpetual disequilibrium: the portmanteau equation

Consider column 1, an estimate of eq.(11). There is a significant positive relation between
unemployment and wages in the urban sector and the amenities take the expected signs. The
ratio of the rural to the urban labour force is also significant. Significance of rural

unemployment and the time dummies suggests that both rural-urban and inter-state
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THE MIGRATIONTI;I:;:JI‘;JBRIUM CONDITION
2SLS estimates based on the reduced sample
Dependent variable=daily status unemployment rate(%)
Three-sector model Two-sector models
M 2) 3)

Variable/ Variant: portmanteau intra-state inter-state
wage 2.48 (2.3) 128 (2.4) 0.69 (0.3)
Wage Push & Amenity
left wing 3.68 (7.9) 490 (5.2)
metropolis (-, n.s.)
public sector 0.19 (2.9) 0.23 (1.0)
Amenity
construction labour 6.00 (4.5) 397 2.4)
casual labour 2.43 (3.7)
regular workers -4.83 (3.6) -1.93 (0.9)
infrastructure (+, n.s)
Rural variables
rural wage (-, ns.) -0.11 (0.4)
rural unemployment 0.17 (4.8) 0.43 (5.9)
landless labour 246 (3.1) 0.69 (2.1)
R/U labour force 0.63 (2.9)
Composition
literacy rate 6.75 (71.9) 6.74 (2.9)
youth (15-29 yrs) (-, n.s.)
caste -1.54 (29) -0.44 (0.6)
Aln (NDP) -7.61 (3.6) -10.6 3.1)
Wald(time dummies) 45.5/2 (0.0) n.a. 39.5/2 (0.0)
Adj.R, [N] 0.95 [42] 0.79 [42] 0.90 [42]
Root MSE 0.010 0.014 0.015
F-statistic 79.07 (0.0) 15.6 (0.0) 29.3 (0.0)
Basmann’s F 0.73 (0.40) 0.56 (0.65) 0.78 (0.32)
Note: The sample mean of the dependent variable, URDS, is 9.48% and its standard deviation is 4.55.

migration contribute to shaping labour market outcomes in the urban sector’®. These

results support the hypothesis of perpetual disequilibrium and argue against the hypothesis

26 The time dummies proxXy the aggregate variables relevant to inter-state migration, namely U, W and
A.
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of a global equilibrium (Section 2.2.1.2). If there were a global equilibrium, identifiable by
either (6) or (7), then estimates of (11) would produce an insignificant coefficient on the
rural-urban labour force ratio. Further, the existence of an inter-urban equilibrium would
imply the insignificance of the rural variables in (11) once aggregate variables are held

constant by the inclusion of time dummies.

Rural-urban equilibrium: the Harris-Todaro equation

We now investigate the intra-state equilibrium described by equation (7). By the argument
in Section 2.2.1.2, this is what maintains the disequilibrium between urban regions. Column
2 sets out a log-linearized Harris-Todaro equation released of the risk-neutrality assumption
and, more generally, of unit restrictions on the coefficients. This model is devoid of non-
economic migration drivers. However, in the absence of data on rural amentities, this naive
model is preferred to an alternative that includes only urban amenities®’. The results point
to a well-determined equilibrium. The positive relation of urban unemployment and wages
is significant, and steeper than in the portmanteau equation. The rates of rural
unemployment and ‘landlessness’ are both significant. Agricultural productivity, a proxy for
the rural wage, has the expected sign but is insignificant. This may be on account of these
data being particularly noisy (see Section 3.3.5). The unit coefficient restrictions of the

original Harris-Todaro model are not upheld by the data.

Inter-state equilibrium

Although the evidence is consistent with perpetual disequilibrium (eq.11), for completeness
we estimate the model that derives from positing an inter-state equilibrium (eq.6). Column
3 is obtained by dropping the rural variables (U, W, and also labour forcegyy,,,) in column
1. As the urban wage is no longer significant, we cannot accept the null hypothesis of
equilibrium. Disequilibrium causes the persistence of non-zero migration. Thus, estimation

of (6) implies omission of the migration rate, (M/L),. Although we do not have migration

27 We might have retained the urban amenities and compositional variables if it were the case that the
rural sectors of all Indian states are very similar, for then these omitted rural variables could have been
picked up by an equation constant. But this is not the case.
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data, it follows from the intuition underlying (5) that corr(U,, M/L,)<0 and corr(wg,
M/L,)>0, so that the wage coefficient is biased towards zero. The index of infrastructure
was insignificant in the portmanteau equation but becomes significant once the rural
variables are dropped. So, it counts as an amenity in inter-state migration but is obscured
in the presence of rural-urban migration, which is unsurprising because it is an index of

rural and urban infrastructure (see Section 3.3.4).

Conclusion

The alternative structural forms describing migration behaviour are summarized in Table
8. On balance, we favour the hypothesis of perpetual disequilibrium as a description of the
processes at work and conclude that while an inter-state equilibrium does not seem to
obtain, the data are consistent with a rural-urban equilibrium. Suppose inter-urban
disequilibria are due to barriers to migration rather than to our favoured explanation of
countervailing rural-urban flows. Then, the rural-urban equilibrium in any state would be
undisturbed by what happens outside it and the equilibrium condition would be one of zero
net migration between rural and urban areas. Therefore, the aggregate variables and the

rural-urban labour force ratio would be insignificant in column 1, which is not what we

observe.
Table 8
Stylized Forms of the Alternative Long Run Supply Curves
Variables portmanteau inter-state intra-state
Urban wage (W,) yes yes yes’
Urban amenities (A,) yes’ yes® no
Aggregate variables (time dummies,) yes' yes' no
Rural variables (U,, and W) yes™ no yes’
Rural-urban labour force ratio (labour forcegyy,,) yes’ no no
Notes: yes indicates that the variables are included and an asterisk indicates that they are significant.

4.1.2. Variables that shape the long run supply curve
We now look more closely at the preferred equation in col.1 of Table 7. Though this
describes a perpetual disequilibrium, we shall henceforth refer to it as the migration

equilibrium condition or MEC since it does derive from equality of a certain pair of
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migration flows (Section 2.2.1.2). A positive wage differential of 10% is associated with
a positive unemployment rate differential of 0.25 percentage points or 2.6%°, the residual
variation in unemployment being largely explained by regional amenities and the structure

and attributes of the regional labour force.

Amenities that are significant have the expected signs. States with left wing governments
and a concentration of public sector capital attract greater in-migration than others. These
are the only clear amenity effects. Further candidates are the proportion of construction and
casual workers in the urban work force. While these may be amenities signifying ease of
entry to migrants, they may alternatively be compositional variables marking out the fact
that such workers are prone to spells of unemployment between contracts. Or, by (17), they
may be interpreted as components of the urban wage. In any case, it is clear that the
migration condition has different intercepts for different work force categories and the signs
on these are intuitive. For instance, the more regular workers in the work force, the less

underemployment there will be. Metropolis and infrastructure are insignificant.

Other than, possibly, construction and casual, the only significant compositional effects flow
from caste and literacy. States with a higher fraction designated as ‘lower’ castes have lower
unemployment. This can be interpreted as a reflection of lower reservation wages in this
group”. Survey evidence (Mehta, 1988) indicates that this group earns below-average
wages, works long hours, and constitutes a major fraction of the urban poor. An interaction
term between low-caste and poverty incidence was included and it appeared as positive but
insignificant. States with more literate populations are associated with higher unemployment.
The two states at the top of the unemployment ranking, Kerala and West Bengal, have two

of the most literate populations. However, literacy is significant even though a dummy for

28 Recall that the unemployment rates are not logged but the wage and other variables are. The sample
mean of the unemployment rate (URDS) is 9.8% (reported in the Tables).

2 The mobile are choosers. If ‘low caste’ people are relatively immobile on account of poverty or
inadequately developed ‘contacts’, then changes in local demand conditions will impact relatively strongly
on their wages (price adjustment). The more mobile will migrate out of the region (quantity adjustment).
See Topel (1986) for a generalization of this idea.
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these states (left-wing) is included. It may be seen as reinforcing a queueing notion of
unemployment with the literate being more choosy. Alternatively, if the literacy rate is
highly correlated with the provision of educational facilities, then it may be interpreted as
an amenity on the grounds that migrants plan for the education of their children. Age,
poverty and higher education are insignificant. Finally, states with rapidly growing NDP
(Ay) have lower unemployment rates. This variable reflects the fact that different states are

at different points of the business cycle in any year.

The state of the rural labour market has a significant impact on the conditions of urban
workers. The rural unemployment rate is highly significant and landless has an independent
well-determined effect. Rural population density has a positive sign but it is not well
determined. This may be because of the positive association of land-productivity and
population density in rural areas, which implies that crowding does not necessarily lower
average incomes for the rural population. No measure of the rural wage is significant in
column 1, but in column 2, agricultural labour productivity borders on significance and has
the expected negative sign. Alternative measures of the wage are even less well-determined.
Finally, states with a higher rural-urban labour force ratio (LFg,;) have significantly more

urban unemployment.

4.1.3. Some variants of the MEC

(i) The daily status unemployment rate (URDS) used so far is the broader measure, including
underemployment in addition to the longer-term unemployment picked up by the wsual
status rate (URUS). However, state differentials in URUS have the properties of persistence
and slow convergence depicted by URDS (Table 1). Table 9 presents estimates of (11)
using URUS, along with the analogous URDS equation (cols. 4 & 3). The equilibrium
relation between unemployment and the wage is steady against this variation, the implied
elasticity being 0.29 as compared with 0.26%. Other differences between the two equations

are discussed in Section 5. (ii) Investigation of the MEC on single cross sections revealed

3 The sample mean of URUS is 5.9% and mean URDS is 9.5%.
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Table 9

MAIN RESULTS: THE STRUCTURAL EQUATIONS ON THE REDUCED SAMPLE

Dependent variable
wage

URUS

URDS

Wage Push
productivity

strikes

Wage Push & Amenity
left wing

metropolis

public sector
Amenity
construction labour
casual labour
regular workers
infrastructure

Rural variables
rural wage

rural unemployment
landless labour

R/U labour force
Composition
literacy rate

higher education
youth (15-29 years)
caste

Aln (NDP)
Wald(time dummies)
Adj.R, [N]

Root MSE

F statistic
Basmann’s F

Dep. variable mean (s.d.)

The wage equation and the migration equilibrium condition: 2SLS estimates

¢))

wage

-2.50 (5.7)

047 (5.2)
-0.014 (0.6)

0.35 (5.3)
0.16 (3.6)

0.003 (0.2)

(+, ns.)
0.18 (1.2)
-1.90 (7.2)
(+, n.s.)
0.82 (2.8)
20.4/2 (0.0)
0.85 [42]
0.108
30.17 (0.0)
0.87 (0.52)
3.58 (0.27)

@

wage

-4.70 (4.6)

0.52 (5.9)
-0.027 (1.0)

0.40 (4.5)
0.18 (3.6)
0.01 (0.6)

(+, n.s)
(+, ns)
2.16 (8.1)
(+, n.s.)
0.83 (2.9)
16.1/2 (0.0)
0.83 [42]
0.114
21.31 (0.0
0.57 (0.64)
3.58 (0.27)

©))
URDS
2.48 (2.3)

3.68 (7.9)

(-, n.s.)

0.19 (2.9)

6.00 (4.5)
243 (3.7)
-4.83 (3.6)

(+, n.s)

(- ns.)

0.17 (4.8)
246 (3.1)
0.63 (2.9)

6.75 (1.9)

(- n.s.)
-1.54 (2.9)
761 (3.6)
45.5/2 (0.0)
0.95 [42]
0.010
79.07 (0.0)
0.73 (0.40)
9.48 (4.55)

@
URUS
1.71 2.2)

246 (6.3)

(-, ns.)

0.29 (5.1)

1.88 (2.1)
(+, n.s.)
-1.04 (1.1)

(+, n.s.)

(-, n.s.)
0.19 3.1)
129 2.7)
0.56 (3.4)

1.85 (2.0)

(-, ns.)
-0.63 (2.6)
412 (2.4)
22.1/2 (0.0)

0.90 [42]

0.009
37.7 (0.0)
0.48 (0.62)

591 (2.57)

Notes: The reduced sample=14 states X 3 years, R/U is rural/urban, URDS=daily status and URUS=usual status unemployment
rate. Unemployment rates are in proportions in col.1 & 2 and in percentages in col.3 & 4.
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Table 10

THE STRUCTURAL EQUATIONS ON THE FULL SAMPLE
The wage equation and the migration equilibrium condition: 2SLS estimates

Daily status unemployment (URDS)

@
Variant: migration condition
wage 0.98 (0.7)
URUS
URDS
Wage Push
productivity
strikes
Wage Push & Amenity
left wing 352 4.1
metropolis
public sector 0.29 (2.6)
Amenity
construction labour 4.78 (3.6)
casual labour 1.19 (1.8)
regular workers -549 (3.2)
infrastructure
Rural variables
rural wage
rural unemployment 0.25 (3.6)
landless labour 2.22 (3.0)
R/U labour force 0.72 (1.7)
Composition
literacy rate 5.49 (3.7)
higher education
youth (15-29 yrs)
caste 213 2.7)
Aln (NDP) -3.52 (1.9)
Wald(time dummies) 9.5/3 (0.0)
Adj.R, [N] 0.92 [56]
Root MSE 0.013
F statistic 65.0 (0.0)
Basmann’s F 0.76 (0.37)
Dependent variable 9.48 (4.55)

mean (s.d.)

@

wage-setting

-2.80 (9.0)

0.45 (6.5)
-0.020 (0.7)

034 (7.5)
0.13 (4.0
0.001 (0.1)

0.12 (1.2)
-1.82 (9.5)

048 (1.7)
21.0/2 (0.0)
0.85 [56]
0.100

32.4 (0.0)
0.87 (0.52)
3.58 (0.27)

Usual status unemployment (URUS)

3
migration condition

128 (2.3)

2.50 (8.2)

031 (7.2)

1.98 3.4)

-1.22 (1.7)

0.17 (3.4)
1.56 (5.7)
058 (3.1)

1.88 (2.1)

-0.53 2.0)
213 (1.2)
25.7/3 (0.0)
0.90 [56]
0.009

41.0 (0.0
0.49 (0.62)
591 (2.57)

@

wage-setting

-0.052 (8.6)

0.52 (6.3)
-0.031 (1.0)

0.39 (5.8)
0.16 4.0
0.017 (0.9)

(+, n.s.)
0.18 (1.5)
-2.16 (12.1)
(+, n.s)

0.58 (2.0)

0.83 [56]
0.113

25.1 (0.0)
0.55 (0.65)
3.58 (0.27)

Note: The full sumple has 14 states observed over the 4 years, 1972, 1977, 1983 and 1987.

37




Table 11

VARIANTS OF THE MIGRATION EQUILIBRIUM CONDITION

Variable/ Variant:

wage

URDS

Wage Push & Amenity
left wing
metropolis

public sector
Amenity
construction labour
casual labour
regular workers
infrastructure

Rural variables
rural wage

rural UR

landless labour

R/U labour force
Composition
literacy rate

higher education
youth (15-29 yrs)
low caste

Aln (NDP)
Aggregate variables
India wage

India UR
Wald(time dummies)
Adj.R, [N]

Root MSE
F-statistic
Basmann’s F

Dep var mean (s.d.)

@)

original portmanteau
model

248 (2.3)

3.68 (7.9)
(-, n.s.)

0.19 2.9)

6.00 (4.5)
243 (3.7)
-4.83 (3.6)

(+, ns.)

(-, ns.)

0.17 (4.8)
246 3.1
0.63 (2.9)

6.75 (1.9)

(-, n.s.)
-1.54 2.9)

-7.61 (3.6)

45.5/2 (0.0)
0.95 [42]
0.010
79.07 (0.0)
0.73 (0.40)
9.48 (4.55)

2SLS estimates based on the reduced sample
Dependent variable=daily status unemployment rate

@

replace v, with
aggregate variables

248 (2.3)

3.68 (7.9)
(-, n.s.)

0.19 2.9)

6.00 (4.5)
243 (3.7)
-4.83 (3.6)

(+, ns.)

(- ns.)

0.17 (4.8)
246 (3.1)
0.63 (2.9)

6.75 (71.9)

(-, n.s.)
-1.54 2.9)
-7.61 (3.6)

-2.75 (1.4)
232 (L.7)
45.5/2 (0.0)'
0.95 [42]
0.010
98.9 (0.0)
0.71 (0.43)
9.48 (4.55)

(&)

Dependent variable=
wage

6.70 (2.1)

-0.20 (1.4)

-0.008 (0.3)

-0.87 4.1)
-0.020 (0.1)
1.15 (5.6)

-0.014 (1.8)
-0.37 3.1)
0.13 (2.7)

-0.51 (2.1)

025 22)
0.83 (1.8)

56.5/2 (0.0)
0.83 [42]
0.126

334 (0.0
0.90 (0.10)
3.58 (0.27)

Note: The unemployment rate is expressed in proportions in columns 1 and 2 and in percentages in
column 3. (*): this is the Wald test of the joint significance of India-wage and India-UR.
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that the unemployment-wage relation was significantly different in 1972 as compared with
the later three years and this motivated us to work with the reduced sample (Section 3.1).
Estimates of the portmanteau equation obtained with the full sample are reported in Table
10 (cols. 1& 3). URUS continues to produce a well-determined equilibrium curve but URDS
can no longer be explained in terms of the equilibrium condition underlying perpetual
disequilibrium. (iii) Although inclusion of the left wing dummy should have taken care of
outlier effects, we have re-estimated the MEC with Kerala excluded from the sample (refer
Table 1) and we find that none of the estimated parameters is significantly changed. This
confirms that it alone is not driving the results. (iv) Now refer to Table 11. In column 1,
for reference, is the portmanteau equation from column 1 of Table 7. Column 2 reports the
same equation with time dummies replaced by the aggregate wage and unemployment rates
that they were intended to proxy. The idea is to check whether the signs on these aggregate
variables are consistent with inter-state migration from high to low unemployment regions.
We find that, as expected, the aggregate or ‘outside’ wage has a negative sign and the
outside unemployment rate, a positive sign. (v) Since (11) is an equilibrium relation, a
positive wage-unemployment relation should show up irrespective of which of the two
variables is on the left hand side. Indeed, when the wage is the dependent variable, the
unemployment rate has a sharp positive coefficient and the amenities reverse their signs
(column 3). Positive amenities now imply negative compensating differentials in the wage.
Comparison of this equation with the wage-setting equation discussed below emphasizes that

we have two distinct structural relations.

4.2. The Wage-Setting Equation

4.2.1. The basic equation
The basic equation using the daily status unemployment rate and the reduced sample is
reported in column 1 of Table 12*'. The regional unemployment rate (URDS) has a large

and significant negative impact on the regional factory wage. Thus there do exist two

31 Note that while UR is entered in percentages in the MEC it is expressed in proportions in the wage
function.
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distinct wage-unemployment relations and they can be identified once they are appropriately
specified. Moreover, contrary to popular opinion, factory workers are not entirely insulated
from conditions on the market outside. The elasticity of wages with respect to the

unemployment rate is -0.24%.

Although a full set of state dummies is not included here, we have allowed for a range of
composition effects that are virtually state fixed effects. We investigate the seriousness of
neglecting to control properly for state effects by using the state dummies as instruments
for unemployment in the specification that does not include them as regressors. If in fact
they should have been in the wage equation then the Basmann test will reject the instrument
set. However, the probability associated with Basmann’s test (62%) is well out of the range
of such suspicion, although it is acknowledged that the Basmann test has a tendency to over-
accept (SAS Institute Inc., 1993). The wage equation is estimated on a longer panel of
annual data in Chapter 3 and true coefficients on variables other than the unemployment
rate are obtained. In this chapter, we concentrate on unemployment, for which annual data
do not exist, and we must regard -0.24 as an upper bound on the true elasticity. Regional
productivity, left-wing and metropolis have a significant positive impact on the wage. Strikes
is insignificant as long as metropolis is in the model. Since union activity is the more
conventional wage pressure variable, this lends support to our categorization of metropolis

as a wage pressure variable. The other effects are discussed in Section 5.

4.2.2. Alternative specifications of the wage-setting equation

(i) In Table 9 (col.2), we report a wage-setting equation estimated with unemployment
measured by the usual status unemployment rate (URUS). The unemployment elasticity is -
0.28 instead of -0.24 and there is little change in the other coefficients. (ii) Recall that
investigation of the temporal stability of the slope coefficients in both structural equations
demonstrated that the negative wage-unemployment relation is not significantly different

between the years. Wage equations estimated on the full sample are in Table 10 (col.1 and

32 The sample mean of URDS is 0.095.

40



Table 12
THE WAGE-SETTING EQUATION
2SLS estimates based on the reduced sample
Dependent variable=In(wage)
Unemployment is measured by daily status
@ 2 3
Variant: original model replace vy, with aggregate include state fixed
variables effects
URDS -2.50 (5.7) -2.97 (5.5) -1.70 (1.8)
Wage Push
productivity 0.47 (5.2) 045 4.7)
strikes -0.014 (0.6) -0.025 (1.0)
Wage Push & Amenity
left wing 035 (5.3) 035(5.4)
metropolis 0.16 (3.6) 0.18 (4.4)
public sector 0.003 (0.2) -0.022 (1.1)
Composition
literacy rate (+, n.s)
higher education 0.18 (1.2) -0.25 (1.5)
youth (15-29 yrs) -1.90 (7.2) -1.04 (4.6)
low caste (+, n.s.) (+, n.s.)
Aln (NDP) 0.82 (2.8) 0.59 (1.7)
Aggregate varibles
India wage 0.35 (1.9)
India UR -1.74 (0.6)
Wald(time dummies) 20.4/2 (0.0) 29/2 (0.0)
Adj.R, [N] 0.85 [42] 0.84 [56] 0.90 [56]
Root MSE 0.108 0.119 0.057
F statistic 30.17 (0.0) 51.0 (0.0) 70.1 (0.0
Basmann’s F 0.87 (0.52) 0.87 (0.52) 0.87 (0.62)
Notes: The mean log wage is 3.58 and its standard deviation is 0.27. The unemployment rates are expressed as
proportions rather than percentages.

2). Given a proportionally large gain in degrees of freedom, the estimates are better
determined than on the reduced sample. (iii) The time dummies, which pick up aggregate
variables, aré jointly significant at 1% (col.1, Table 12). In col.2, we drop the time dummies
in the full-sample equation and replace them with the aggregate unemployment rate (India

UR) and the aggregate wage (India wage) (col. 2). The aggregate wage is significant,
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indicating the importance of factors driving some uniformity in pay between regions. For
example, firms with establishments in different states may set wages in both states in
accordance with their profits. The aggregate unemployment rate is completely insignificant,
which may be interpreted to mean that there is an effective labour market at the level of the

state and the notion of such an entity at the aggregate level is undermined.

(iv) As argued earlier, omission of the state fixed effects is unlikely to have serious
consequences since we have controlled for what we believe are the most important
compositional effects. Nevertheless, in column 3, we report the unemployment coefficient
obtained in an equation with a full set of state fixed effects in addition to year effects. The
unemployment coefficient is smaller and only just significant. The implied elasticity is -0.16.

Most other effects in the original equation are wiped out upon inclusion of the 13 dummies.

Table 13
THE UNEMPLOYMENT EFFECT ON WAGES
Estimates for different countries
Country {(-) unemployment Country (-) unemployment
rate coefficient rate coefficient
Japan 6.40 Ireland” 0.80
India URDS URUS Denmark 0.66
with compositional effects: 2.50 4.70
with state dummies: 1.70 1.30
Sweden 2.31 Netherlands® 0.66
France 2.22 Belgium’ 0.65
Italy 2.07 Australia 0.56
Norway 1.96 Germany® 0.55
New Zealand” 1.71 Canada 0.50
Austria 1.43 Finland” 0.48
Switzerland” 1.32 USA 0.32
UK 0.98 Spain 0.17
Notes: Adapted from Layard, Nickell and Jackman (1991), Chapter 9, Table 2, p.406. All figures derive
from regressions of the log wage on the unemployment rate (in proportions) and other variables. () denotes
countries where the log of the unemployment rate appears in the wage equation, in which case the reported
coefficients are got by dividing the obtained elasticity by the sample mean of the unemployment rate. The
figures for India are based on the author’s estimates. URDS=daily status and URUS=usual status
unemployment rate (Section 3.3.1).

While -0.16 is probably closer to the correct value than -0.24, it may be an under-estimate,
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the true elasticity being difficult to identify without a longer time series. In any case, this
estimate is considerably larger than that for a large sample of industrialized nations but
smaller than that for Japan® (Table 13). We do not have other estimates for India or any
for other less-industrialized countries. The size of the unemployment elasticity depends on
two things. One is how well the prevailing unemployment rate represents the difficulty that
a new entrant to the pool of unemployed will face in finding a job. It may be an inadequate
representation if recruitment from the pool is not random, and there is some evidence that
Indian employers tend to hire relatives of current workers (Lal, 1989). The other is the
extent to which the prospect of job loss tempers wage demands. This will be modified by
factors like the degree of job security and of risk aversion. Job security provisions in Indian
factories are deemed to be exceptionally strict by international standards (Fallon and Lucas,
1993)*. The appearance of such a large elasticity in spite of these factors suggests the
following: The scope and effectiveness of the job security law is fairly small, Indian
workers are rather risk averse and/or that there is sufficient turnover and recruitment on the

‘open market’ that the unemployment rate reflects job prospects.

5. THE REDUCED FORM ESTIMATES
The reduced forms implied by the structural forms estimated in Section 4 are set out in

Table 14. They have high explanatory power and tell a rather interesting story.

5.1. What explains regional unemployment?

Reduced form equations for daily (URDS) and usual (URUS) status unemployment are
reported in columns 1 and 2, comparison across which provides some useful insights. The
unemployment rate in any region is a function of amenity, rural, wage push and

compositional variables. The ‘left wing states’ of Kerala and West Bengal have an

33 Japan resembles India in having a large unorganized sector and, associated, large numbers of people

readily available for organized sector jobs. Also, benefits in Japan cease after six months.

34 Recall that the wage here is the factory wage. Job security provisions came into effect in 1979 and

from then, until 1982, they applied only to firms with more than 300 workers. Since 1982, they apply to
firms with more than 100 workers. However, the vast majority of firms have less than 100 workers (eg.,

ASI, 1987).
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Table 14
REDUCED FORM ESTIMATES
Explaining unemployment and wage rates
OLS estimates on the reduced sample
) 2 3
Dependent variable: URDS URUS wage
Wage push
productivity -0.99 (3.0) -0.25 (0.9) 0.25 (3.6)
strikes -, N.S. -, 5. -, N.S.
Wage push & Amenity
left wing 3.18 9.2) 2.49 (6.2) 0.10 (2.2)
metropolis 2.36 (3.9) 0.89 (1.4) 0.28 (4.3)
public sector 0.23 3.0 0.31 (5.4) -0.003 (0.2)
Amenity
construction labour 3.61 (7.7) 0.82 (1.7) -0.35 (3.9)
casual 4.81 (12.1) 1.06 2.7) 0.084 (1.4)
regular -4.30 (3.1) -0.30 (0.3) 0.19 (1.0
infrastructure +, n.s. +,0.5. -, .S,
Rural variables
rural wage -, LS. -, LS. +, n.S.
rural unemployment 0.088 (2.6) 0.14 2.1) -0.012 (2.1)
landless 1.22 (4.5) 0.46 (1.5) -021 3.7)
R/U labour force 248 (7.1) 1.03 (1.9) 0.22 (3.3)
Composition
literacy 7.07 (7.0) 241 (3.1) -0.032 (0.3)
higher education +, D.S. +, n.s. +, n.s.
youth (15-29 yrs) 56 3.7 -2.67 (0.8) -0.96 (2.2)
caste -, LS. -, LS. +, n.s.
Aln (NDP) -10.95 (9.7) -5.38 (3.6) 0.68 (3.9)
Adj. R* [N] 0.98 [42] 0.93 [42] 0.94 [42]
Root MSE 0.74 0.86 0.085
Wald (TD) 36.3/2 14712 75.312
Wald (RHS) 46722/13 600263/13 30592.4/13
Dependent var mean (s.d.) 9.48% (4.55) 5.91% (2.57) 3.58 (0.27)
Notes: Given 14 states, the data cannot support more than 13 independent variables. Therefore, the least significant variable
in the reported equation was dropped so that one of the excluded variables could take its place. By this method, we obtained
the signs on the excluded variables, all of which are insignificant (or ‘n.s.”). See notes to Table 9.

unidentified factor that results in unemployment being 3.2% points higher than in other

states after controlling for a host of likely influences. One need not draw the conclusion that
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‘left wing’ is ‘bad’ since, in India, there are worse states of being than unemployment.
Moreover, the results indicate that the unemployed gain some utility from staying on in the
left wing states. This greater utility may arise from the relatively high development and
spread of social infrastructure in them, which is an amenity that we are unable to measure
effectively”. Literacy is an amenity if the literacy rate reflects access to educational
facilities. Alternatively, it may be interpreted as reinforcing a queueing model wherein the
literate have higher aspirations and so longer search periods®. In either case, its positive
sign confirms the supply interpretation against a demand-driven story. The role of public
sector concentration in our model appears to fit the experiment that inspired Harris and
Todaro (1970). It was demonstrated in Nairobi that efforts to reduce unemployment by
creation of vacancies in the city resulted in a rise in unemployment. Our results suggest that
the public sector attracts ‘wait unemployment’. A similar idea has been proposed by Lal
(1988) in a study of recent employment exchange data and by Krueger in her

characterization of rent-seeking for good jobs in India (Krueger, 1974).

Unemployment measured by daily status (URDS) is, ceteris paribus, 2.4% points higher in
the metropolitan states than elsewhere. From our structural form estimates we know that this
effect works through wages. The effect on URUS is insignificant. A further wage push
effect on unemployment that, again, tells only on the underemployment rate is productivity.
It is expected to be positive but is negative, which suggests that it may be proxying an
uncontrolled compositional effect. By both measures, high unemployment is associated with
a prevalence of casual and construction jobs, though the elasticities are considerably larger
for URDS. Not surprisingly, there is a strong negative association of URDS with the share

of regular jobs. In 1987, only 44% of urban jobs were regular, the fraction ranging from

35 Infrastructure was created to pick up this effect. However, it is is an index that amalgamates various
social and economic variables pertaining to rural and urban areas of the states. So, highly developed
irrigation systems in one state may counteract educational and health facilities in another. Future work
might include more disaggregated indices of infrastructure.

36 Unfortunately, there are no data on unemployment durations.
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33% in Uttar Pradesh to 55% in Maharashtra®. Of the remaining workers, 12% are casual
and 40% are self-employed workers (Sarvekshana 1990, Statement 6). Though the evidence
is not conclusive, the labour market appears to be segmented by these work force categories
and the relative sizes of the segments are different across states. So, it is important to
control for this heterogeneity. Other aspects of heterogeneity in the work force are literacy
and age. Relatively literate and relatively young populations have higher unemployment
rates. As discussed, literacy may be an amenity or a compositional effect (for the latter, see
Table 3). Controlling for literacy, higher education is insignificant. This is of some interest
given the view that much of urban unemployment in India is graduate unemployment (Blaug
et al, 1969), a view that lives on: ‘But then we have yet to see empirical work which
demonstrates that urban unemployment rates are extremely high except for particular groups
-mainly educated labour- for which specific analysis and diagnosis are called for’
(Mazumdar 1984, p. 174). Since 73% of urban males were literate in 1987 (Sarvekshana,
1990), I would not put them aside as a particular group. The age effect is evidently
compositional (see Table 2). As it is only significant in the URDS equation, it appears that
the young experience higher turnover than older workers. The negative caste effect that

appears in the structural equation is not significant in the reduced form.

In addition to “political’ (left wing and public sector) and ‘structural’ (metropolis, job types)
features of the state and attributes of its labour force (age, literacy), its rural conditions are
significant determinants of its urban unemployment rate. On average, the rural
unemployment rate in India is 7.4% (Table 15) and therefore cannot be assumed away as
in the naive Harris-Todaro model. Inter-state variation in rural UR is also substantial and
so the intercept in a cross-sectional equation cannot be expected to control for it. While
rural unemployment rates have a positive impact on both measures of unemployment, the
proportion of the agricultural labour force that is landless raises URDS but not URUS, an

intuitive result. The landless appear to be more mobile and to settle for irregular jobs in the

37 Qur estimates show that more regular jobs imply less unemployment, ceteris paribus. Since Uttar
Pradesh has the lowest unemployment rate among all states, it is striking that it has the least regular
employment. This observation underlines the importance of controlling for other factors.
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urban sector. Measures of the rural wage are insignificant, possibly on account of its
mismeasurement. Our estimates also show that urban unemployment is relatively high in
states where the rural labour force is large relative to the urban. Finally, in an attempt at
isolating the long run equilibrium rates of unemployment, we purge the data of cyclical
effects. We find that there is a sharp cyclical effect on unemployment, and this is
significantly larger for URDS than for URUS. This is of interest because it establishes that
cyclical changes impact much more on underemployment than on unemployment, which is

consistent with underemployment characterizing the more flexible jobs in the economy.

TABLE 15
RURAL MALE UNEMPLOYMENT RATES BY DAILY STATUS
State 1972/73 1977/78 1983 1987/88 State 1972/73 197777 1983 1987/88
8
Andhra Pradesh 6.4 8.2 7.9 4.9 Orissa 7.1 7.5 7.8 5.0
Assam 22 1.6 3.5 42 Punjab 4.4 52 7.0 38
Bihar 89 7.6 7.1 37 Rajasthan 53 3.1 3.5 59
Gujarat 6.4 6.2 52 47 Tamil Nadu 94 149 17.6 84
Haryana 33 6.9 6.7 8.3 Uttar 3.0 4.0 37 3.0
Pradesh
Karnataka 7.4 7.7 6.6 2.5 West 8.5 9.3 144 4.6
Bengal
Kerala 23.0 25.0 243 16.7 Chandigarh N.A N.A. 51 1.5
Madhya Pradesh 24 24 2.1 23 Delhi 59 8.7 11.2 0.9
Maharashtra 7.2 59 6.3 2.9 INDIA 6.6 7.1 7.5 4.6
Notes: Daily status is defined in the Data Appendix. Sources: NSS Report, Number 255A (1976), Table 13; Sarvekshana, July-
October (1981), Table 14R; Sarvekshana, April (1988), Table 25; and Sarvekshana, Sept. (1990), Statement 41.

5.2. What explains the level of the regional wage?

Wage determination is discussed in fuller detail in the following chapter, where we are able
to isolate fixed state effects on wages from time-varying industry-state and state effects.
Therefore the discussion here is brief. There is a well-determined negative age effect on
wages but, somewhat surprisingly, no effect from literacy. Neither is there any evidence that
the caste composition of the state matters. Average factory sector productivity is a

significant determinant of the average factory wage. Its reduced form elasticity is 0.25 as
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compared with a structural form elasticity of about 0.50. Controlling, amongst other things,
for productivity and literacy, wages are 28% higher in metropolitan states. So, there appears
to be a city-size effect that, like the firm-size effect (Section 3.1, Chapter 3), is not readily
explained. However it may be argued to reflect industrial and skill composition and/or the
greater facility for worker organization in big cities (see Section 3.3.2). A further dummy
effect that is difficult to explain arises from left wing. The average factory worker stepping
across the border from West Bengal to Bihar or from Kerala to Tamil Nadu stands to lose
a wage premium of about 10%, other things being equal. Working through the
unemployment rate are a positive impact on wages of the rural relative to the urban labour
force and negative effects from the share of construction workers in the urban sector as well
as from rural unemployment and landless. Casual and regular are insignificant. Contrary
to popular opinion, there is no evidence here that the public sector pays higher wages, at

least once other things are held constant. Finally, wages appear to be procyclical.
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6. CONCLUDING REMARKS

This study was motivated by the phenomenon of large and stable disparities in
unemployment rates across the Indian states. The question is approached by investigating
the equilibrium properties of the data. The chapter has three main parts. The first is the
development of the theoretical and empirical models. This is followed by identification of
the structural forms and that, by an explanation of unemployment and wage rates based on

the estimated reduced form parameters.

The analysis is based on a model of the long run equilibrium in a regional labour market.
The long run is a period long enough to permit migration and the urban sector of any state
shares ‘migration routes’ with its rural hinterland and with the urban sectors of other states.
In this three-sector framework, we have investigated the alternative hypotheses of global
equilibrium and perpetual disequilibrium. The evidence favours the latter. In other words,
the slow convergence of urban unemployment rates across India appears to arise on account
of the interaction of every urban labour market with its rural counterpart. The rural sector
has a large reserve of labour and the urban sector is unable to ‘run away’ from its rural
sector. This, we assume, is because rural-urban migration within states is more rapid than
inter-state urban-urban migration. Some support for this assumption is gained by
identification of a no-arbitrage condition between the rural and urban labour markets. Were
barriers (or costs) to rural-urban migration significant, the condition would give a band

rather than a line and our estimates would have been poorly determined.

The rural-urban equilibrium is identified by estimation of a generalized Harris-Todaro
model. Given the importance of this construct in the literature on less industrialized
economies, well-determined estimates of it are of some independent interest. Like Harris and
Todaro, we neglect to control for amenity differentials because we do not have the required
data. Our claim that there exists a rural-urban equilibrium is robust to this omission.
Controlling for the amenity differential would strengthen the positive unemployment-wage

relation. Yet, future work in this direction might obtain some measures of rural and urban
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amenities from, for example, the decennial census. We have also estimated an inter-state
migration equilibrium condition but we find no evidence there of the unemployment rate in
a state being systematically related to its pecuniary opportunities. Instead, there is a
disequilibrium between states but, by the foregoing argument, we can do better than relegate

the explanation of this to migration barriers between states.

An equilibrium curve is obtained under the perpetual disequilibrium hypothesis by setting -
the volume of migration in from the rural sector equal to the volume of migration out to
other urban sectors®. In the regional labour market, there is, in addition, a wage-setting
curve that determines where along the migration equilibrium curve the labour market
equilibrates. An important aspect of this analysis is that we are able to identify both the
wage function and the migration equilibrium condition. Within any region, a 1% point rise
in the unemployment rate causes the wage to fall by an amount that lies between 1.7 and
4.7%*. At the same time, if a region sports a positive wage differential of 10%, it attracts

‘wait’ unemployment of the order of 0.25% points®.

The long run unemployment rate in a region is determined by wage-setting behaviour in the
region and by migration between regions. The reduced form unemployment equation shows
that long-run differentials in unemployment rates between regions can be explained in terms
of differential wage-push, productivity, amenities, and labour-force composition. All of these
factors exhibit considerable variation across the Indian states. The variables that contribute
significantly to explaining unemployment are left wing, public sector, literacy, rural

unemployment, rural/urban labour force and the proportion of casual and construction

3 The empirical translation of this curve encompasses the terms that appear in the intra and inter-state

migration equilibrium conditions.

3 More precisely, the usual status unemployment rate causes the wage to decline by 1.3-4.7% and the

daily status rate by 1.7-2.8%. The smaller number in each case is the estimate obtained with a full set of
state dummies in the model and the larger number is that obtained when a set of compositional variables
is included. Unfortunately, in the absence of a longer time series on unemployment rates, it is not possible

to be more precise than this.

40 There is enormous regional variation in wages (Section 2.1, Chapter 3).
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workers in the urban sector (variables defined in Data Appendix). Additional variables that
impact only on the broad measure of unemployment, that includes underemployment, are
metropolis, age and the proportions of regular urban workers and landless rural workers.
These results are obtained after controlling for aggregate influences on the urban
unemployment rate and for the fact that cyclical movements of NDP are not perfectly
synchronized across states. In the reduced form wage equation, wage pressure variables have
a positive impact and amenities appear as negative compensating differentials. Wages are
higher in left-wing, metropolitan and high-productivity states. Interestingly, the public sector
does not pay relatively high wages. Working through the migration condition, construction
labour, rural unemployment and landless have a depressing influence on wages and there
is a negative compositional effect from age. Although the smallness of the data sample

deems that the results be regarded as tentative, they are altogether very plausible.

For tangibility, consider the case of Kerala where one in five people is unemployed or
underemployed. Application of our model to realities in Kerala would suggest that this is
the outcome of a high degree of wage push stemming from high levels of education and
unionization, combined with relatively good amenities in the shape of health and education
provisions. These are factors that, unlike demand, are slow to change and thus generate an
explanation that is consistent with the observed persistence of the relatively high
unemployment rate in Kerala. What may appear as a competing hypothesis regarding
unusually high unemployment in Kerala is that capital is unwilling to locate there because
the climate of labour relations is adverse to the interests of capital (eg., Kannan, 1992).
Consequently, there are few new jobs. This is a demand explanation that may well pull
weight. However, while it explains why capital does not enter the state, the question of why

labour does not leave still has to be answered.

The analysis consistently uses two measures of unemployment. The daily status measure is
a personday rate that includes underemployment, the dimensions of which are significant
in India. The usual status rate is a narrower measure that picks up only long durations of

unemployment, where long refers to most of a year. A potentially important difficulty with
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the empirical analysis is that, on the basis of existing field surveys, it is unclear which urban
wage matters to potential migrants. We have specified the wage as a weighted average of
the wage in regular, casual and self-employment. This has the advantage of allowing the
data to find the correct weights. However, it has the disadvantage that, lacking data on the
incomes of casual and self-employed workers, we have had to assume that these incomes

are a constant fraction of the income of regular workers.

Workers’ utility is allowed to depend on amenities or non-economic factors specific to
regions. Amenities are distinguished from migration barriers or costs. We have averted the
problem of measuring costs by investigating the equilibrium structure of unemployment in
the long run, in which time span the inhibiting role of costs is expected to be small. While
explorations of labour market equilibria across U.S. regions have specified amenities in
terms of inches of rainfall and area coverage of parks (eg. Hall 1972, Marston 1985), we
specify amenities relevant to migration behaviour in India in terms of job security (public
sector), social infrastructure (infrastructure, education), low risk of prolonged unemployment
(metropolis) and ease of entry (casual, construction). However we are not able to obtain
effective measures of all of the variables we think matter (eg, infrastructure includes rural
and urban and economic and social infrastructure; it is not clear what the dummies pick up).
Finally, we allow for segmentation of the labour market by job-type, allowing for different
intercepts in the migration equilibrium condition for different types of workers such as

casual and regular or literate and illiterate workers.

So far, we have not considered the policy implications of our findings. In a two-sector
model, if barriers significantly slow down the speed of adjustment, then there is a case for
policies directed at stimulating demand in the depressed region. In the context of a dual
economy, this has been suggested, amongst others, by Stiglitz 1974, Bhagwati and
Srinivasan 1974 and Blomgqvist 1978. However, if migration along a utility gradient brings
the regions into equilibrium fairly rapidly, then this policy is ineffective. It is the latter view
that inspired the Harris-Todaro model. Our finding that the urban sectors of different states

are in disequilibrium with one another would imply a case for employment or investment
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subsidies in the high-unemployment states. However, our analysis suggests that this, on its
own, will not work to reduce urban unemployment because job creation will attract an
excess (relative to the new jobs) of rural migrants. What, then, can be done? Our view is
that, given effective barriers between states, attempts at job creation concentrated in the high
unemployment states are preferable to laissez faire’. We now consider if it matters
whether it is the rural or the urban sector of the high unemployment state that is stimulated
by the intervention. If one is worried about within-state rural-urban flows maintaining urban
unemployment, then job creation should be concentrated in rural areas. This was what Harris
and Todaro proposed. However, recognizing the extent of landlessness and unemployment
in the rural sector (which HT did not), one could argue that urban unemployment is no
worse than rural unemployment. In view of a greater diversity of job options and better
developed public infrastructure in the urban sector, it might be said that the more distressful
unemployment is experienced in the rural sector. In that case, one might direct fesources at
urban job creation, allowing the rural unemployed to spill over as urban job-seekers. Fields
(1975) proposed improving availability of information regarding urban jobs so that rural
dwellers need not migrate to an urban area without a job in hand. This could accompany

the subsidies we propose.

41 We mean, here, states with high urban unemployment rates. As a matter of fact, there is a strong

positive correlation of the state rankings of rural and urban unemployment rates, so that speaking of a high
unemployment state is not ambiguous. We neglect the question of financing of subsidies, though it could
be compelling: Basu (1992) highlights this problem in a Harris-Todaro economy, concluding that, for the
magnitude of the subsidy that will typically be required, hyper-inflationary processes are bound to develop.
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Table Al

PERSISTENCE OF THE REGIONAL PATTERN OF UNEMPLOYMENT RATES

Spearman’s rank correlation coefficients

Year 1972/3 1977/8 1983

1972/3 1.00 (0.00).

1977/8 0.87 (0.0001) 1.00 (0.00)

1983 0.86 (0.0001) 0.77 (0.0002) 1.00 (0.00)
1987/8 0.87 (0.0001) 0.68 (0.0017) 0.88 (0.0001)

1987/8

1.00 (0.00)

Notes: The unemployment rate is the daily status rate. The probability that the observed correlation is zero appears in parentheses.

Source: The unemployment rates are published in various issues of Survekshana, the NSSO Journal.

Table A2
UNEMPLOYMENT RATES IN INDIA
The Daily, Weekly and Usual Status Measures

Daily status rural males rural females urban males
1972/73 6.8 11.2 8.0
1977/78 7.1 9.2 94
1983 7.5 9.0 9.2
1987/88 4.6 6.7 8.8
Weekly status

1961/62 3.7 8.5 3.0
1972/73 3.0 55 6.0
1977/78 3.6 4.0 7.1
1983 3.7 4.3 6.7
1987/88 42 43 6.6
Usual status (adjusted)

1972/73 1.2 (1.5) 0.5 (0.3) 4.8 (1.6)
1977/78 1.3 (1.8) 2.0(1.8) 54 (2.0
1983 14 (2.2) 0.7 (0.5) 5.125)
1987/88 1.8 3.0) 24 (2.3) 52 (3.0
Usual status (unadj.)

1977/78 22 (3.1 55@3.5) 6.5 (2.3)
1983 2.1 (32) 1.4 (0.9) 59 (2.9)
1987/88 2.8 (4.5) 35Q2.06) 6.1 3.5)

urban females
13.7
14.5
11.0
12.0

33
92
10.9
15
92

6.0 (0.5)
12.4 (1.3)
4.9 (0.6)
6.2 (1.0)

17.8 (1.6)
6.9 (0.7)
85 (1.1)

Notes: Figures in parentheses are the numbers unemployed in millions. Sources: Sarvekshana, Journal of the National Sample Survey

Organization, April 1988 and September 1990.
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CHAPTER 3
INDUSTRIAL WAGE DETERMINATION

PART 1: INTRODUCTION

1.1. ON WHAT IS DONE AND WHY

In Chapter 2 we investigated the equilibrium properties of the geographic distribution of
unemployment, focusing on the behaviour of workers. In the long run, unemployed workers
in a certain region ‘choose’ to be unemployed in the sense that they have the option to
move to regions where their chances of getting a job are brighter. Now we are interested
in why there is involuntary unemployment, and so we must move into the short run where
this is determined. But understanding wage determination is fundamental to understanding
a non-clearing labour market. Therefore, in this chapter, we investigate the short run ‘supply

curve’, or the wage setting function’.

This was estimated on data pertaining to regional aggregates, in Chapter 2, and the central
result was that the wage bends under the pressure of unemployment. The emphasis is now
shifted to the fact that the wage does not bend enough to eliminate unemployment. This puts
the behaviour of employers in focus. Why don’t employers lower the wage, given that there
will be takers in the presence of substantial unemployment ? The answer to this question
lies in knowing how wages are set. Clearly, either employers deviate from profit-
maximization, or cutting the wage will lower their profits. The first view is incorporated in
rent-sharing theories of wage determination and the second in efficiency wage models. Both

offer non-competitive models of the wage-setting process.

I The wage setting function is the imperfect competition analogue of the short run labour supply curve.
It is not really a supply curve because there is no such thing if wages are not ‘givens’ on the market. See
Layard, Nickell and Jackman (1991, pp.20-21) for an account of the conceptual difference between the
wage-setting function and the competitive labour supply curve.
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Non-competitive elements of wage determination typically relate to enterprise or industry
specific features, for example, size or profits. Therefore, not only unemployment but a wage
distribution is generated. This gives rise to the notion of good jobs and bad jobs, quite
independently of good workers and bad workers. If there is one dominant axis along which
good jobs are discriminated from bad jobs, this would appear to be the production
technology, rather like amenities discriminate between good and bad regions. This means
that it is important to capture technology effects on wages. Compared with the regional
panel used in Chapter 2, the data panel that is used in this chapter has the important

advantage that it allows us to control for industry specific fixed and trend effects.

The other major advantage of the data used here is that we have 9 years of continuous
annual data as against 4 years of quinquennial data. With the additional degrees of freedom
in the time dimension, we are able to estimate the true coefficients on the included time-
varying variables. Thus, the coefficient on productivity in the regional wage equation of the
previous chapter represents a mixture of effects stemming from productivity variations and
from purely cross-sectional variables that are correlated with productivity. In contrast, the
wage equation estimated in this chapter gives us the true coefficient on productivity and the
other explanatory variables. As the coefficient on productivity in the wage-setting equation
is the insider weight, it is important to have a correct estimate of it. However, these gains
from using the longer panel come at the cost of losing the unemployment variable. As
described in Chapter 2, there are no time series data on unemployment rates in India,
whether by region, or for the country as a whole. This is unfortunate even though, as we

shall argue, the estimated equation incorporates proxies that control quite effectively for

unemployment.

In sum, we estimate a wage-setting equation on an industry-region panel of data, with the
motivation of understanding involuntary unemployment. We attempt to quantify the weight
of non-competitive factors in explaining wage variation. The chapter is divided into five
parts. Part 1 introduces the motivation, existing research on the subject, and relevant

contextual features. In Part 2 we document the evidence on industry and regional wage
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differentials in India, and offer some interpretations of the data. We then proceed, in Part
3, to set out a very general model of wage determination that incorporates the stylized
features uncovered in Part 2. This model is estimated on an industry-region panel that
pertains to India’s registered manufacturing sector in the 1980s, and the results are discussed
in some detail. In Part 4, we present a decomposition of wage variation by each of the three
dimensions in the data: industry, state and time. Finally, in Part 5, we summarize our

results and conclude.

1.2. WHAT WE KNOW ABOUT WAGE DETERMINATION IN INDIA

The literature on wage determination in India® consists of a scatter of empirical studies with
correlations or simple least squares regressions, mostly on time series data, establishing that
wages, productivity, capital intensity, and the cost of living are positively correlated®. In
contrast to this rather dull collection are some gems of field studies (see, for instance,
Harriss, Kannan and Rodgers 1990, Deshpande and Deshpande 1989 and Papola and
Subramanian, 1975). Altogether, there is a paucity of theoretical work, or indeed, attempts
to defend or challenge existing theories. In this terrain are two landmarks. The first is an
old debate over institutional versus subsistence wage theories, which is discussed in some
detail in Bhalotra (1989). The second, implicitly taking its point of departure from the first,
is a collection of papers by Mazumdar (1973, 1988) based on a survey of Bombay workers,

and advancing the size hypothesis. We now consider both.

Subsistence

India’s industrial labour market is distinguished from that in the more industrialized
economies by its relative abundance of labour. This has led to the view that manufacturing
wages are determined by subsistence requirements, and the manufacturing wage only

exceeds the agricultural wage by a cost of living adjustment factor (eg., Palekar, 1962). A

2 Aq in the rest of this thesis, unqualified reference to wages implies reference to factory sector wages.

3 See, for example, Brown (1962), Johri and Agarwal (1966), Sinha and Sawhney (1970), Papola
(1971), Verma (1972), Johri and Misra (1973), Dholakia (1976), Madan (1977).
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presumption of this nature underlies the Lewis (1954) model of the development process.
However, evidence of secular growth in real earnings® is inconsistent with this, given that
the labour surplus is far from having been eradicated. The existence of substantial inter-
industry wage differentials (Section 2.2) also belies the surplus labour model for the simple
reason that subsistence requirements do not differ systematically between industries unless
the industries are regionally concentrated and the cost of living differs systematically across
regions. However, we use industry data disaggregated by region and deflate wages by a

regional index of the cost of living, but huge industry differentials persist.

Institutions

The subsistence wage theory was superseded by the view that factory wages in India are
institutionally determined (eg., Ghosh 1966, Jackson 1972, Sengupta 1988, World Bank
1989, Ahluwalia 1991). This assumption is commonly made in theorizing about developing
economies (eg., Harris and Todaro, 1970). In both the Indian and LIE literature, the
suggestion is that institutions alone can explain the wage path fairly accurately. In India, the
wage-setting institutions to which reference is made are mainly wage boards and trade
unions. Wage boards were set up in 1957 to recommend norms for wage setting. They
introduced the notion of a fair wage, something between a subsistence wage and a wage
determined by the firm’s ability to pay. However, they were confined to a limited number
of industries (eg., cement, sugar, textiles) and their recommendations were not statutory but
up to the state government to implement. Although they have probably contributed to
smoothing regional differentials in wages within selected industries, they are unlikely to
have played a significant role in shaping wages (see Sinha (1971), NCL (1969), Johri (1967)
and Papola (1970)). Other government interventions in the labour market, such as minimum

wage legislation, are deemed to be even weaker influences on the wage’.

On the basis of empirical studies that have investigated the effects of union power on wages,

4 See Sawhney (1976), Madan (1977) and Tulpule and Dutta (1988) for evidence on this.

5 A comprehensive account of the state machinery directed at regulating wages is provided in World
Bank (1989) and Bhalotra (1989).
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the significance and direction of such effects appears ambiguous®. In an earlier study
(Bhalotra, 1989), we estimated industry-level wage equations on time series data (1960-85).
We found a positive effect of membership density on earnings in 6 of 17 industry groups
[Chemicals, Cement, Metal products, Petroleum, Tobacco, and Sugar (part of Food)] and
a negative effect in two [Rubber and Shipbuilding]. Days lost per employee, dispute
frequency per establishment and the average length of disputes were investigated as
alternative union variables. The results were mixed, the strongest discernible pattern being
a negative impact of dispute frequency on earnings in 4 of the 17 sectors. Therefore, the
evidence is not strong in favour of union effects on wages. Since both trade unions and
government interventions hold sway only in the factory sector, the institutional view has
claimed support from the fact that there is a large differential between factory and non-
factory sector wages. However, as we shall see, this evidence is undermined by the
observation that there are equally large wage differentials within the factory sector, that are

not correlated with any institutional differences.

Firm size

Mazumdar (1988) has carefully analyzed data on manufacturing establishments in Bombay
in 1978. This shows that, in progressing from casual workers to workers in small-units and
thence to workers in large-units, one finds a continuum of wage rates. There is no break at
the ‘walls’ of the factory sector (10/20* workers; see Data Appendix). The break, if there
is one, is where establishment size exceeds 100 workers. This result is obtained after
controlling for a range of personal and job characteristics, including occupation, age,
education, training and language. This strikes us as persuasive evidence against the primacy
of union power and labour legislation in explaining wage differentials. If institutional forces
were paramount, one would expect to see a cut-off around the boundaries of the factory

sector but instead, there is enormous size-related variation in earnings within this sector.

6 Gee Verma (1970, 1972), Sinha and Sawhney (1970), Palekar (1962), Fonseca (1964), Johri (1967),

Lucas (1988), and Bhalotra (1989). It is difficult to create a statistical measure of the effective power of

uni

ons in the wage bargain, and many of the cited studies do not control for reverse causality.
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Table 1.1a
The Size-Earnings Relation
Survey evidence for selected firms

Employment size Machine tools Powerloom Printing Shoes Soap
1-10 2172 2364 2664
11-25 2316 1140 2436 2256 2832
26-50 2700 1428 2604 3000 2964
51+ 2544 2244 2292 3240

Notes: The figures are average annual wages of unskilled workers in rupees. Source: World Bank Surveys, 1979-80. Cited in
Mazumdar, 1984.

The secondary role of institutional factors is reinforced by looking at history. Mazumdar
(1973) reports evidence of large wage differentials in pre-Independence India, which is
significant because institutional forces have only become prominent in the post-
Independence period. For example, in 1892, factory wages were higher than in other
activities in the urban economy and also higher than in agriculture. Table 1.1a shows a
positive size-wage relation for unskilled workers in a range of firms. There is evidence of
graduation with size even for narrow intervals at the small end of the distribution. In Table
1.1b we present per worker earnings by size class of firm for the factory sector. Note that
these are these are the ‘gross’ size differentials, that is, worker and job characteristics have

not been held constant’.

Table 1.1b
The Size-Earnings Relation
Average factory sector data

Size Earnings Size Earnings
0-49 6457.30 500-999 17067.00
50-99 7331.10 1000-1999 20060.70
>100-199 8693.50 2000-4999 20665.90
200-499 12951.20 5000+ 20852.30

Source: Summary results for the factory sector, Annual Survey of Industries (ASI), 1986-87, Statement
6. The data refer to 1986. Size is in terms of employment and earnings are in rupees.

7 Mazumdar (1988) specified the following categories: casual, small, 10-99, 100-499, 500-999 and
1000+ workers. He does not report the average wage for each category, only the results of a multiple

classification analysis.
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In ousting the institutional hypothesis with the size hypothesis, it should be noted that size
is positively correlated with the institutional influences on wages. The Factories Act (1948)
requires firms with more than 10 or 20 workers to register. This effectively limits the scope
of labour legislation to such firms, the small unregistered firms being difficult to monitor.
Some legislation is explicitly limited to the bigger firms within the factory sector. For
example, job security provisions only apply to firms with more than 100 workers. In
addition, worker-organization is more likely in larger establishments, and there is evidence
for India that workers in larger firms are more powerful (Verma 1970, Deshpande 1992°).
However, the finding that wage differentials do not observe the union/non-union (or,
equivalently, factory/ non-factory) divide, along with the cited historical evidence, seems to
us to outweigh the worth of simple correlations (eg, between union density and wages) that
have no power to distinguish proximate from ultimate causes.

Interpretation of the size-wage effect

The fact that establishment size provides the dominant explanation of cross-sectional
variation in wages is a good lead, but it is not entirely satisfactory unless it can be given
some behavioural underpinnings. The size-wage effect has been observed in enough
empirical studies in the international domain to have earned the status of a stylized fact (see
Brown and Medoff, 1989). However, there is no clear understanding of the effect and it can
be reconciled with more than one existing theory. For example, if larger firms face
potentially higher monitoring costs, the size-wage effect can be encompassed by an
efficiency wage mechanism. Alternatively, it is consistent with rent sharing if larger firms
earn larger rents. This is plausible because they tend to have bigger market shares and to
face lower borrowing costs, given capital market imperfections. The status of this
explanation is somewhat weakened by the preceding discussion, where it was argued that
the role of unions is probably secondary. The size effect on wages is also consistent with
competitive wage determination if larger firms typically have better quality workers or worse

working conditions, such as the alienation experienced in a large work place. Since the size

8 Deshpande (1992, p.95) records evidence from a survey in Bombay in 1989, that shows a clear
tendency for unionism to rise with firm size. Among firms with less than 50 workers, not even a quarter
belong to unions but in large firms, union density ranged from 40-82%, the highest figure being in firms
employing more than 5000 workers.
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effect reported by Mazumdar is obtained after controlling for worker attributes, a
competitive explanation of the size effect in India must rely on job characteristics and
unobserved worker quality. Using U.S. data, Brown and Medoff (1989) provide a thorough
investigation of alternative hypotheses, but conclude that the size effect persists as
something of a mystery. In particular, the observations that size affects the wage change of
workers moving between firms of different sizes, and that different occupational groups earn

similar size premia, undermine the competitive hypothesis.

In conclusion, the inadequacy of the institutional explanation implies that there are
important economic forces at work. The existence of size-wage effects is interesting in itself,
but it does not help discern whether the economic forces are competitive or not. However,
the empirical studies of industrial wage determination in India in the 1960s and 1970s quite
consistently find a strong positive correlation of wages with productivity and capital
intensity. Although this could be on account of uncontrolled quality factors, it is suggestive
of non-competitive forces. The existence of large inter-industry wage differentials (Part 2
of this chapter), the presence of substantial unemployment (Chapter 2), and the labour
market segmentation implicit in the rural-urban and informal-formal sector dualisms
reinforce this suggestion. In any case, as an assumption of perfect competition is restrictive,
we start out with some favour for the view that wages are set primarily on the basis of
economic considerations moulded by imperfectly competitive markets. In the rest of this

chapter, we seek to consolidate the evidence in support of this view.
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PART 2: INTER-SECTORAL WAGE DIFFERENTIALS

In this section we report the evidence on inter-sectoral wage differentials in our data
(Sections 2.1 and 2.2). In Section 2.3, we present some evidence from other countries,
developing (LIEs) and developed (IEs), along with interpretations that may be drawn from
the gamut of the evidence. The sample consists of production workers in factories, a
relatively homogeneous occupational group. A major limitation in interpretation of our
differentials is that, in the absence of micro-data, we are unable to control for the personal
characteristics of workers. Working with U.S. micro-data, Krueger and Summers (1987)
estimate industry wage differentials with and without controls for personal and demographic
characteristics. They report that although the controls result in some tightening of the wage
structure, they leave the ranking of industries unchanged. On this basis, they make
international comparisons of the wage structure using unadjusted data. Their experiment

increases the reliability of the interpretations proffered here.

2.1. INTER-REGION WAGE DIFFERENTIALS IN INDIA

Table 2.1, column 1 reports the percentage deviation in state earnings from the India
average. In the 1980s, nominal earnings in Andhra Pradesh were almost 50% below the
country-average and those in Maharashtra, almost 50% above. Thus earnings in Maharashtra
were thrice earnings in Andhra, with which it shares its south-eastern border. This is a
fantastic range for neighbouring states. These differentials have shown no tendency to
narrow between 1979 and 1989. The weighted standard deviation (henceforth, s.d.) of logged
state wages®’ remained at about 32% until 1986, after which year it displayed a modest

upward tendency upto 1989, the last year for which data are available.

From Table 2.2 it appears that productivity, work intensity and factory size contribute

9 The s.d. of log W is approximately equal to the coefficient of variation (c.v.) of W when it is small.
Let E(W)=u. Then In X=In p + In[1+(1/p)(W-p)] = In p + (1/u)(W-p), from which it follows that s.d.(In

W) = (1/p)s.d.(W) = c.v.(W).
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significantly to explaining the state earnings structure. But are the variables in Table 2.2

merely proxying industrial composition ? At first glance, this appears to be the one

Table 2.1
STATE WAGE DIFFERENTIALS
) 2 3)
State Composition variable Composition s.d. of log earnings
constant
Andhra -48.85 -20.62 0.593
Kerala -33.38 24.89 0.831
Punjab -16.34 -15.57 0.241
Uttar Pradesh -9.10 -2.56 0.426
Tamil Nadu -6.18 -4.50 0.467
Haryana -5.90 -5.56 0.307
Gujarat -2.64 -12.76 0.345
Karnataka 3.08 0.13 0.430
Delhi 3.13 0.11 0.291
Madhya 5.62 - 8.51 0.584
Rajasthan 10.19 2.68 0.294
Orissa 29.99 -19.34 0.633
Bihar 31.00 3.38 0.481
West Bengal 42.63 39.74 0.334
Mabharashtra 49.40 42.00 0.360
weighted s.d.(logs) 0316 0.203
Notes: Figures in col.1& 2 are in percentages. The differentials refer to nominal earnings per
worker and are computed as deviations from the mean, using [exp(Aw)-1]*100, where Aw=(ln
w,-In w), w=state wage & w=India wage, both averaged over 1979-87. In col. 1,
w=X,(N,/Nw; and in col.2, w=X(N/N)w,, where in each case the data are averaged over
time without weights, subscript ‘i’ denotes industry and no subscript denotes the all-India
average. Figures in the last row are the weighted standard deviations of logged state wages,
obtained as =X (N/N)[w,-w]* and X [w,-w]? respectively. Col.3 shows industry dispersion
within each state.

systematic element underlying the state ranking. Thus Andhra and Kerala are dominated by
Leather and Wood respectively, both of which are low-wage industries. At the other end of
the spectrum, Bihar and Orissa have a concentration of the heavy basic metals industries and
Maharashtra has the ‘sunrise’ (growing) petrochemical group. To investigate this question,

the state variation in these variables is re-computed, controlling for compositional
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differences. This is done in the weighting scheme, by forcing all states to have the average
(India) employment composition (col.2, Table 2.1). The adjusted state data have some
interesting properties, which we now discuss.

(a) There remains substantial inter-state variation, the s.d. of adjusted log earnings being
20%. This indicates that pure state effects, or state effects that are independent of industrial
composition, are of considerable magnitude. The magnitude of pure state effects on earnings
is reinforced by the data in col.3 of Table 2.4, which shows the degree of dispersion of
earnings in each industry, across states. For example, the standard deviation of Chemical
wages is approximately 45% of its mean. Therefore, in an analysis of industrial wages in
India, controlling for location effects may be rather important. The econometric analysis to

follow (Part 3) takes this into account.

Table 2.2
Correlates of Average State Earnings

earnings days/worker productivity factory size (N) factory size (K)
earnings 1.00 [1.00] 0.72" [0.587] 0.82" [0.44™] 0.40 [0.26] 0.73" [0.26]
days/worker 1.00 [1.00] 0.55" [0.14] 0.44™ [0.35] 0.54" [-0.01]
productivity 1.00 [1.00] 0.15 [-0.22] 0.71° [0.59"]
factory size (N) 1.00 [1.00] 0.70" [-0.25]
factory size (K) 1.00 [1.00]

Notes: These are Pearson correlation coefficients for dafa‘;ﬁ -'){ged over 1979-87. In each cell, the first number is the correlation
with unadjusted data and, in square brackets, is the correlativu with adjusted data. Unadjusted x =2 [(N/Nx;, and adjusted
2=Y,[(N/N)z,; where x,=(1/T)(Ex;,) and z,=(1/T)(Zz,). Each variable is a vector of 15 observations, one for each state in the
sample. Earnings and productivity are nominal values. Producéyﬁis value added per worker. Factory size is either average
employees (N) or average fixed capital stock (K) per factory. "=sfghifiegnt at 5% and “'=significant at 10%.

(b) Controlling for industrial composition has reduced earnings dispersion from 32% to
20%. It appears that composition effects work in the direction of widening the extant
earnings structure. Thus, not only is it meaningful to speak of inherently low-wage states,
but it appears that low-wage industries are attracted to low-wage states, and vice versa. This
would make sense if, for example, inherently low-wage regions had populations with low
education and skill levels. In Section 4.2, we make an attempt at identifying factors that
underlie the pure state effects on wages (Table 4.4a).

(c) The correlation coefficient between the unadjusted and adjusted earnings structures is
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0.65, which is significant at 1% (N=15). Nevertheless, the composition controls generate two
interesting movements in the earnings structure. Kerala is second from the bottom on
account of its industrial composition. When this is controlled for, her wages are third from
the top. Thus, workers in the two high-unemployment states, Kerala and West Bengal, do
get above-average wages, a fact that is masked when looking at the unadjusted data. The
other very striking change is in Orissa. In direct contrast to Kerala, observed earnings in
Orissa are 30% above average, but once its industrial composition is controlled for, its
earnings show up as being 15% below average.

(d) Pairwise correlations of the adjusted variables are in square brackets in Table 2.2.
Composition-adjusted earnings vary independently of size, but are significantly correlated
with composition-adjusted productivity and days worked. This suggests that the pure state

variation in earnings is not random, but rather, is underpinned by systematic forces.

2.2. INTER-INDUSTRY WAGE DIFFERENTIALS IN INDIA

Earnings differentials between industries are even greater than between regions. Table 2.3
reports the percentage deviation in industry earnings from the manufacturing average (col.
1). Over the period, 1979-1987, nominal earnings in the Transport equipment industry are
four and a half times those of workers in the Tobacco & Beverages industry. The standard
deviation of log earnings is 46%, as against 32% for state earnings. This is far greater than
the inter-industry earnings dispersion in a diverse set of other countries (Table 2.6), and yet,
to our knowledge, has been completely unexplored. Like state dispersion, industry dispersion

is fairly constant until 1986, when it displays an upward tendency.

The industry earnings ranking fits nicely with the loose impression that relatively high
wages are paid by industries that are capital and/or technology intensive. Such industries
typically have relatively high levels of output per worker, and the share of labour in total
costs is relatively small (Marshall’s importance of being unimportant). Both factors make
it more likely that enterprises in these industries can afford to offer higher wages than

others. Table 2.4 shows that earnings are significantly correlated with work intensity,
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productivity, and average factory size. Does the picture change in any significant way if we
control for location effects on earnings? Refer column 2, Table 2.3. The differentials are
narrowed without there being a significant change in the industry ranks. The degree of

dispersion is down from 46% to 36%. Consistent with the parallel analysis of state earnings,

Table 2.3

INDUSTRY WAGE DIFFERENTIALS

4y ¢ 3
Industry Location variable Location constant s.d. of log earnings
Tobacco & Beverages -63.28 -42.16 0.388
Food Products -48.00 -45.03 0.339
Wood & Furniture -41.81 -42.08 0.166
Textile products -31.76 -34.56 0.400
Cement, glass etc -22.48 -18.43 0.258
Leather & Fur -13.74 -17.59 0.279
Metal Products 4.38 - 741 0.381
Wool & silk textiles 9.99 6.09 0.285
Cotton textiles 11.89 5.25 0.175
Miscelleneous 14.58 0.14 0.366
Paper & Publishing 20.06 15.55 0.173
Petroleum & Rubber 25.44 11.48 0.289
Chemical Products 35.18 33.99 0451
Non-Elec Machinery 36.42 33.87 0.247
Electricity Generation 46.28 47.77 0.191
Basic metals 51.76 27.16 0.370
Electrical Machinery 54.08 45.37 0.261
Transport Equipment 63.03 52.73 0.268
weighted s.d.(logs) 0.462 0.360
Notes: See Notes to Table 2.1, replacing state with industry. Col. 3 shows the geographic dispersion of
earnings within each industry group. Average industry earnings are obtained as w=2(N,/N)w,, where
the earnings (w) and employment (N) data have been averaged over time. Then the standard deviation
of state earnings around the industry mean is =X (N/N)[w;,-w,]%.

the narrowing indicates that location effects work in the same direction as the forces
underlying the extant or location-constant earnings structure. The correlation between
unadjusted and adjusted earnings is 0.975. From this it is evident that region effects on the

industry distribution are rather weaker than industrial composition effects on the regional
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distribution of earnings. This is underlined by a comparison of columns 3 in Tables 2.1 and
2.3. Table 2.1 shows that the dispersion of industry earnings within half of the states is
greater than the all-India industry dispersion. Strikingly, the s.d. of log earnings in Kerala
is approximately 83% of its mean. Clearly industry-specific factors within any given region
drive a sharp wedge in the wage distribution. Although location effects can account for
some of the inter-industry variation in earnings, there remains an enormous dispersion (36%)
to be explained. In the analysis to follow, we investigate the precise influence of the
correlates of earnings in Table 2.4 (Part 3) and consider their weight in an explanation of

the observed variation in wages (Part 4).

Table 2.4
Correlates of Average Industry Earnings
earnings days/worker productivity factory size (N) factory size (K)
earnings 1.00 0.79 0.88 0.43 0.64
days/worker 1.00 0.65 048 0.62
productivity 1.00 0.29 0.60
factory size (N) 1.00 040
factory size (K) 1.00
Notes: Each variable is a vector of 18 observations, one for each industry in the sample. See Notes to Table 2.2.

2.3. REGULARITIES IN THE INDUSTRY WAGE STRUCTURE

Krueger and Summers (1987, p.26: Table 2.3) find that the median correlation coefficient
of industry wage structures in UK, Canada, USA, Japan, France, Germany and Sweden, is
in the neighbourhood of 0.85-0.90. In comparison, the industry wage structures of Bolivia
and Mexico have a median correlation coefficient of about 0.5 with the wage structures of
these OECD nations. The authors conclude that there is a strong common factor among IEs
that LIEs do not share to as great an extent. Further, since the inter-country correlations in
1982 are stronger than in 1973, it seems that the process of development in these countries
is bringing their wage structure closer to the pattern seen in the more industrialized nations.

Implicit in this idea is the notion that the wage structure in LIEs is less stable over time.
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This coincides with the findings of Papola and Bharadwaj (1970). However, Table 2.5
shows that the industry wage structure in India was very stable through the 1980s. We have
correlated industry differentials in India with the US industry differentials reported in
Krueger and Summers (1987), Table 2.1, for the 16 industries that matched in
classification'®. The correlation coefficient is 0.60, which is significant at 2%. This figure

for India is in the neighbourhood of corresponding figures for Bolivia (0.51) and Norway

STABILITY OF THE INDUSTR;I{‘alg:RZI;JSINGS STRUCTURE OVER TIME

Year 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989
1979 1.00 0.89 0.93 0.94 0.89 0.950 091 0.90 0.88 091 0.84
1980 1.00 0.97 0.98 0.98 0.97 0.97 0.97 0.96 0.98 0.94

1981 1.00 0.97 0.95 0.95 0.95 0.95 0.94 0.97 0.91

1982 1.00 097 0.95 0.95 0.96 0.94 0.96 092

1983 1.00 0.98 0.97 0.97 0.95 0.97 0.93

1984 1.00 0.95 0.96 0.95 0.95 0.90
1985 1.00 0.98 0.96 0.97 0.95

1986 1.00 0.97 0.99 0.94
1987 1.00 0.96 0.94
1988 1.00 0.95

1989 1.00
Notes: The figures are Spearman’s rank correlation coefficients. Each is significant at 1%.

(0.67), and in general, a developing/developed country distinction does not seem to carry
weight. Having established that India’s industry wage structure shares some important

features of industry wage structures in more developed countries, we now consider the

significance of this result.

10 Of the 18 industries in our sample, only Electricity and Wool & silk textiles found no counterpart
in the US sample. We have imposed the following equivalences (format: US industry=Indian industry):
Primary metals=Basic metals; Fabricated metals=Other metal products; Textile=Cotton textiles;
Apparel=Textile products; Petroleum=Petroleum & rubber; Tobacco=Tobacco & beverages. The other 10
industries are exactly matched. The correlation coefficient on the sample of 10 where the matching is exact
is 0.56, which is similar enough to the coefficient reported in the text.

69



INDUSTRY WAGE DISPEI'{I‘SaIb(l)‘IEVZi‘ISV SELECTED COUNTRIES
Country s.d. of log Country s.d. of log
wages wages
Bolivia 0.168 Norway 0.107
Canada 0.239 Poland 0.097
France 0.126 Sweden 0.081
Germany 0.141 USSR 0.101
Japan 0.263 UK. 0.140
Korea 0314 USA 0.241
Mexico 0.155 Yugoslavia 0.120
India 0.460
Source: Krueger and Summers (1987), Table 2.12. Row for India added from
author’s calculations.

There is now a fairly robust collection of evidence'' on the existence of sizeable inter-

industry wage differentials for similar workers performing similar jobs. Such differentials
have been noted to be remarkably stable over time, across space, and across occupational
groups. These properties of the data make it difficult to reconcile the differentials with
competitive theories of the labour market. Long run industry wage differentials can only be
incorporated in a competitive framework if they arise as a result of industry differences in
unobserved attributes of jobs or workers. In the short to medium term however, industry
wage dispersion may also arise as an expression of shifts in industry labour supply or
demand that are associated with frictions such as imperfect labour mobility. However, the
persistence of industry wage patterns over long periods of time makes it unlikely that
transitory skill premia are primarily responsible for the wage differentials'>. The
competitive explanation of long run differences is further undermined by the fact that the
industry wage structure is similar across occupations. If the unobserved ability of managers

in a high-wage industry is high, there is no reason to expect that the unobserved ability of

Il Gee Katz and Summers (1989), Krueger and Summers (1987, 1988), Dickens and Katz (1987) and

Murphy and Topel (1987).

12 Glichter (1950) and Krueger and Summers (1987) demonstrate the stability of the US industry wage

structure over 1900-1984. Tarling and Wilkinson (1982) and Lawson (1982) describe the stability of
industry wage differences in the U.K. Papola and Bharadwaj (1970) study data for 17 countries and find
stable wage structures during 1948-65 in the industrialized countries in their sample.
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manual workers in that industry will also be high. Moreover, the industry ranking of wages
for a given occupational group does not change significantly when worker characteristics
like education and age are held constant. Assuming that unobserved ability is correlated with
observed worker characteristics, this makes it unlikely that industry wage differences reflect
differences in unobserved ability. Furthermore, industry wage differentials exhibit fairly
consistent correlations with product market characteristics like profitability, and competitive

wage determination affords no scope for these to affect wages.

The industry wage structure is also remarkably similar across countries. This suggests that
the wage structure reflects factors specific to the operation of industrial economies. In
particular, industry wage differentials appear to transcend the institutional setting in a
particular place or time. This is reinforced by the fact that the wage structure is similar for
union and nonunion workers within a given country (Dickens and Katz, 1987). Also, in
industries like steel and automobiles, where it is tempting to attribute high wages to union
power, Katz and Summers (1989) demonstrate that substantial wage premia predate union

organization. This is similar to the Mazumdar evidence for India (Section 1.2).

In conclusion, the regularities of the industry wage structure point to the significance of
non-competitive forces in wage determination. These seem to be fundamentally associated
with technological characteristics of industries, rather than with particular collective
bargaining systems or government interventions in the labour market. The Indian evidence
may thus be regarded as pointing to the importance of efficiency wages, although this does
not rule out rent-sharing. In the next Part of this chapter, we estimate a model of wage
determination that encompasses bargaining, efficiency wage and competitive mechanisms.
These alternative theories of wage setting are not reviewed in any detail as there is an
abundance of such reviews in the existing literature. For example, Katz (1986) and Akerlof
and Yellen (1986) review efficiency wage theories and Lindbeck and Snower (1988) and

Oswald (1985), respectively, survey insider-outsider and union models of wage

determination.
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PART 3: ESTIMATING EARNINGS FUNCTIONS ON PANEL DATA

We begin by developing a theoretical model of wage determination in Section 3.1, and in
Section 3.2, the corresponding empirical specification is evolved, and the data and

estimation issues discussed. Results are in Section 3.3.

3.1. A THEORETICAL MODEL

Firm-Level Wage Determination

In a sequence of papers, Nickell et al (Nickell and Wadhwani 1990b, Nickell and Kong
1992, and Nickell, Vainiomaki and Wadhwani 1994) have developed a wage bargaining
model which shows that the bargained wage is a linear combination of the ‘insider wage’
and the ‘outsider wage’. The insider wage is the quantity that would, on average, induce the
firm to employ all the insiders and the outsider wage is that which would prevail if only
conditions outside the firm mattered. The insider term is basically a measure of rent or of
nominal productivity which is consistent with the intuitive notion that, allowing some
worker power, firms which generate greater surpluses will pay higher wage premia. In fact,
the weight attached to the insider wage (or the insider weight) is increasing in union power

and in product market power.

In the standard efficiency wage model, wages are set by the Solow condition that the effort-
wage elasticity equals one, and so only variables that influence worker effort will affect the
level of the wage that is set. Incorporating a role for firm-specific variables is a simple
matter. For instance, under the shirking hypothesis (Shapiro and Stiglitz, 1984), firms pay
a wage premium to induce loyalty and discipline, given that monitoring workers’ effort is
difficult or costly. Since it is usually harder to monitor workers in big firms and the costs
of shirking are greater where valuable equipment is involved, the wage elasticity of effort
is very likely a function of size and capital intensity. Alternatively, if workers have notions
of fairness (Akerlof, 1982), and if their aspirations rise in proportion with firm performance,

then the efficiency wage will depend on firm performance.
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Therefore, if we are looking to explain features of the industry wage structure, it is desirable
to start with a model that explicitly incorporates both possibilities, namely that wages are
set by a firm-union bargain, and that wages are set by firms who operate on efficiency wage
considerations. Nickell and Wadhwani (1990b) have demonstrated that the wage outcome
under bargaining is much the same as that under short-run monopsony> (eg Mortenson,
1970), which may be recast as an efficiency wage model of the turnover type (see Annexe
4.1, Layard, Nickell and Jackman (1991), p.541). In Annexe 3.1 (p.540, ibid), the authors
introduce effort in the bargaining framework and solve for unemployment. The model that
is set out here proceeds from there to solve for wages. Somewhat novel features of the
model developed here are the distinction between observable and unobservable effort, the
inclusion of size as an explicit variable, and the specifications of the wedge and the
alternative income terms. Further modifications that arise as a response to the data or

institutions in India are considered in the following discussion of the empirical model.

Let production (Y) depend not only on the factors, capital (K) and labour (L), but also on

the effort (F) of workers. Then we can write:

Y = Y(F(), N, K, A) (1)
In our data, we have information on annual days actually worked, which represents a visible

component of effort. We therefore decompose total effort as:

F =D (F/D) =ED (2)
where D is days worked per worker or visible effort and F/D or E is effort per day or
invisible effort. The invisible component is necessarily offered by workers, though it may
be induced by employers. On the other hand, visible effort, as defined, may be jointly

agreed or set by either party. It may also be exogenously determined, as in the case of days

13 Monopsony is the situation in which the firm faces an upward sloping supply curve, implying that

the marginal cost of labour exceeds the average cost. In order to recruit additional workers the firm has
to raise its offered wage. This situation is consistent with a perfectly competitive model in a short run
characterized by frictions and skill-rigidities, but is observationally equivalent to an imperfect competition

situation.
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lost due to power shortages. In general, if W is the wage'* and z, are other determinants

of D that we take to be exogenous, then

D = D(W, z,) (3a)
Turning to unobserved effort, the basic efficiency wage hypothesis is that this is a function
of the relative wage and unemployment (see Shapiro and Stiglitz, 1984). More generally,
workers care about (a) their absolute standard of living, measured by their consumption
wages, (b) their standards relative to some comparison group (for a discussion of reference
group theory, see Argyle, 1987), and (c) their current standards relative to their past
standards (on adaptation theory applied to pay, see Goodman, 1974). Unemployment (u)
enters the effort function on the grounds that poorer job opportunities outside make the
consequences of losing one’s job look more grim, causing incumbent workers to exert more

effort than otherwise. Thus:

E = E[(W/W?"), (W/W?),;, (W/P°), (W/P"),,, u, G] (3b)
where W is own wage and W* is outside wage, both in Rupees, and P* is a cost of living
index. Firms care about the product wage (W/P) as the mark up is inversely related to this,
while workers care about their purchasing power (W/P°). The price wedge (P°/P) drives
these objectives apart, and the degree of wage pressure in the economy depends on the size
of the wedge. ¢, is a firm-specific effect which is introduced to capture the notion that there
are fixed ‘structural’ traits of a firm, associated with its technology, that contribute to
determining effort levels. For example, small differences in effort may be more visible,
requiring a relatively high level of effort, other things being equal. It is evident from (3b)
that the efficiency wage is a function of outside opportunities and a fixed firm effect. On

the basis of the discussion at the start of this section, we allow that the effort elasticity is

e,=f(x, size) (3¢c)

and then a measure of profits () enters the efficiency wage function irrespective of

14 In this Section any reference to wages should be understood as reference to annual wages or
earnings.
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bargaining. We now move on to incorporate wage bargaining in the model.

Let the firm with the technology described by (1) and (2) engage in wage bargaining with
its workers, who may be unionized. The process is taken to be resolved as a Nash bargain
(Nash 1950, 1953)”. Denote U and m, respectively, as the union and firm objective
functions, U* and m* as the fallback levels of utility and profit, and 8 as the relative
bargaining power of workers. Then the agreed wage is chosen so as to maximize £, the

Nash maximand, subject to the firm’s employment decision:

max., Q = (U-UP(r-1t*) (4a)
subject to on/ON = 0 (4b)
It is assumed here that the firm first sets or agrees upon the wage and then determines the
optimal employment and price levels. As the involved parties are aware that profit
maximization, or being positioned on the labour demand curve'®, entails an employment-
wage trade-off, the wage decision is conditioned on the employment decision. We now

proceed to specify the functions in equations (4a) and (4b). Let union utility be:

U= S(W/P°) + (1-S)(A/P°) (5a)
where S=S(W) is the survival probability or the probability of the representative worker
being employed in the same firm in the next period, and the elasticity &g < 0. W is the
nominal wage in the existing job, A is the wage available in the event of layoff and P* is

a cost of living index'”. Assuming that the alternative income in the event of job loss is

IS Binmore et al (1986) provide a strategic justification of this and Layard, Nickell and Jackman (1991),

Annexe 2.2, pp. 534- 536 offer an intuitive discussion of bargaining theory.

16 In fact, in the presence of efficiency wages, it is not possible to discriminate between efficient

bargaining (optimum on contract curve) and right to manage (optimum on labour demand curve). See
Layard, Nickell and Jackman (1991), Annexe 4.2, p.543.

7 1n principle, if effort responds to wage relativities referring both to the worker’s past and to his or

her reference group, then these factors should also count as increasing union utility. If such is the case, we
should have a more general specification of U, including (a) the lagged wage and (b) the comparison wage
which, as the model is written, enters the Nash maximand through U* and not through U. However the
form of the wage equation that emerges at the end is not sensitive to the simplification employed in

constructing U.
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equivalent to the fallback income available in the event of a strike, we have'®:

A/P® = U* = (1-¢(u))(W/P) (5b)
where W*=the expected fallback wage, u=the unemployment rate, ¢ reflects the probability
that a displaced worker will not find employment elsewhere and ¢’>0. Given (5a) and (5b)

we can write the union’s contribution to the Nash maximand as:

U-U* = S[W - (1-¢(u))W*}/P° (5¢)
where, recall, S=S(W) and naturally, &,=0S/dW < 0.

The firm’s objective is assumed to be profit (1), and if all workers were to go on strike, its
fallback income (m*) would be the negative of its fixed costs, f. As usual, T=PY-WN-{,
where P is the price of value added. Therefore (n-nt")=PY-WN. Using (1) and (2) and

denoting revenue by R, we can write this as:

(n-n*) = R[K, A, NED] - WN (6)
where it has been assumed, with little loss of generality, that effort is labour-augmenting.

Using (5¢) and (6), we can rewrite the maximization problem in (4) as:

Max.,, Q = {SP[(W/P°) - (1-0))(W¥P9]P} {R[K, A, NED] - WN} (7a)
s.t. om/oN = R,ED - W =0 (7b)
where R, is the derivative of the revenue function with respect to its third argument and E

and D refer to the effort and days functions defined in (3) above. Thus:

dlogQ/dW = (B/S)(0S/dW) + B/([W - (1-6(u))W?]) + (1/m){R,[NI(ED)/0W + EDIN/0W] -
N -WdN/oW} = 0, and so, (8a)

dlogQ/AlogW = Begy + BW/([W - (1-¢w))W*]) + (WN/M)[epy + €gw - 11 =0 (8b)

18 We do not entertain the possibility of unemployment benefits in specifying alternative income
because there are none in India.
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where &g, is the absolute elasticity of the survival probability with respect to the wage,
gpw=0logD/dlogW and &,,=0logE/dlogW. Define Z=[¢g,, + €w]- Then on the basis of (3b)
and (3¢c) we can write Z=z(W, W*, P¢, D, size, ). Since B > 0, &>0, the first two terms
in (8b) are positive and it follows that Z<1. Therefore the elasticity of total (visible and
invisible) effort with respect to the wage is less than unity'. While this violates the Solow
condition, it is perfectly consistent with a framework in which efficiency wage and

bargaining models are combined (see Appendix 6.1)%.

At this point it is useful to introduce the demand curve facing the firm, which is assumed

to be isoelastic:

Y = POy, | )
where Y=value added output, P=the price of Y, n=demand elasticity, Y,=a demand index
and ®=a random value that is revealed ex post. Using (1) and (9), profit-maximization gives
the marginal revenue product condition, which can be solved for employment. As the basic
mechanics of this step are set out in the model in Chapter 4, they are not detailed here. If

(1) takes the constant returns Cobb-Douglas form then:

(N/K) = [I/ED)] {(@™[(WK"/(oxY o)1} (10a)
where o=labour share and k=1-1/m is an indicator of product market competition. If © is

taken as having a unit mean, it can be shown that the maximized profit satisfies

= [(1-ax)/ax]WN (10b)

which implies that (WN/r) is a constant. To specify the survival function, we define the

19 Of course, concentrating on invisible effort, it is also the case that €gy<1.

2 The comparative statics of the final wage equation in (12) are quite intuitive once the model has been
followed through and so they will not be made explicit. However, since we have contributed D to the
model, we now consider the likely sign on its coefficient. With reference to (8b), if T=PY-WN then
WN/n=[(PY/WN)-1]". Let the coefficient on p+y-n be A. Then it is clear that the coefficient on log[Z-1]= -
A. Let dlogZ/dlogD={. Then the coefficient on logD will be -{\. But dlogZ/dlogD = (1/Z)(de4y,/dlogD).
If the elasticity of days w.r.t. the wage declines as days worked increases, then this is negative. In that case,
-EA>0, or days per worker has a positive impact on the wage.
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insiders, or the employees who are party to the wage bargain, as N' = (1-8) N_;, where d=the
quit rate and N_,=last period employment. Then survival depends on the number of insiders

relative to expected employment, N(W), that is, S = S(N/N(W)), and so

Esw(W)=gsy [N/N(W)] £y (11)
where, from (10a), &y =1/(1-0K), ok is the labour share when firms are price-setters and
the elasticities are in absolute terms. Using (10a), (10b) and (11) in (8b) and log-linearizing,

we arrive at the wage equation:

w = A [(p*+y-n) + v,(n-n") + Y, days + y,size] + (1-) [Y,W* - Ysu + Yp°] + v (12)

where lowercase letters denote logs, w=own wage, p=expected industry price of value
added, y=value added, n=employment, n'=number of insiders, days=days worked per worker
(so far referred to as D), size=average size of factory, w'=the reference or outside wage
facing the representative worker, u=unemployment rate, p’=a cost of living index, B=index
of union power, and A is the insider weight. It can be demonstrated (Layard, Nickell and
Jackman 1991, p.183, eq.9) that 0<A<1 and that A=f(union power, product market power).
We estimate a dynamic form of (12). A theoretical underpinning for wage dynamics arises

from the adaptation hypothesis (eq.3b).

The first square bracket contains ‘inside’ or firm-specific variables. Similar wage equations
that have been estimated for other countries typically do not include days and size. But
different sized firms may have different productivities. And productivity per worker is a
positive function of days worked per worker. Therefore controlling for these variables
provides a cleaner estimate of A than otherwise. The second bracket in eq. (12) contains
externally determined variables that affect workers’ outside opportunities and that serve as
reference points in determining their utility and effort. The equation allows for both wage
bargaining and efficiency wage mechanisms. It subsumes the pure efficiency wage case,
wherein v,=0 and n' is replaced by the number of job slots. On the other hand, if there is

only bargaining or if both regimes are ‘on’, then we have the full form of equation (12).
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The basic intuition attached to A is that both product market rents and the quasi-rents
associated with fixed capital are shared with workers. The sharing may be ‘forced’ on the
firm by the relative strength of the union, when these terms enter as influences on the
survival probability; or it may be motivated by efficiency wage considerations such as ‘gift
exchange’ or stimulating worker morale. In the latter case, capital intensity may stand not
only for potential quasi-rents, but also for the sensitivity of the production process to effort

on the part of workers.

The Industry-Level Wage Equation

Aggregation of (12) over firms yields an industry wage equation. Previously firm-specific
variables become industry-specific. Implicit in aggregation are the assumptions that firms
have a constant returns to scale technology and that prices and wages are uniform across

the industry. By implication, average factor products are also uniform within an industry.

3.2. THE EMPIRICAL WAGE EQUATION

3.2.1. Data and Variables

Sources and definitions are detailed in the Data Appendix. The data are a panel of 18 two-
digit industry groups, disaggregated by their location in 15 states, with annual observations
going from 1979 to 1987. They refer to that part of manufacturing that is in the factory
sector. The ‘wage’ is the wage bill divided by the number of workers, which is really per
worker annual earnings (w,,). Having employment in the denominator of the dependent
variable can lead to measurement error biases on right hand side terms containing
employment (eg., (y-n),). This is dealt with by instrumenting any such terms. We
concentrate on production workers and their wages in order to narrow the skill-range, as
there are no more-detailed data on skills. Productivity (t=p+(y-n)) is nominal gross value
added per employee. Using the AST’s value added data at current prices (p+y) circumvents
the problem of finding value added prices. Some authors use per-worker profits instead of
productivity. However, since (short run) profit is just value added less wages and the wage

is the dependent variable, value added is evidently superior in econometric terms and no

79



worse in terms of the information it carries. The number of insiders can be specified as
N'=(1-8)N ,, where & is the quit rate. In logarithms, n' = 6, + n_, where 0,=log(1-9) is

absorbed by the equation intercept. Thus, n-n' is simply An*’.

An alternative specification of the insider bracket in (12) is also estimated. Using the Cobb-

Douglas production function, we can write:

p+y-n - Yy(n-n) = p + (1-0) (k-n) - Yy(n-n) + a (13)
where o is the employment elasticity of output, ‘a’ is an index of technical progress™, k
is capital stock, and the rest of the notation is familiar. In the absence of data on value
added prices at the industry-state level, the industry price (p,) is measured by the Laspeyres
(fixed weight; base=1970) index of wholesale prices or ‘list prices’ for the entire industry.
These price data incorporate import prices and reflect price controls where relevant. Some
sub-sectors in Indian manufacturing, such as cement and sugar, were subject to price
controls, although the 1980s witnessed considerable price deregulation (eg., cement in 1982).
The capital stock (k) data are adjusted to get a measure of gross stock at replacement
prices. As a measure of ‘a’, a modified Solow index of technical progress (a;, or tfp,,) is

computed (see Data Appendix).

Additional terms in the insider bracket in equation (12) are work intensity and size. Work
intensity is average annual days worked per worker (days), where a day refers to eight
hours. In the absence of establishment data, size is measured as average factory size in the
industry, either in terms of capital, (k-fac),, or in terms of employees, (n-fac),,, where fac
is the number of factories. Both of these measures are referred to as size;, and the choice

between the two is left to the data. Although the size-wage effect is an empirical fact (see

21 [f it is allowed that bargainers are concerned not only with the employment of existing workers, but
with some wider group, then this generalizes to n' = 6, + 6n,, + (1-8)n", where n” is trend employment.
This implies n-n' = An + (1-6)(n_-n"). In practice, this form is also estimated.

22 The coefficient on the technical progress index (a) is not A but Aot if technical progress is specified
as labour-augmenting in the production function.
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Section 1.2), size does not figure in most theoretical models because no good theory has
been found to underpin it. We have incorporated it in our model by allowing the wage
elasticity of effort to depend on size. An alternative justification is to allow the magnitude
of the productivity effect on wages (A) to depend on size, for example with size proxying
union and product market power>. When allowing a ‘slope effect’ (size,,.T,,) it makes
econometric sense to allow an ‘intercept effect’ (size,) as well. The advantage of this
manner of introducing size is generality. Size now appears as an independent variable in the
‘insider bracket’ even under pure bargaining, that is, it does not require efficiency wages.
Statistics indicative of union power (B) are available as either industry or state time series,
not as industry-state series. In any case, these data are unreliable. Therefore a direct
investigation of union effects is not undertaken in this study, though industry-state and time

effects are expected to go some way towards controlling for any impact of unions on wages.

A consumer price index (p°=cpi,) for industrial workers is available by region. It appears
in the theoretical model as it affects worker utility and hence effort. Given industry output
price, a rise in the cost of living generates real wage resistance, as workers try to maintain
their real incomes®. There are no data on employer or employee taxes, nor disaggregate
data on import prices and import shares, which, if available, would be additional elements
of the wedge between real labour costs to the firm and the disposable income of workers.
The alternative wage (w*) is proxied by the state average of earnings of factory production
workers (w,,). This is likely to be a better measure of the alternative income of an industrial
worker than is the countrywide average. This is one of the virtues of having industry data
disaggregated by region. Although it would be useful to obtain the coefficient on the
unemployment rate (u,), this is not possible as there are no annual data on unemployment.

In a country the size of India, it is clear that one would want an unemployment rate more

2 Larger establishments have stronger unions (Section 1.2). Product market power and concentration

are correlated at the industry-level. It is plausibe that the average size of a factory in a highly concentrated
industry is large.

2% Although the models that illustrate such an effect indicate that it is temporary, the evidence for

OECD economies is that it is long-lasting, and therefore has the potential to alter the equilibrium of the
economy (Layard, Nickell and Jackman 1991, p.210).
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local than the aggregate rate. We therefore employ the following first-order approximation

of the state unemployment rate (u,,):

u, =0, + B, + vt = (0, 6, L) (14)
Thus, the unemployment rate is decomposed into a fixed effect (o), time dummies (B, and
state-specific trends (vt). Levels of dualism in India’s labour market suggest that, in
addition to a measure of slackness, structural variables such as the proportion of organized
sector jobs in the region or the proportion of casual workers, may determine job-getting
prospects. These variables may also be expected to be picked up by state intercepts and
trends. As an alternative to (14), we consider the change in factory employment at the state

level (Any) as a proxy for ug.

3.2.2. Estimation

The wage equation includes fixed effects (0,) that allow the intercept to vary between cross-
sectional units. This takes care of stable aspects of work force composition such as,
possibly, gender and skill. Industry trends (t#) are included to allow for trends in these
unobserved variables and state trends (Tt) are permitted so as to control more accurately
for unemployment. Time dummies (8,) pick up aggregate unemployment and wage effects
on the local wage. Under the conviction that both parties to the wage transaction are only
concerned with real values, nominal homogeneity is imposed in estimation. This can be done
in more than one way, but we divide all nominal variables by the alternative wage (Wy). The
dependent variable is thus transformed to a relative wage. Since wages are set in nominal
terms, wage-setters form expectations of future prices. Any deviations between actual and
expected prices will generate unanticipated changes in real wages. To allow for such effects,
we include an inflation surprise term (A’cpiy) in the equation. Let the expectation of this
period’s price level depend on the level and the change in last period’s prices in the

following way: cpi® = cpi,, + Acpi_;. Then the expectational error is

(cpi - cpi®) = Acpi - Acpi, = Acpi (15)
P

where cpi is the consumer price index (P¢,), the price that workers care about.
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Though, for simplicity, (12) is written as a static equation, we estimate a general distributed
lag model. The lagged dependent variable (w,, ;) captures inertia effects that may arise on
account of wage resistance, employment contracts of longer than a year’s duration, or the
lagged wage acting as a reference wage for wage-setters (see eq.3b). Lags of the explanatory
variables will figure if there are delayed effects that have a different time path than pure
wage adjustment. It is difficult to predict the nature of lagged effects associated with the
stickinesses of imperfect competition, expectational adjustments and feedback mechanisms.

Therefore the dynamic structure is left unrestricted.

Given a dynamic equation to be estimated on panel data, OLS-levels estimates of the lagged
dependent variable (LDV) coefficient are bound to be biased (upwards) on account of a
correlation between w,,, and the unobserved fixed effects in the residual, 6. The within
groups (WG) estimator, which is the most often used alternative, purges the error of the
fixed effects by transforming the equation to take deviations from time-means, and then
performing OLS (Hsiao 1986, chapter 2). However, as our panel covers only a short time
stretch (T=9), (negative) biases of order 1/T will mark the WG estimate of the LDV
coefficient because the WG transformation induces a correlation of this order between the
equation error and the subtracted time means® (Nickell, 1981). Consistent estimates of
the LDV coefficient and other endogenous parameters can be had from a short panel by
using the Anderson-Hsiao (1982) estimator. We use the GMM estimator developed by
Arellano and Bond (1991), which resembles this in using instrumental variables (IV) on a
first-differenced equation, but is more efficient as it employs all available orthogonality
conditions. It gives unbiased and consistent estimates under the condition that the errors in
the levels equation are serially uncorrelated, which is the same as that the errors in the
differenced equation are free of second and higher order serial correlation. Tests of this null
hypothesis are provided by the software (DPD, see Arellano and Bond, 1988b) used for
GMM estimation. As an additional check on the validity of the instrument matrix, the

Sargan test statistic for overidentifying restrictions is also computed. While the two-step
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