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Abstract

In this paper, we report, to the best of our knowledge, a unique field-programmable gate array 

(FPGA)-based reconfigurable processor for real-time interlaced co-registered ultrasound and 

photoacoustic imaging and its application in imaging tumor dynamic response. The FPGA is used 

to control, acquire, store, delay-and-sum, and transfer the data for real-time co-registered imaging. 

The FPGA controls the ultrasound transmission and ultrasound and photoacoustic data acquisition 

process of a customized 16-channel module that contains all of the necessary analog and digital 

circuits. The 16-channel module is one of multiple modules plugged into a motherboard; their 

beamformed outputs are made available for a digital signal processor (DSP) to access using an 

external memory interface (EMIF). The FPGA performs a key role through ultrafast 

reconfiguration and adaptation of its structure to allow real-time switching between the two 

imaging modes, including transmission control, laser synchronization, internal memory structure, 

beamforming, and EMIF structure and memory size. It performs another role by parallel accessing 

of internal memories and multi-thread processing to reduce the transfer of data and the processing 

load on the DSP. Furthermore, because the laser will be pulsing even during ultrasound pulse-echo 

acquisition, the FPGA ensures that the laser pulses are far enough from the pulse-echo acquisitions 

by appropriate time-division multiplexing (TDM). A co-registered ultrasound and photoacoustic 

imaging system consisting of four FPGA modules (64-channels) is constructed, and its 

performance is demonstrated using phantom targets and in vivo mouse tumor models.
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I. Introduction

Photoacoustic tomography (PAT) is an emerging imaging modality that combines excellent 

optical absorption contrast, comparable to the other optical imaging techniques, with good 

ultrasound (US) resolution [1]. Optical absorption of biological tissue in the near-infrared 

region (NIR) is directly related to its blood hemoglobin content, which is the summation of 

oxygenated and deoxygenated hemoglobin concentrations. Abnormal growth of tumor cells 

requires a greater supply of nutrients and oxygen than normal tissue, which triggers rapid 

growth of a complex blood vessel network or tumor angiogenesis. Tumor angiogenesis is a 

functional marker of tumor progression and metastasis. Thus, PAT is an excellent tool to 

image tumor angiogenesis development as well as tumor oxygenation when multiple optical 

wavelengths are utilized. The penetration depth of PAT is scalable with the central frequency 

and bandwidth of the ultrasound transducer as long as adequate light fluence can be 

delivered to the targets [1]. However, PAT images do not show optically non-absorbing 

structures of the tissue, which makes it difficult to correlate the absorption contrast with 

anatomical structures. Ultrasound, on the other hand, provides excellent anatomical structure 

information related to tissue acoustic impedance but lacks functional contrast in diagnosing 

early stage cancers [2]. Combining the two modalities is a logical extension of each 

modality alone because both use the same ultrasound detection frontend, and, more 

importantly, the combined modality provides complimentary information of tumor 

vasculature and tumor morphology, which are valuable for cancer detection and diagnosis as 

well as detection and diagnosis of other diseases [3]–[7]. Furthermore, the structural 

information provided by ultrasound imaging can be employed to improve the PAT image 

quality by incorporating more accurate models for acoustic propagation in PAT 

reconstruction [8]–[10].

The first system of combined ultrasound and photoacoustic imaging was implemented by 

Niederhauser et al. in 2005 for vascular imaging; they reported the ability to alternately 

acquire and display the dual modality images side by side but not in a real-time interlaced 

scheme [11]. Another combined system for intravascular imaging was introduced by 

Sethuraman et al. in 2006, however, the data processing for co-registering the two modality 

images was done off-line [12]. Our group developed a co-registered ultrasound and 

photoacoustic 3-D imager in 2007, but the data acquisition speed was very low [6], [13]. In 

2008, Kolkman et al. modified a commercial ultrasound unit to perform combined 

ultrasound and photoacoustic imaging; however, because they used the same commercial 

frontend of hardware-based delay-and-sum beamformer, it required a high laser pulse 

repetition rate (PRR) of 1 kHz, which made the laser radiation exceed the maximum 

permitted exposure by the International Electrotechnical Commission (IEC). Moreover, they 

obtained good frame rate in each modality alone, but the co-registration is not done in a real-

time interlaced scheme [14]. Ermilov et al., developed two laser optoacoustic imaging 

systems in 2009; one of them could work in both optoacoustic and ultrasound modes. 

However, this system required switching between optoacoustic and ultrasound data 

acquisition from a separate optoacoustic machine and a commercial ultrasound scanner, and 

real-time co-registration of the two images wasn’t achieved [15]. Harrison et al. developed a 

real-time combined ultrasound and photoacoustic microscopy system in 2009 that interlaced 
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the ultrasound and laser pulses for co-registered imaging. The system used a single 

mechanically scanned high-frequency ultrasound transducer with a unique light delivery 

probe to scan thin-tissue samples [16].

In this paper, we present a unique field-programmable gate array (FPGA)-based 

reconfigurable processor that allows real-time switching and interlacing between the two 

imaging modalities (i.e., ultrasound and photoacoustic imaging) in one machine and the 

same receiving frontend. The system features a modular design and the ability of real-time 

parallel acquisition from 64 channels, with each channel sampled at 40 MHz. The FPGA 

processor is responsible for controlling the hardware, acquiring the digital data from the 

analog-to-digital converters, parallel data storing and processing, beamforming, and 

communication with a DSP coordinator to transfer data to a host PC [17]. Each modality 

requires different considerations (e.g., different storage sizes, different beamforming 

algorithms, etc.), which is the driving need for a reconfigurable processor to switch between 

the two modalities in real-time using the same receiving frontend, and to manage the digital 

resources for optimizing the speed in each mode. Furthermore, the FPGA code allows real-

time acquisition of pre-beamformed data for both modalities [18], this capability will 

provide researchers with an extended tool for forming their own images using extended 

imaging algorithms. Though the overall achieved co-registered frame rate is 1 Hz, this is 

primarily because of the use of the current DSP board, which has a slow link to the host PC. 

This part of the system is readily upgraded with a high-speed DSP board.

In this article, the system architecture is explained in detail, especially the digital design and 

structure of the reconfigurable FPGA-based processor [19]. Phantom testing of an ink tube is 

used to demonstrate the real-time capability of the system and the complimentary 

information that both modalities can provide. In vivo experiments of a mouse tumor injected 

with the absorption contrast agent indocyanine green (ICG) have demonstrated the potential 

application of our co-registered ultrasound and photoacoustic imager in monitoring the 

dynamic response of the tumor.

II. System Description

A. Block Diagram

The overall block diagram of the system is shown in Fig. 1. The system has a modular 

design that allows the number of channels to be easily upgraded as required in multiples of 

16 channels. Each module consists of five boards grouped together: a customized E-shaped 

board for 16-channel ultrasound transmission and reception (preamplification), and two 

commercial ultrasound 8-channel receiving boards connected through a customized adaptor 

board to a commercial FPGA digital data-capturing board (HSC-ADC-EVALCZ). The 

commercial ultrasound receiving boards contain a microchip (AD9272-65EBZ, Analog 

Devices Inc., Norwood, MA) [20], which has a programmable octal low-noise amplifier 

(LNA), variable gain amplifier (VGA), anti-aliasing filter (AAF), and analog-to-digital 

converter (ADC) with 40 MHz sampling frequency. The FPGA board contains a Virtex-4 

Xilinx FPGA (Xilinx Inc., San Jose, CA), and a USB interface that allows interfacing with 

the receiving boards’ microchips through a serial programming interface (SPI) link that 

controls the characteristics of the chip (e.g., gain, bandwidth, etc.). Also, the FPGA captures 
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the octal low-voltage differential signals (LVDS) of double data rate (DDR) transferring at 

240 MHz from each receiving board. The block diagram of the 16-channel module is shown 

in Fig. 2 [21], [22].

The modules are plugged into a motherboard that fans out the channels from all the modules 

to the ultrasound connector. The motherboard also serves as a common power supply and 

ground plane to all the modules. Each module is also connected through three ribbon cable 

assemblies to another adaptor board to allow a digital signal processor (DSP) board 

(TMS320C6455 DSK Module, Spectrum Digital Inc., Stafford, TX) to communicate back 

and forth with all the modules’ FPGAs. Hence, the DSP board serves as a central 

coordinator between the modules, and it performs the necessary communication with the 

personal computer and user interface.

A Ti:sapphire (LS-2134, Symphotics TII Corp., Camarillo, CA) laser optically pumped with 

a Q-switched Nd:YAG laser (LS-2122, Symphotics-TII) delivers 12-ns pulses at 15 Hz with 

a wavelength tunable from 700 to 950 nm [23]. The laser beam is diverged with a 

planoconcave lens and homogenized by a circular profile engineered diffuser (ED1-S20, 

ThorLabs Inc., Newton, NJ) to produce a uniform approximately 20-mm-diameter 

illumination at the sample [23], [24].

B. Overall Scheme of Co-Registered Acquisition

To initiate the acquisition process, a user interface control developed in Visual C++ is started 

first. The software calculates the delay coefficients for pulse-echo (PE) transmission, and the 

PE and photoacoustic (PA) dynamic focusing delay coefficients for beamforming, which is 

based on the user-selected transducer and its parameters and on the scan type (i.e., sector, 

linear, or quasilinear scan). After that, the PE delay coefficients are downloaded to the DSP 

board, which distributes them to the FPGAs of each module based on their attached channel 

order. The PE beamforming is done simultaneously in the FPGA of each module from its 

local 16 channel RF data to reduce the amount of data to be transferred to the DSP, where 

the sub-beam lines formed from different modules are summed up and transferred to the PC. 

On the other hand, for PA, the averaged RF data of each channel is transferred to the PC 

where the beamforming is done [2], [25].

Once the delay coefficients are transferred to the FPGAs, the DSP triggers all of the FPGAs 

to enable the transmission (Tx) FIFOs1, and simultaneously starts filling the US receiving 

(Rx) FIFOs for acquiring PE A-lines (i.e., A-mode scan) until all the A-lines for forming an 

image frame are acquired. After that, it waits for the synchronization pulse from the laser to 

start filling the Rx FIFOs again until the required imaging depth is covered, and this process 

is repeated for N averaging times while the RF data of the channels are transferred instantly 

to the DSP and accumulated. Once the DSP receives all of the PE and PA data, the whole 

data thread for an image frame will be transferred to the PC using a local area network 

(LAN) interface. Next, the PC will do PA beamforming, PA and PE envelope detection, and 

scan conversion. Finally, the dual-modality images will be co-registered and displayed in a 

single frame with different color scales [2], [17], [25].

1First-in first-out, a type of memory that pumps out its values serially at the rising edge of the synchronizing clock.
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Thus, the FPGA serves as a 16-channel processing unit that controls transmission, data 

acquisition from the receiving boards’ ADCs, interfacing with the laser unit, preprocessing 

of the RF data, and 16-channel dynamic focusing of pulse-echo A-lines. Therefore, it is 

important that the FPGA code is properly designed to be reconfigurable to re-optimize the 

speed and usage of the available resources in each imaging mode.

III. FPGA Code Structure

A. Block Diagram

The overall block diagram of the FPGA code is shown in Fig. 3. The code was written in 

Verilog hardware description language (HDL). It consists of a 16-channel LVDS DDR 

capture code that converts the ADC 240-MHz serial outputs to single-ended parallel outputs 

at 40 MHz (i.e., the sampling frequency). The RF data are preprocessed and then stored in a 

dual-port RAM block. The master controller manages the overall flow of the data and 

provides the reconfigurability of the code, which is eventually controlled by a few DSP 

control signals [19], [26]–[31].

The LVDS DDR ADC outputs are decoded to parallel single-ended outputs at 40 MHz. 

After that, the data stream is preprocessed and stored in the Rx FIFO/RAM when the 

appropriate control signals are received from the master controller. The master controller 

makes its decisions based on the laser synchronization and DSP control signals to control 

the Rx and Tx FIFOs, to enable/disable beamforming, and to change the DSP EMIF 

structure and memory size for reading and writing. The function of the main blocks is 

summarized in the remainder of this section.

B. Preprocessing and Rx FIFO Storage

The RF data are preprocessed immediately before being stored in the dual I/O RAM blocks. 

The preprocessing includes digital filtering and bias cancellation. The dual-port RAM block 

used for storage is RAMB16, which has 2 kB of memory if used as a dual-port RAM block 

[28]. Several RAMB16 blocks are lumped together to form a RAM with more storage 

memory. The outputs from the ADCs are 12-bit quantized; and the length of each Rx FIFO 

is 4096; which corresponds to a depth of penetration (dp) calculated as

where the speed of sound is assumed to be 0.15 cm/μs. Note that this is for one-way travel of 

the ultrasound wave; however, for PE, 4096 FIFO length corresponds to half that distance, 

which is 7.68 cm. On the other hand, to form a co-registered frame, it’s necessary that both 

images from PA and PE have the same depth. Thus, for PA, only the first 2048 values of the 

FIFOs are considered, whereas all 4096 of the values are considered for PE. The Rx 

FIFO/RAM used for that purpose is shown in Fig. 4 [2], [25], [26].

The ADC RF data are stored automatically at each rising edge of the sampling clock to the 

FIFO port, whereas these values can be randomly accessed with a reading address given by 

the DSP EMIF or the beamformer from the RAM port. The FIFO is made by generating the 
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address automatically at each clock rising edge with a digital counter for the FIFO port of 

the dual-port RAM. The transmission (Tx) RAM/FIFO has similar structure but the reading 

and writing ports are reversed to allow feeding then transmitting.

C. DSP EMIF Interface and Control

The DSP external memory interface (EMIF) includes the necessary scheme to communicate 

with the DSP board. The DSP address, data bus, and basic read/write control signals are 

connected with one 80-pin connector to each FPGA.

The other DSP control signals are connected through two 40-pin connectors. Some of these 

signals are used for communicating with FPGAs based on the mode of imaging, acquisition 

and transmission, and reset. Also, some of the signals are used to inform the DSP about the 

laser pulse synchronization, the change of the wavelength of the laser, and whether the 

beamforming RAM is ready from the FPGAs. The DSP EMIF data bus and address lines are 

also connected to the master controller, which decides where to connect them based on the 

mode of imaging by digital multiplexers.

In PE mode, the DSP writes the beamforming delay coefficients of 1024 focusing points 

distributed over 7.68 cm depth. The value of the coefficient is basically the address of each 

channel to be accessed in the Rx FIFO/RAM for each focusing point. The DSP also writes 

the Tx FIFO binary values for a length of 1024 to be transmitted out at 100 MHz clock 

speed [2], [30]. After the beamforming is done, the DSP reads the beam-line output from the 

beamforming RAM. In PA mode, the DSP only reads the RF data directly from the Rx 

FIFOs, where only the first 2048 values from each channel Rx FIFO/RAM are accessed.

D. Multi-Thread Ultrasound Beamformer

The delay-and-sum beamforming of the pulse-echo acquired RF data are done within the 

FPGA for the local 16 channels. The method of our beamforming is similar to [17], except 

that we use only coarse delay coefficients because our ADC sampling frequency is 

reasonable compared with the transducer frequency. In addition, we directly access the value 

of the RF data from the Rx FIFO with the required delay corresponding to a linear function 

of the address (e.g., 3000 address value at 40 MHz sampling frequency corresponds to 

3000/40 MHz = 75 μs delay). This address is precalculated in the PC and then transferred to 

the DSP, which feeds it to each FPGA at the beginning of each A-line acquisition [2], [28]. 

The beamformer code iteratively accesses the Rx FIFO/RAM of each channel for each 

focusing point with the corresponding precalculated address; and then sums all of the 

accessed values and stores them in the beamformed data RAM. However, because we want 

the beamformer output to have the same length of the Rx FIFO (4096), 3072 more points are 

added between the 1024 focusing points by interpolation. The beamformer performs the 

fetching of addresses for different channels and interpolates the three other points between 

each pair of focusing points in an overlapping fashion to reduce the total time needed. Forty-

four steps are required to calculate the value of the beam at a certain focusing point and its 

three neighboring points; they are repeated 1024 times. With a 50-MHz processing clock, we 

achieve 44 × 1024/50 MHz = 901 μs per beam-line. If 100 beam-lines per frame are used, 

it’s 90 ms per frame. If higher speed is needed, a 100 MHz processing clock can be used, 
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and 45 ms per frame can be achieved, which corresponds to a maximum frame rate of 22 

fps. If more speed is needed, it’s also possible to truncate the three points in between each 

two focusing points, that will shrink the number of steps down to 20 and provide more than 

60 fps maximum frame rate (no other delay factors considered in this calculation) [2].

The other three points between each two focusing points are calculated by interpolating 

addresses between the two focusing points’ addresses as follows:

where Ainc is the address increment step between the points, A0 is the preceding focusing 

point address, A4 is the next focusing point address, A1 is the first interpolated point 

address, A2 is the second interpolated point address, and A3 is the third interpolated point 

address between the two focusing points [32].

The beamformer does 1024 iterations, each of 44 steps (6-bit counter). Thus, four 

beamformed data points are stored at the end of each iteration. After finishing 1024 (10-bit 

counter) iterations, the total number of stored beam points is 4096 in the beamformed data 

RAM and a beamforming ready flag is raised. The DSP starts reading the beamformed data 

RAM once it receives the flag. The block diagram of the multi-thread beamformer is 

summarized in Fig. 5.

The beamforming is done in pulse-echo mode only to reduce the amount of data to be 

transferred from each FPGA board by a factor of 1/16 for each beam-line; this is not done 

for PA mode because there is much less data to transfer. However, it would be easy to extend 

the idea of the pulse-echo beamformer to PA mode, and to have both of them done using the 

same FPGA code if higher PA processing speed is needed.

E. Master Controller and Reconfigurability

Most of the interconnects between different blocks are controlled by the master controller, 

which is eventually controlled by the DSP control signals. The master controller tries to 

organize both imaging processes in a very accurate manner using the precise timing and 

control capabilities of the FPGA.

Based on the DSP signal for the mode of imaging, the master controller restructures the 

functions of the FPGA and its storage handling. In PA mode, the Rx FIFO/RAM length is 

reduced to 2048 and the output of the Tx RAM/FIFO is disabled and replaced by zero value. 

The FPGA triggers the DSP by an elongated laser synchronizing pulse and makes sure that it 

receives the trigger by handshaking. Then, the Rx RAMs for 16 channels are lumped 

together and made directly accessible by the DSP board as one RAM.

On the other hand, in PE mode, the Tx RAM/FIFO, beamformer, and the beamformed data 

RAM are enabled. The DSP triggers the FPGA after writing to the Tx RAM/FIFO and the 
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beamforming coefficients RAM to start A-line acquisitions. Time-division multiplexing 

(TDM) is done to allow acquisition of the PE data while the laser is still pulsing. The master 

controller checks the laser synchronization pulse and how far it is from the DSP trigger. If 

the laser pulse is more than 0.2 ms (4096/40 MHz) away (to ensure that the generated 

photoacoustic signal from the running laser is not interfering with the pulse-echo signals), 

the master controller starts shifting out the values of the Tx FIFO and at the same time 

storing the received RF data to the Rx FIFOs. Otherwise, it will wait to ensure that the 

required delay is achieved. If, by coincidence, the acquisition is started but the laser pulse 

comes before the acquisition is finished, the master controller will reset the Rx storage and 

restart the acquisition once the laser pulse is at least 0.2 ms away. Fig. 6 shows the block 

diagram of the TDM scheme.

Note that the TDM scheme is important because the Nd:Yag laser pump is self-triggering at 

15 pulses/s and its manufacturer doesn’t guarantee stable output pulse energy if an external 

trigger is used with a lower pulse repetition rate (because, in that case, the pulsing must be 

shut off during PE acquisition). It would also be more difficult to electro-optically shut off 

the laser output than using the TDM scheme. Note also that if the PE signal contrast is very 

high, the PA interference won’t be noticed without the TDM. Nevertheless, if the PA target 

contrast is very high and the PE contrast is very low, the PA interference will definitely show 

up randomly in the PE image when the PE acquisition is done close to the laser pulse. 

However, with the TDM scheme, it is guaranteed that the PA interference won’t interfere 

with the PE acquisition.

IV. Results

A. Phantom Experiment of Ink Tube

To demonstrate the real-time imaging capability of our co-registration system, we imaged a 

polyethylene tubing with a 0.58 mm inner diameter fixed to a plastic frame forming three 

parallel segments with a separation of approximately 1 cm, as shown in Fig. 7.

A 1.3-MHz 64-channel phased-array ultrasound transducer was placed facing the open side 

of the frame. Both the frame and the transducer were immersed in a calibrated intralipid 

solution of 0.03 cm−1 absorption coefficient and 6 cm−1 reduced scattering coefficient at a 

depth of 1 cm, where the laser beam was expanded over the tubing area, as shown in Fig. 7. 

The calibration was performed using a diffused optical system [33]. Initially, the tubing was 

empty and only the ultrasound image (gray scale) showed acoustic contrast. At this point the 

photoacoustic image (color scale) showed no contrast because the tubing was almost 

transparent to light. Next, a black Indian ink was injected into the tubing, as shown in Fig. 8, 

and the superimposed photoacoustic images revealed local optical contrast of each segment, 

one by one, as more ink was injected ( ). The system gain was set to 50 dB, and the PE 

parts (gray color scale) of the images were normalized to the maximum of PE beams with 20 

dB dynamic range for display, whereas the PA parts (red-yellow color scale) were 

normalized to a constant value, which corresponded to the peak of the PA beams when the 

ink was in, with 40 dB dynamic range. Note that, for this experiment, the photoacoustic 

signal was averaged 7 times with the 15-Hz laser tuned at a wavelength of 740 nm; the 

achieved speed with this number of averages is around 0.5 co-registered frames/s.
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B. Mouse Experiment with Dynamics of ICG Injection

The in vivo imaging capability of our imager is demonstrated using a mouse tumor model 

grown in the right mammary pad. A water bath was placed between the tumor and the 

ultrasound transducer as a coupling medium. The laser beam illuminated the tumor through 

the coupling medium from one side of the ultrasound transducer, as shown in Fig. 9. The 

system gain was also set to 50 dB, and both PE and PA parts of the images were normalized 

to their own peaks with 40 dB dynamic range. All experiments were performed under 

anesthesia by the inhalation of 1.5% to 2% isoflurane. The animal protocol was approved by 

the Institutional Animal Care and Use Committee of University of Connecticut. Two sets of 

experiments were performed.

In the first set of experiments, tumor uptake and dye wash out time was monitored for about 

80 min after injection of ICG, which is an optical contrast agent. The dye concentration is 

100 μM, and the illumination was done at 740 nm, which matches the peak absorption of the 

dye [34]. In about 5 to 6 min, the maximum photoacoustic signal in the tumor area was 

increased by about 70 to 80% and areas of the tumor showed more filling. Fig. 10 shows the 

normalized maximum photoacoustic signal, which is normalized to the maximum PA signal 

just before the injection, from the tumor area. The maximum PA signal gradually increased 

in the first 3.5 min after injecting ICG, after that, it started to wash out slowly from the blood 

stream. The fluctuations in the PA signal are likely due to the cardiovascular dynamics of the 

mouse. Furthermore, Fig. 11 shows how the area of the tumor is more filled with the 

photoacoustic contrast 3.5 min after injection compared with the image before injection. It is 

noted that the laser pulse energy was monitored during the imaging process to compensate 

for the drift of the laser energy per pulse [35]. The compensation was done by adding a 

transparent flat piece of glass in the path of the laser beam at about 30° angle of incidence, 

which reflected a small fixed percentage of the laser light beam to an energy meter. The 

energy meter output was recorded and precalibrated with phantom experiments such that the 

peak PAT signal is proportional to the energy of the laser pulse (with ± 10% maximum 

uncertainty over 2 h period), and then synchronized with the PC acquisition software. Note 

also that the mouse temperature was assumed to be constant because a heating pad was used 

throughout the experiment to help the animal regulate its body temperature [36].

In the second set of experiments, the wavelength of the laser was manually scanned from 

705 to 835 nm during a 30-s in vivo imaging session. Shown in Fig. 12 are two images 

selected at 745 and 835 nm, and the corresponding co-registered image showing the 

percentage of oxygen saturation of the blood hemoglobin within the tumor area. We have 

adapted the model introduced in [35]–[37] and implemented in polar coordinates (r, θ), 

where (r, θ) are the point coordinates in the sample away from the ultrasound transducer. 

The oxygen saturation is computed with gradient descent parametric fitting totaling 14 

measurements from 705 to 835 nm with about a 9-nm step. The model starts by defining the 

photoacoustic pressure P(r, θ, λ), at each point (r, θ) away from the array transducer center, 

after being detected by the system and spatially resolved by beamforming, as
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where μa is the absorption coefficient at each point in the tissue (1/cm) for each wavelength 

λ, F0 is the laser output energy per pulse (in joules) at each wavelength, F is the normalized 

fluence distribution for each wavelength at each point in the imaging plane. Γ is the 

dimensionless Grüneisen coefficient for each point in the tissue and C0 is another 

normalization factor for each point (r, θ) in the imaging plane; which depends mainly on the 

photoacoustic impulse response of the tissue at each point (r, θ) convolved with the 

transducer impulse response and the temporal profile of the laser pulse [35]–[38]. F(r, θ, λ) 

can be approximated as wavelength-independent function F(r, θ) in the wavelength range 

from 705 to 835 nm, because the wavelength-dependent tissue scattering change in that 

window is small, and the wavelength-dependent absorption of the tissue is limited to small 

targets such as vessels, whereas most of the tissue has approximately the water absorption, 

which is almost constant over that wavelength window [35]–[40]. Hence, the normalized 

photoacoustic pressure by the laser energy per pulse F0(λ) can approximated as

where C varies at every point in the sample but is independent of wavelength as long as the 

target is fixed with respect to the illumination and ultrasound detection. Therefore, for each 

point in our imaging plane (r, θ), we must solve a set of equations defined as

where  and εHBr(λ) are the molar extinction coefficients of the oxy-hemoglobin and 

deoxy-hemoglobin as a function of the wavelength λ, respectively; both are tabulated in the 

literature for the wavelength range used [41]–[45]. [HBO2] and [HBr] are the molar 

concentrations of the oxy-hemoglobin and deoxy-hemoglobin, respectively, which do not 

depend on wavelength. K is the y-intercept, which represents the absorptions of water and 

other tissue constituents; all are assumed to be constant over the wavelength window used. 

The PAT RF data are averaged 7 times in this experiment for each frame over about 0.5 s, 

which is roughly proportional to the average optical absorption of the tissue over the cardiac 

cycle; hence, the computed oxygen saturation of the tissue should be related to the average 

oxygen saturation of the tissue at a given point in the imaging plane. Note that the points in 

the image with a PAT signal of less than 25 dB of the maximum were omitted from the 

computation process and thresholded out of the co-registered image.

The gradient descent optimization is for a least-squares error problem with a cost function 

(J) defined as the l2-norm of error between the measurements and the model defined 

previously:
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The gradient is computed as

The error minimization is carried out by the following gradient descent iterative equation:

where xk+1 is the next iteration value of the x, xk is the previous iteration value of x, α is a 

constant that represents the optimization step size and controls the stability of the least-

squares filter, and T indicates the matrix transposition operation [46]. The use of the least-

square solution to find the best fit of oxygen saturation with measurements from multiple 

wavelengths was found to be more robust in estimating sO2. After the optimization is 

finished, the oxygen saturation percentage (sO2) can be computed as

We can see that the spatially dependent constant is cancelled out and the sO2 image can be 

constructed properly. The second supplementary video ( ) shows the progression of the 

fitted sO2 image as we add more wavelength measurements. The first frame co-registered 

sO2 image is computed from two wavelengths (745 and 835 nm) measurements only, and as 

the video continues, one more wavelength measurement is added to each frame from 705 

until 835 nm. As shown in the movie, when the number of measurements increases, the sO2 

image is smoother. It is interesting to note that the sO2 image calculated from 14-wavelength 

measurements (Fig. 12) shows higher oxygenation at the edge of the tumor compared with 

the level in the tumor core.

V. Conclusion

Currently, we have four 16-channel modules plugged into the motherboard to form a 64-

channel system. The achieved imaging speed in PE mode, PA mode, and co-registered mode 

are 1.5 frame/s, 5 frames/s and 1 frame/s respectively. The system hardware and FPGA 

parallel acquisition and processing design is capable of achieving video frame rate, but the 

slowest part in our current system is the DSP–PC link, which is a LAN interface of 1 Mbit/s. 

In the next prototype, we will incorporate an advanced DSP board with embedded FPGA 

and PCIe link of data transfer rate up to 1 Gbit/second, which will allow us to achieve up to 

15 co-registered frames/second. The limitation in the co-registered imaging in that case will 

be the laser pulse repetition rate over the number of needed PA averages to achieve good 

signal-to-noise ratio.
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In summary, we reported, to the best of our knowledge, a unique FPGA-based 

reconfigurable processor for real-time interlaced ultrasound and photoacoustic imaging. The 

system has a modular design which allows easy upgrading of the total number of channels. 

The processor features the ability to perform real-time switching between the two modalities 

by reconfiguring and adapting its structure with ultrafast speed, utilizing resources, and 

managing different I/Os; which hasn’t been reported in the literature for these two 

modalities. Optional real-time acquisition of channel RF data is also featured by simply 

reprogramming the FPGAs with a slightly different code. Furthermore, a unique time-

division multiplexing scheme is implemented to allow interlaced acquisition of ultrasound 

pulse-echo images without having to shut off the laser pulses. Several experiments were 

reported to demonstrate the in vivo imaging capability of the system and its potential 

application in imaging tumor vascular dynamics.
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Fig. 1. 
The overall block diagram of co-registered imaging system.
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Fig. 2. 
The block diagram of one 16-channel module.
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Fig. 3. 
The overall block diagram of the field-programmable gate array (FPGA) code.
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Fig. 4. 
The block diagram of the receive (Rx) first-in, first-out (FIFO)/RAM.
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Fig. 5. 
The block diagram of the beamforming code.
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Fig. 6. 
Block diagram of the time-division multiplexing (TDM) scheme for acquiring the pulse-

echo (PE) A-lines while the laser is pulsing to ensure no photoacoustic (PA) interference. 

Note that the 12-bit counter starts counting when it is triggered by the laser synchronizing 

pulse until it is full, then it waits until the next laser pulse, when it resets and starts counting 

again.
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Fig. 7. 
(left) The phantom experiment setup and (right) a photograph of the tubing phantom used. 
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Fig. 8. 
The dynamics of filling the tubing phantom with ink. 
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Fig. 9. 
Mouse experiment setup.
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Fig. 10. 
(left) The co-registered images at injection time, and (right) 3.5 minutes after injection; the 

photoacoustic tomography (PAT) parts of the images were normalized to the same value 

with 20 dB dynamic range.
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Fig. 11. 
The maximum photoacoustic signal in tumor area right after injection of indocyanine green 

(ICG) of 100 μM concentration, normalized to the maximum photoacoustic signal at the 

time of injection.
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Fig. 12. 
Co-registered photoacoustic tomography (PAT) images selected at (left) ~745 nm, and 

(middle) ~835 nm, showing different light absorption distributions over the tumor area. 

(right) The co-registered oxygen saturation image shows higher blood oxygen saturation at 

the edge compared to the core area. The actual image size is 1.8 × 1.35 cm.

Alqasemi et al. Page 28

IEEE Trans Ultrason Ferroelectr Freq Control. Author manuscript; available in PMC 2016 October 25.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript


	Abstract
	I. Introduction
	II. System Description
	A. Block Diagram
	B. Overall Scheme of Co-Registered Acquisition

	III. FPGA Code Structure
	A. Block Diagram
	B. Preprocessing and Rx FIFO Storage
	C. DSP EMIF Interface and Control
	D. Multi-Thread Ultrasound Beamformer
	E. Master Controller and Reconfigurability

	IV. Results
	A. Phantom Experiment of Ink Tube
	B. Mouse Experiment with Dynamics of ICG Injection

	V. Conclusion
	References
	Fig. 1
	Fig. 2
	Fig. 3
	Fig. 4
	Fig. 5
	Fig. 6
	Fig. 7
	Fig. 8
	Fig. 9
	Fig. 10
	Fig. 11
	Fig. 12

