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Abstract

In this work we irnvesticate the routing architecture of FPGAS,
focusing primarily on determining the best disfitibn of routing
segment lengths and the best mix of pass transistor and tri-state
buffer routing switches. While most commercial FPGAs contain
mary length 1 wires (wires that span only one logic block) we find

2. Whether each routing switch is a pass transistor or a tri-
state liffer,

3. Where routing switches are located and which routing
wires the/ can connect together

4. Which routing wires in the channel adjacent to a logic
block input or output can connect to that logic block pin,

that wires this short lead to FPGAs that are inferior in terms of both
delay and routing area. Our resultswghinstead that it is best for
FPGA routing sgments to hee lengths of 4 to 8 logic blocks. eV
also shav that 50% to 80% of the routing switches in an FPGA
should be pass transistors, with the remainder being tri-sifte b
ers. Architectures that empithe best sgmentation distribtions

and the best mes of pass transistor and tri-statdfér switches
found in this paper are not only 11% to 1886tér than a routing
architecture gry similar to that of the Xilinx XC4000Xub also
considerably simplerThese results are obtained using an architec-
ture irnvestigation infrastructure that contains a fully timingyem
router and detailed area and delay models.

o

The sizes of the transistors used toldthe \arious pro-
grammable switches, and

6. The metal width and spacing of the routing wires.

In Figure 1, for gample, half the routing tracks consist of
length 1 wire sgments, while the other half consist of length 2
wire sgments. Some of the programmable routing switches are
pass transistors, while others are tri-statiéels.

In this paper we will focus primarily on determining the best
values for parameters 1 and 2 wadyothe bessggmentation distri-
bution (lengths of routing wire ggnents) and the best mix of pass
transistor and tri-stateuffer switches. W hae investigated
appropriate &lues for the other four parameters [6, 1t bpace
limitations preclude more than a brief discussion of these other
four issues in this paperNote havever, that we set the other 4
parameters to reasonabi@uwes throughout thexperiments of this
paper as this is essential for meaningful architectural comparisons.

1 Introduction

FPGAs consist of a lge number of programmable logic
blocks, which can each implement a small amount of digital logic,
and programmable routing which alls the logic block inputs and
outputs to be connected to formder circuits. The delay of a cir- Routing architecture design i®ry challenging because the
cuit implemented in an FPGA is mostly due to routing delays, best alue for each of the parameters abalepends on comple
rather than logic block delays, and most of an FRG#ea is trade-ofs. For example, in an FPGA with too mgrshort wires,
devoted to programmable routing [1]. Furthermore, as FPGAS some long connections will be constructed usingise short wire
move into increasingly deep submicron IC processes, the fractiorsegments connected in series, resulting in poor speed. If an FPGA
of total delay due to routing is increasing with each process generaincludes too man long wires, hwever, some short connections
tion [2]. Consequentlyone must ddse routing architectures will be forced to use long wire gments, dgrading speed and
which are bothdst and area-fifient to create an FPGA that fully  wasting area. SimilarJyan architecture with too mgror too fav
exploits the performance and density potential of deep-submicrontri-state luffer routing switches will likly be suboptimal. #&s
technologies. transistor switches require less area, ang #ne aister than bffers

In this paper we westicate island-style FPGA routing archi- for short connections, ub connections that pass through man
tectures; the FPGAs of Xilinx [3], Lucenedhnologies [4], and

Vantis [5] emply this style of routing architecture. A simplified Tri-state hiffer

Pass transistor

view of an island-style FPGA is siwa in Figure 1. The routing routing switch routing switch Logic block
architecture of an FPGA defines such features as:
1. The length of each routing wireggaent (hav mary logic ¥
blocks a routing wire spans before terminating), »
= R
{)_,=.<] 1
| d
Routing wire Logic block pin to

routing connection point

Figure 1: Example island-style FPGA routing architecture



series switches are better shby tri-state bffers. As well, the
best mix of routing switches is dependent on the length of the
FPGAs routing wire sgments. In an FPGA with mgriong
wires, it will rarely be necessary to connect gnawitches in
series to mak a connection. Consequentiuch an FPGA can
likely use a higher fraction of pass transitased switches in its
routing than an FPGA that containsvfeong wires.

Considering the importance of routing architecture to both
FPGA area and speed, relaly little research has been conducted
in this area. Some priorosk [8, 9, 10, 11] has uesticated difer-
ent switch topologies for use in FPGAs where all wirgnsnts
are of length 1 (i.e. span only a single logic block) and has com-
pared architectures only in terms of areficiefng. Some studies
have irnvesticated the best distrition of routing wire sgment
lengths for use in m-based FPGAs [12, 13, 14, 15}tlthe meth-
odology used in these studies is not applicable to island-style
FPGAs. The most directly comparablenwto this paper is that of
Brown et al [16, 17] and Choet al [18]. These studiesviesti-
gated island-style FPGAs which contained some longer wge se
ments. V& extend this prior research in\&al important \ays,
howvever. First, we consider the possibility of some routing
switches being tri-stateuffers, whereas all prior research has

investigated FPGAs containing only pass transistor switches. Sec-

ond, we compare FPGAs on the basis of the “true” delay metric —
critical path delay of benchmark circuits — and a detailed, transis-
tor-based area model; prior research has used singidrless
accurate, delay and area metrics. Third, the CAD fl@ use to
evaluate architectures emgl a combined global and detailed
(one-step) routervhile Bravn et al and Chw et al performed glo-

bal and detailed routing in twsteps. Since the global router in a
two-step routing is unveare of the distribtion of wire sgment
lengths, and hence not attempting to optimize for it, long wires
may not be used asfeftively as possible. Finallyhe router we
use in this study is fully timing-dréen (uses timing analysis to
determine which connections need high speed routingyiatioit

to more fully exploit the intrinsic speed of dérent routing archi-
tectures, and hence imping the accurac of our architecture
comparisons.

The oganization of this paper is as fas. The ngt section
describes the portions of the FPGA architecture which are held
constant throughout thexgeriments of this paperSection 3 then
outlines the eperimental framwork we use to compare téfent
FPGA routing architectures. In Section 4, we perfoxpes-
ments to determine which length of wiregseent results in the
best speed and aredigiengy when all the routing wires in an
FPGA hae the same length, and all routing switches are tri-state

isters, with ten inputs, four outputs, and one clock. This logic
block includes local routing that alls each of the LUT inputs to
be connected to grof the 10 logic block inputs or wrof the four
outputs generated within the logic blotKThis logic block is more
typical of the size of current commercial FPGA logic blocks than
the single 4-LUT logic block assumed by most prior routing archi-
tecture research, and prior research hasshbat this logic block
leads to an areafafient FPGA [19]. The input and output pins
are eenly distributed around the perimeter of the logic block,
since [20] sheved that this pin positioning is best.

The number of 1/O pads that fit into the height or width of a
logic block is set to foyiin line with the relatie sizes of pads and
4-LUTs of current FPGAs [3, 4, 5, 21]. itlWthis assumption three
of the twenty benchmark circuits we use (ldgldes and dsip) are
pad-limited. ¢ alvays map each circuit to the smallest square
logic block array that has enough logic blocks and pads to accom-
modate it. Since commercial FPGAs normally distiébthe cir-
cuit clock through a special, dedicated routing resource, we do not
route the clock net in sequential circuits.

The switch block topology [8] (which defines which routing
wire s@ments can connect via routing switches at the intersection
of a horizontal andertical channel) used throughout this paper is
thedisjoint switch block topology used in the original Xilinx 4000
series FPGAs [22]. In this switch block, a wire in track nuniber
can connect only to other wires in track Note that with this
switch block wires of a gen length can only connect to other
wires of the same length. Interestinghyhile the disjoint switch
block topology is not as routable as thdtv switch block topol-
ogy in FPGAs where all routing wiregraents hee length 1 [11],
we hae found that it results in better speed and arkeiesfoy
than a straightforard generalization of the Mén switch block in
FPGAs that contain longer wires [6, 7]. Woais switch block
research has focuserictusively on FPGAs containing only length
1 wire sgments; clearly future research shouldesticate the
interplay between ggnentation distribtion and switch block
topology

We set the number of routing tracks to which each logic block
pin can connect, H8], to 0.5W where W is the number of routing
tracks in a channel. Ouxpmeriments hee shavn that this is a
good \alue for a wide range of routing architectures.

The size of the transistors used in the routing switchesag a k
architectural issue. The metal capacitance of a routing wire se
ment is quite lage, so significant speed impwments can be
achieved by increasing the size of the transistors forming pass tran-
sistor or tri-state tffer routing switches. At some point,\hever,

buffers. In Section 5 we westigate more complerouting archi-
tectures that contain wiregments of tw different lengths, and a
mix of pass transistor and tri-stateffier routing switches. Section

6 compares some of the best architectures we toand to a rout-
ing architecture similar to that of the Xilinx 4000X series FPGAs.
Finally, we summarize our results and conclusions.

one achiees diminishing speed returns as the size of the switch
transistors is increased, since the parasitic capacitance added by
these switches becomes comparable to the metal capacitance. As
well, increasing the size of the routing switch transistors requires
more layout area. Essentially want to choose the transistor size
that achiges the best tradefobetween the speed of the routing
and the area required. eWbelizve that the best tradefodccurs

when the transistor sizes are chosen to minimize the area-delay
product of the resulting routing resourcese &aluated the speed

of FPGA routing structures using fifent transistor sizes in
TSMC'’s 0.35um, three-lgel metal CMOS process [23], and we

tures, so we hold the other architectural parameters, such as thgsed. thde a\r/saf mogetlhd?sfcrlbed In Ssctlon 3.3/aftualte the areta
logic block used, constant throughout thxperiments. In all our required. oun atlor aery wide range ot wire genen

experiments, each channel in an FPGA contains the same number __ . . .
of tracks and has the samesentation distribtion. { Since this local routing is part of the logic block, and not part of

i o ) ] the “general” FPGA routing, we count its area as part of the
The logic block of all the FPGAs studied in thisnk is a

) ) logic block area, rather than as part of the FPGA routing area, in
logic cluster [19] of four 4-input look-up tables (4-LUTSs) ang-re the later sections.

2 FPGA Architecture and Circuit Design
Parameters Held Constant

In this paper we are Westigating diferent routing architec-
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lengths, pass transistor routing switches aehithe best area-
delay product when tlgeare ten times as wide as the minimum Routin . Hwrm———
contactable transistor width. Similarlwe found that for a wide architectgr;_'| Routing (VPR, timing-dsien router))q_‘
range of wire sgment lengths the tri-state routingffer with the
best area-delay product is theotstage bffer shavn in Figure 2; »._ No|Adjust channg
its output stage has &vtimes the minimum dré strength. Note capacities (W
that the transistor widths in Figure 2 are all in “times minimum .
contactable width” rather than in microns.orFdetails on the Yesl W, determined
experiments we performed to determine these best routing transis- .| Routing with W = 1.2 Wi,
tor sizes, see [6, 7]. "l (VPR, timing-driven router)

Finally, we hae to choose the metal width, spacing and layer v
in which routing wires are laid out. Throughout this paper we Determine critical path delay and
assume routing wires are laid out in metal 3; weehfaund that transistor area touild FPGA routing (VPR)
our results do not change significantly if routing wires are laid out ) . .
in metal 1 or 2, heever. We also use minimum-width metal for Figure3: Architecture ealuation flv.

all routing wires. While increasing the metal width reduces the

metal resistance, it also increases the metal capacitance. Since thmiit. FPGA manwdcturers normally dild enough routing into
resistance of a routing switch is considerablgéarthan the metal  their FPGAs that “eerage” circuits hae some spare routingail-
resistance of \en fairly long routing wire sgments, we hsae able. W& model this by performing a final Wiestress” routing of
found that the net &fct of wider metal wires is to increase the each circuit with the number of tracks per channel set BV},2.

routing delay Throughout this paper we also assume routing wires Qur delay model then estimates the circuit critical path, and our
use the minimum metal spacing; this results in the highest wiring area model estimates the total transistor area needed to lay out all
density during layout, at the cost of higher metal capacitance thanhe routing in this FPGA. At the end of this CADwilcthen, we
wider metal spacingsauld yield. V& hare also run manof the have enough information to compare both the speed and the area-
experiments in this paper with wider metal spacingsyever. efficiency of one architecture to another

While this increases the speed every FPGA architecture (by

about 15%), it does not changeyaof our architectural conclu- 3 1 1 Overvies of Timing-Driven Routing Algorithm
sions. o

Since we are comparing the speed and areafefait FPGA
; routing architectures, the most important tool in the CADv flo
3 Experimental Methodology above is the router To allow fair comparisons of dirent routing
We eplore diferent architectures by implementing the architectures, we created anmouter that optimizes well for both
twenty lagest MCNC benchmark circuits [24] into each FPGA speed and routabilityand can fully eploit the features of each
architecture of interest. These circuits range in size from 1064 toFPGA architecture we study
8381 4-LUTs. W& implement each circuit with an automatic CAD Like its purely routability-diien predecessor [28], the VPR
flow similar to that used by FPGA users: technology-lndepen_denttiming_driven router [6, 7] uses myrideas from the &hfinder
logic optimization, technology-mapping, placement and routing. youting algorithm [29]. It repeatedly rips-up and re-routesne
We then compare the circuit delay aclei¢ and the area required et in the circuit, and gradually reset routing congestion by

by each architecture. gradually increasing the cost ofesused routing resources. kik
Pathfinder it also performs timing analysis repeatedly during rout-
3.1 CAD Flow ing, and uses the slack of each connection to determine the conges-

tion avoidance / delay minimization tradefofo use for that
connection. The VPR timing-aen router contains some signifi-
cant nev features, hoever. The most important enhancement is
that this router directly optimizes the Elmore delay [30] as it routes

B X each connection. The router uses the Elmore delay to guide it as it
mapping and reduce the number of LUTs required.ackA27] selects the net topologwire sgment lengths, and the type of

then groups these 4-LUTs andyisters into logic blocks of the switch (pass transistor or tri-stateffer) used to connect twwire
desired size (clusters of at most four LUTS, using no more than 10

distinct inputs). érsatile Place and Route (VPR) then places the segments. Note also that it mekall these decisions in one unified

S S . . step, since the limited ftéility of FPGA routing means that
circuit [28], and the VPR timing-drén router [6, 7] is repeatedly : : C
invoked with diferent channel capacities to determine the mini- topology wire sgment length and switch type decisions are all

mum number of tracks per channel, W required to route the cir- coupled. Préous academic FPGA routersveaoptimized either
P mi req only wirelength or the linear delay model, in which each routing

Figure 3 illustrates the CAD flowe use to ealuate routing
architectures. First, SIS [25] is used to optimize the logic of each
circuit. Net, we use Flemap [26] to technology map each cir-
cuit into 4-LUTs and rgisters, and Flepack [26] to optimize the



switch has a fied delay1L The delay of a pass transistor is highly FPGA architecture. A minimum-width transistor area is simply
dependent on the topology of the net containing iyever, so by the layout area occupied by the smallest transistor that can be con-
optimizing the Elmore delay our router is able to edalktter net tacted in a process, plus the minimum spacing to another transistor
topology choices and determine when usinguffeped routing above it and to its right. By counting the number of minimum-
switch is preferable to using a pass transistor width transistor areas required to implement an FPGA, rather than
the number of square microns which these transistargldwv
occupy, we obtain a process-independent estimate of the FPGA
area. Tansistors lager than minimum-width are counted as-se
eral minimum-width transistor areas. VPR computes the routing
area of an FPGA by thlding” every structure required by the
FPGAs routing, and summing the number of minimum-width
transistor areas required by eaclor &etails of the transistondel
schematics VPR assumes whenilting” various FPGA struc-
tures, see [6, 7].

This nev router requires only slightly (6% owerage) more
tracks than the VPR routability-gign router to successfully route
circuits. Since the VPR routability-eign router requires Weer
tracks to successfully route a set of standard benchmarks than an
other router for which results aregadlable [28], this implies the
new timing-driven router optimizes for routabilityewy well. In
addition, the VPR timing-dven router produces circuits which are
2.6 timesfaster on aerage, than those produced by the VPR
routability-driven router Clearly timing-diven routing is essential

to obtain good circuit speed. To allov averaging of results from circuits of fent sizes,
we use a normalized area metric: the number of minimum-width
3.2 Delay Model transistor areas per tile (i.e. per logic block). All the results in this
) paper list only the area of an FPGAouting, since the logic block
Our delay wlues are all based on the delays in TS8ME35 s held constant throughout all theperiments. The logic block
Hm, 3.3 V CMOS process. oTdetermine the critical path of a cir-  ysed in this paper occupies 1678 minimum-width transistor areas,
cuit, we must: and hence the addition of 1678 toyasf the routing area results
1. Determine the delay of/ery connection internal to a logic ~ Presented in this paper yields the total area per tile.
block, Prior researchers ha evaluated routing area either by count-

ing the number of tracks per channel required to successfully
route, or by counting the number of programmable switches in the
o ) ~__ routing. Counting the number of tracks required to route a circuit

3. Perform a path-based timing analysis of the circuit using js not a good area metric for architecture studies (such as this

these delayalues. study) in which the number of switches per tragknsent can ary,

We found the delay of the connections within logic blocks by Since the area required by each routing track is theiable.
performing SPICE simulations ofiery structure in a logic block. = Counting the number of programmable switches in the routing is a
See [6, 7] for transistdevel schematics of the logic block we use, better area metric,ub is still not suficiently accurate for our pur-
and a listing of &rious important delays. poses. Modern FPGAs use thredati#nt types of programmable
switch, and the diérent switches require considerablyfeliént
layout areas. The connection blocks from routing tracks to logic
block input pins are implemented with multipdes; the connec-
tion blocks from logic block output pins to routing tracks, and
some of the routing switches, are implemented via pass transistors;
and some routing switches are tri-statdférs. Tble 1 lists the
area required by each of these switch types, includiggasea
required by SRAM bits to control each switch. The area per
switch varies by dactor of 6.8from the most area{fifient switch
to the least areafifient. Clearly simply counting the number of
programmable switches in a routing architecture does neidero
a good area estimate.

2. Determine the delay ofvery connection between logic
blocks, and

After a routing is complete, we can determine the delay of
every routed connection. Mmodel pass transistors andfbrs by
equivalent circuits composed of resistors, capacitors, and ideal-
ized, constant delay elements. Thdues of the arious equialent
resistances, capacitances andfdy intrinsic delays were deter-
mined from SPICE simulations with the TSMC 0485 process.
After a routing is complete, VPR uses these simplified models of
pass transistors andffers, as well as metal capacitance and resis-
tance data, touild an egwalent RC-tree for each net. It then
computes the Elmore delay from the source to each of the sinks
We hare found the accurgoof this delay model to be quite good
— the connection delays it predicts are almosags within 9%
of SPICE [6, 7]. Table1: Comparison of programmable switch areas.

Finally, VPR performs a path-based timing-analysis [32]
using these connection delagiwes to determine the circuit critical
path. Multiplexer (32 inputs) 2.88 per switch (92 / 32 inputs)

Multiplexer (4 inputs 4.5 per switch (18 / 4 inputs
3.3 AreaMode plexer (4 Inputs) i ( puts)

Pass transistor
Since the area of typical commercial FPGAs is dominated by [(10x minimum dive)
transistor ared,the most accurateay to assess the area of an [Tri-state iffer
FPGA architecture, short of actually laying out each FPGA archi- | (5x minimum drie) 19.7
tecture studied, is to estimate the total transistor area required by

its layout. Our area model is based on counting the number of . - .
minimum-width tansistor aeas required to implement each 4 EXperimental Results: Single Wire

Segment Length Architectures
1. The Xilinx commercial FPGA router optimizes a more

adwanced (Penfield-Rubinstein) delay model [31]. In this section wewaluate architectures in whiclery rout-

2. FPGA architects at both Xilinx and Alteraveaconfirmed to us "9 Wire sgment has the same length, and in which all the routing
that transistor area determines the die size of their currentSWitches in switch blocks are tri-stateffers. W ran the twenty

FPGAS. largest MCNC benchmarks through thenflof Figure 3 and deter-

Switch Description Minimum-Width Transistor Areas

115
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Figure4: Speed and area of FPGASs vs. routing wiggrsant length.

mined the routing area required and the critical path delayvachie use more than one wire length, this resuliviscative. It leads one

by each circuit in each architecture of interest. Throughout thisto expect that the best FPGA architectures will either include sig-
paper we compare architectures on the basis of theiage per- nificant numbers of length 4 or length 8 wires, or will include some
formance across the 20 benchmark circuits; theviididial circuit wires shorter and some wires longer than length 4 or 8.

results track thewerall aserage quite well, heever.

The solid cure in Figure 4 is thevarage (ver the twenty cir- 4.1 AreaModel Revisited

cuits) of the critical path delay for each architecture, while the Recall that our areadéfiengy metric throughout this paper is
dashed cum is the werage routing area required in each architec- ., \qisior area, since current commercial FPGAs are dominated by
ture. The ho”zor.“a' axis in both Flgur“es 4 ';Q‘ th_e length (in IOgICtransistor area. o confirm that the FPGAs wevauate in this
blocks) of the routing wire genents; the “Long” point refers to an  naner are all transistarea limited, we also monitored theesage
architecture in which each routing wire spans the entire chip (&, ,mper of tracks per routing channel { required by each

long line in Xilinx’s terminology). Recall that each architecture in . o : T

Figure 4 potentially contains a tiifent number of tracks per chan- architecture to route the benchmark circuits, since this indicates the

nel — each circuit is routed in an FPGA with 20% more routing 2mount of routing metal area required by the FPGA.falind that

tracks than the minimum the circuit needs to route in an FPGAthe architectures that werdiefent in terms of transistor area gen-
erally had serage W, values (and hence metal routing area)

with the given architecture. R ; g
) . within a+20% range, and all these architectures are clearly transis-
From Figure 4, one can see that tastést FPGA which uses  (or area limited. An FPGA empjing all length 1 wires, fonem-
only one length of wire uses wires of length 4 or length 8. Shortery o requires 17.6% teer tracks per channel than an FPGA
wires lead to poor speed because long connections must passypiging length 4 wires, while a length 8 FPGA requires 20.9%

through too may buffers. \ery long wires dgrade speed in ™ 516 tracks per channel than a length 4 FPGA.
ways. First, short connections are forced to use long wires, which

are slover than short wires due to theirdar capacitance. Second, A few architectures withery poor area-étiency according

even connections that trel the entire length of a long wire become 10 our transistebased area metric had much greatefyValues,

slow when the wire is too long because the metal resistance of thédowever. An FPGA emplging all long lines, for gample, requires
wire becomes lge, and eentually reduces speed belthat of a ~ 3.2x as may tracks per channel as an FPGA ergjuig length 4
larger number of short wires connected lfférs. wires. Depending on the number of metal layealable then,
such an architecture may become metal (rather than transistor) lim-
ited. If such poor architectures are actf metal-limited, rather
than transistelimited, they are simply gen worse choices than the
results presented here indicate.

Figure 4 also shws that wire sgments of length 4 lead to the
most area-éitient FPGA architecture. As we increase the length
of the routing wires t&@ competing dctors determine the resulting
architectures area-diciengy. First, longer wires are less ‘fie
ble”; they cannot be split in the middle, so short connections will
waste part of a wire genent. This means the number of tracks per
channel required to successfully route a circuit increases as the ‘ ‘ ‘ ‘
wire s@ment length increases. On the other hand, longer wires 4
pass through more switch blocks before terminating, so the fraction :
of “internal” switch points in switch blocks increases. As Figure 5 ——— .
shaws, these internal switch points requirevée programmable — B
switches, resulting in decreased area. When the disjoint switch 4
block is emplged, each internal switch point requires only one ‘ ‘ ‘
programmable switch, while “end” switch points require six pro-
grammable switches.

(a) “End"” switch point (b) “Internal” switch point
) ) o 6 switches required 1 switch required
Length 4 wire sgments achiee the best combination ofvio by bold wires by bold wire

delay and high areafefiency. An architecture using all length 8 . . ) o '
wires can achie slightly (1.3%) better speedytbrequires 7.4% Figure5: Switches required by a disjoint switch block at
more routing area. While real FPGA architectures can of course (a) end and (b) interior of wires.



5 Experimental Results. Two Typesof Wire 5.2 Length 4 Buffered Wires Plus Pass-

Segment Architectures Transistor-Switched Wires

In this section wexamine somehat more complearchitec- ~ Since a routing architecture composed solely of length 4
tures: those that contain avtypesof wire sgments. Wo wire wires that use tri-stateuffers as their routing switches performs so
segments are of di¢érent types if their lengths are faifent, or if well, in this section we irestigate architectures in which some
they use diferent types of routing switches to connect to other routing tracks contain wires of this type. The other routing tracks
wires (e.g. pass transistors vs. tri-statéfys). contain wires that connect to each other with pass transistor rout-

ing switches. W will investicate diferent lengths of these “pass-

5.1 Tri-State Buffer Routing Switches Only transistorswitched” wires, and dérent proportions of the tw

types of wires.

The solid line in Figure 6 sk the speed achied by FPGA
architectures in which 50% of the routing tracks use length 4 wires
connected byuiffered switches, and the other 50% consist of some
other length of wires connected with pass transistors. The dashed
line in Figure 6 shws the routing area required by each architec-
ture. The horizontal axis in Figure 6 is the length of the pass-tran-
sistorswitched wires used. The best areficieingy occurs when

We investigated a lage number of architectures that con-
tained tw different lengths of routing wires, and in which all the
switch block routing switches were tri-statgffbrs [6]. We found
that we could achiee only small impreements compared to the
best single wire length architecture (length = 43bl& 2 compares
the performance of the twbest architecturesglored in this sec-
tion to the best single wire length architecture. Both these archi-

tectures arediirly similar to an architecture in which all wires/ea ; ; :

h . the pass-transist@witched wires are length 2utlength 4 and
length 4 — one has 25% length 2 wires and 75% length 8 V".'res‘leng?h 8 wires also hva reasonable areaﬁgfency andgthy lead
while the other has 75% length 4 wires and 25% length 8 wires. superior speed. '

The arerage speedup vs. a length 4 architecture is only 4.2% for i o
the first architecture, and 4.9% for the second. Both of these archi- ~ Figures 7 and 8 iresticate the performance of length éfts
tectures are slightlfessdense than an architecture that contains ered wires combined with either length 1, 2, 4, or 8 pass-transistor
only length 4 wires. Clearly length 4 wires yide an eficient switched wires in dferent proportions, (i.e. not just 50 / 50). The
way to male both short and long connections! horizontal axis in these figures is the fraction of routing tracks
composed of the pass-transisswitched wires; the remainder of
Table2: Best luffered, two different length architectures vs. best  the routing tracks are composed of lengthuffidsed wires. The

single-length architecture (20 circuiteaage). “0” point on the horizontal axis corresponds to an architecture
- composed solely of length 4tbered wires, while the “1” point
» Routing Routing corresponds to architectures composed solely of wires that connect
Critical | Speedup | ~ Area Area vs. to each other via pass transistors. Figure Wsthe speed of the
Architecture Path | vs. Length (M|n|_mum- Length 4, various architectures, while Figure 8 wisotheir routing area.
Delay |4, Buffered| _Width Buffered Clearly adding length 1 wires to an architecture is not a good idea.
(ns) FPGA | Transistor| “rp- If 33% of the routing tracks are length 1 pass-transistéiched
Areas) wires, then area-Biency improves by 8% (vs. all tracks being
All length 4, 4557 _ 5901 _ length 4 liffered wires), bt speed dgrades by 7%. Lger frac-
buffered . tions of length 1 wires dpade both area and speed — these wires
AT are simply too short to be of much use. Maommercial archi-
75(; I gth 8’ 43.74 +4.2% 6034 +2.3% tectures mad heay use of length 1 wires [3, 4, 33Litbour results
0 leng . suggest thecould imprare both their speed and aredigiéncy by
75% length 4, o 0 using longer wires instead. Note that the most widely studied
25% length 8 43.44 +4.9% 5948 +0.8% architecture in academic research, an architecture composed
entirely of length 1 wires connected by pass transistors, has
extremely poor speed — it is 2.8 timesg&r than the dstest
architecture in Figure 7.
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Figure 6: Comparison of FPGAs with 50% length dffered and 50% pass-transistwitched wires.
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Figure7: Speed of FPGAs with a mix of length dffered wires
and pass-transist@witched wires.

Adding longer pass-transistewitched wires to an architec-
ture yields better results. Figure 7 wisothat making between
17% and 83% of the routing tracks pass-transsistched wires
of length 4 or 8 increases the FPGA speegissRransistors do not
have the intrinsic delay of the multi-stageffers used in bffered
routing switches, and tiiehare higher drre strength than a tri-

w
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Figure8: Area of FPGAs with a mix of length 4iffered wires
and pass-transistawitched wires.

state lffer for the same area, since these only one transistor
rather than seeral. On the other hand, the delay through a series
chain of pass transistors gre quadratically with the number of
pass transistors. The nefegt is that pass transistor switches are
faster than tffers for connections that pass throughwa &eries
switches, bt buffers are &ster for connections that pass through
mary series switches. If long wires are useweeseries routing
switches are needed for long connections, making pass transistor
switches more competit with huffers for longer connections.
Consequently a mix of moderate lengthffered and moderate
length pass-transistor wires leads to better speed than using all
buffered routing switches or all pass transistor routing switches.

Figure 8 shass that increasing the fraction of routing tracks
using length 2, 4 or 8 pass-transistor wires impsothe FPGA
area-eficiengy until this fraction reaches approximately 83%; after
that area-diciency degrades (or leels of, for length 4 wires). A
pass transistor switch requires less area than a tri-stfite, land
since pass transistors are bidirectional, one pass transistor can
replace tw tri-state loiffers in the routing. On the other hand, pass
transistor switches are not well-suited to routing highefit nets.

To maintain reasonable speed, a highefut net routed using pass-
transistor switches tends to use a “star” topalogyis requires
more wiring, and hence more routing tracks, and hence more area.
Making all routing switches pass transistors forcesnehigh-
fanout nets to be routed using pass transistogsading area-éf
ciengy.

Considering both area and speed, the best architectures use
50% - 83% pass-transistor switched wires of length 4 or 8. Archi-
tectures with 50% pass-transistwitched wires achie the best
speed, while those with 83% pass-transisteitched wires
achieve the best areafifiency. A major conclusion to be dra
from these results is simply that the best routing architecture con-
tains a mix of pass transistors and tri-statfidos. This &ct is not
widely knowvn. Prior academic research has focused on FPGAs
that contain only pass transistors, while & R GA compay has
made the dct that their FPGAs contain no pass transistors (all
routing switches are tri-statefffers) a markting feature [34].

5.3 Length 8 Buffered Wires Plus Pass-
Transistor-Switched Wires

We have found that combining length &iffered wires with
some pass-transistewitched wires also results in good FPGA
architectures. Using length &ffered wires instead of length 4
buffered wires slightly increases the FPGA speed, at the cost of
slightly decreased areafiefency. Otherwise, the architectural
conclusions we found when combining pass-transsigtched
wires with length 8 bffered wires areery similar to those of the
previous section:

1. The best combination of area and delay results when the
pass-transistor switched wires are of length 4 or 8.

2. The best architectures contain from 50% to 83% pass-tran-
sistor switched routing tracks, with the 50% pass-transistor
architectures ging the best speed, and the 83% pass-tran-
sistor architectures yielding the best ard&iehay.

6 Overall Architecture Comparison

In the preious sections we kWa examined FPGA routing
architectures of gradually increasing comxjtle and looled for
important architectural trends byarying the ly architectural
parameters. In this section we yide an @erview by comparing
some of the best architectures wevéndound aginst each other



and ag@inst a routing architecture that is similar to that of the pop-
ular Xilinx XC4000X series FPGAs [33, 35]. This “4000Xdik

architecture contains 25% length 1 wires, 12.5% length 2 wires,

length 8 wires. This architecture performs much better than a
length 1 architecture; it is 5.6%sdter than the 4000X-kkarchi-
tecture, at a cost of 16% ¢mr area than that of the 4000Xdik

37.5% length 4 wires, and 25% “one-quarter longs”, whose lengtharchitecture. Although the speed and ardiaiefcy of this length
is one-fourth of the chip. The length 1 and 2 wires connect via 8, all pass-transistor FPGA are reasonably compeiith aerage,

pass transistors, while the longer wires connect via tri-stéfe b
ers. As well, pass transistor switches alsonatlre length 4 wires

we consider FPGA architectures that containuiffebs dangerous.
As circuit size increases, the longest connections in an FPGA gro

to connect to the length 1 and 2 wires, and the one-quarter longs tdonger and pass through more series switches. Since the delay of

connect to length 1 wires. While this routing architectureeiy v
similar to that of the Xilinx XC4000X, it simplifies aviefeatures
[35].

Table 3 compares the speed and density of some of the be
0

architectures found in each of the preceding sections to those
this 4000X-like architecture. Walso include the performance of

an FPGA composed entirely of length 1 wires connected by passa
transistors, since most prior FPGA research has focused on thi

architecture.
All the architectures indble 3 allov each logic block input
pin to connect to OV routing tracks (i.e. &npy = 0.5W) but

each logic block output pin can connect to only @2%acks (i.e.
Feoutput = 0.28W).  Setting E oyeput to 0.25W instead of the

0.5V we used in the pwous sections reduces the FPGA routing
area by 2% to 5%, depending on tlaa architecture. Recall that

pass-transistor switches gre quadratically with the number of
switches in series, it is di€ult for an architecture that contains
only pass transistors to maintain good speed as the size of the logic

%Iock array grrs. As well, lager circuits can contain nets with a

igher maximumdnout, and purely pass-transistor based routing
Is inefiicient for routing high-énout nets. & both these reasons,
rchitectures that contain only pass transistors do not scale as well

é/vith increasing circuit size as architectures that contain saoifffie b
ers.

The best single-wire-type architecture we found, in which all
wires are length 4 and all switches auéfdrs, is 7.2%asterthan
the Xilinx 4000X-like FPGA. lts area is 30.9% dger, howvever. It
is interesting that such a simple FPGA architecture is reasonably
competitve with the compbe routing architecture of the 4000X-
like FPGA. Simpler routing architectures raakeasier to deslop
CAD tools. As well, the likely male it easier to implement intel-

the connection block between the routing tracks and a logic blockjectual-property “cores. These cores are sometimes\pded as

input pin consists of ancf,,, multiplexer, while the connection

“hard” (placed-and-routed) macros. If there is only one type of

block from a logic block output pin to the routing tracks consists of routing resource in the FPGA, it is easier to mas of these

Fe outputPass transistors controlled by G, « SRAM bits. Conse-

hard cores into one FPGA and ensure each gets the wires it needs.

quently connections to logic block output pins require more area These &ctors may maka simple FPGA architecture, in which all

than connections to input pins (seablE 1), and it is best to mak
Fcyoutputsmaller than Einput

The architectures are listed (after the 4000X-kikchitecture)
in order of increasing compliy. Notice the gtremely poor per-

the wires are essentially the same, attvaatiespite its suboptimal
speed and area performance.

Table 3 also lists four of the bestawvire-type architectures.
Each of these architectures combines sonféeted wires with

formance of an FPGA using only length 1 wires connected via SOMe pass-transistswitched wires. Wo of these architectures

pass transistors — 150% wler (-60% speedup) and 33% percent
larger than the 4000X-l& architecture. The best architecture we

use only length 4 wires, while the otheiotwse some length 4 and
some length 8 wires. Notice that these architectures are all signifi-

found using only pass transistors and one length of wire usedcantly (10.2% to 19%}afster than the 4000X-&karchitecture, it

Table3: Comparison of &y architectures (20 circuivarage).

Speedup vs| Routing Area (Min.| Routing Area vs
Seggmentation of Routing racks, and Switchypes Used Delay (ns) 4000X-like | Width Transistor 4000X-like
FPGA Areas) FPGA
Xilinx 4000X-like: 25% L1, 12.5% L2, 37.5% L4, 25% one-quarfer 4g g3 . 4425 _
longs; mix of luffers and pass transistor switches '
100% L1, pass-transistswitched 120.7 -60% 5891 +33.1%
100% L8, pass-transistewitched 46.22 +5.6% 5131 +16.0%
100% L4, ffer-switched 45,57 +7.2% 5792 +30.9%
67% L4, pass-transistor switched,; 0 0
33% L4, hiffer-switched 4291 +13.8% 4771 +7.8%
83% L4, pass-transistswitched o o
17% L4, hiffer-switched 44.31 +10.2% 4569 +3.3%
50% L4, pass-transistswitched o o
50% L8, luffer-switched 41.04 +19.0% 5039 +13.9%
83% L4, pass-transistswitched o o
17% L8, hiffer-switched 43.84 +11.4% 4539 +2.6%
50% L4, pass-transistawitched; 50% L8, Wiffer-switched with 41.23 +18.4% 4708 +6.4%
reduced “switch-block population” ’ ' )
83% L4, pass-transistewitched; 17% L8, Wifer-switched with o o
reduced “switch-block population” 44.04 +10.9% 4426 0%




Routing wire =~ - - — — - Routing switch uses a more adwnced switch block than the disjoint switch block
used by all the other architectures able 3, havever. The 4000X
switch block contains some switches thatwalleires of diferent
lengths to connect, and that allavires in diferent tracks to con-
- ‘ ‘ . nect. These features neathe 4000X switch block more routable
than the disjoint switch block, yet it contains only & fsore
switches than the disjoint switch block. Consequettiig switch
block tends to result in FPGAs with superior densitye consider
(a) Full switch-block population (5/5 or 100%) the irvestication of better switch block topologies for use with
FPGAs that contain some long wires to be a fertile area for future
research. \Wepect that combining the gmentation distribtions

of some of the architectures listed iable 3 with a better switch
R . - block would lead to significantly impked area-diciency.
7 Summary
b) Reduced switch-block population (3/5 or 60% We hae investigated a lage number of dferent routing
_ () . W P _pu fon ( i ) architecture issues in thisovk. First, we sheoed that it is most
Figure9: Examples of dferent switch-block populatioralues. important for FPGAs to contain wires of moderate length (4 to 8

logic blocks). While most commercial FPGAs contain soemy v
none of them is as arediefent. The area penalty for using an short and someery long wires, we hee found FPGAs that use
architecture that is 19%ster than the 4000X-kkarchitecture is  significant numbers of these types of wires to be inferior to those
13.9%, while the area penalty for an architecture that is 11.4%that emply medium-length wires.

faster than the 4000X-kk architecture is Only 2.6%. Both the We also found that FPGASs that contain a mix of pass_transis_
speed and the area of these architectures are significantly bettegor and tri-state Wffer routing switches are superior to FPGAs that
than the best single-wire-type architecture discusseeealshov- emplgy only one type of switch. Thastest FPGAs tend to con-
ing that a mix of pass transistors anufférs is \ery useful in  tain about 50% pass-transistor switches and 50% tri-stdter b
FPGA routing. switches, while the most aredieient FPGAs contain about 80%
The last tw lines in Bble 3 shw the benefits of reducing the ~ pass-transistor switches and only 20% tri-staféeb switches.
switch-blodk population[6, 7] of these tw-wire-type architectures We also found that reducing the switch-block internal popula-
so that the iffered wires hee a switch block only oncevery two tion of routing wires that interconnect with tri-stateffbrs pro-
logic blocks! As Figure 9 (a) shws, ordinarily routing wires can  quces an areaan of 2.5% to 7.5% for typical architectures. The
connect to at least one wiregseent in gery channel thecross. switch-block population of theseuffered wires should be set so

We hae found that the areafiefeny of an FPGA can be  that each wire connects to orthogonal wires at oméyyesecond
improved by remweing some routing switches from some of the channel it crosses.

FPGA wire sgments, haever. Figure 9 (b) shes a routing wire
which has programmable switches w®liog it to connect to other
routing wires only in eery second channel (or switch block) it
crosses. Reducing the number of programmable switches connec
ing to some of the wires reduces routingifddity, and hence
more tracks per channel are required for successful routing. Th
area seed by reducing thevarage number of switches per wire
segment outweighs this cost, Wwever, so the net result is a reduc-
tion in routing area. Asable 3 shws, architectures in which the
buffered wires can connect to other wires only \&rg second
switch block are from 2.5% to 7% more arefeednt than those

Finally, we shaved that the best architecturesamined in
this paper hee significantly superior speed to a (slightly simpli-
fied) Xilinx XC4000X routing architecture; some architectures are
19% faster than the 4000X architecture. This 4000%-li@uting
garchitecture has better aredi@éncy than all lut one of the archi-
tectures we xamined, hwever. The best architectures in this
paper hge a better area-delay product than the 4000-dikchi-
tecture, indicating that thiehave gained more in speed than yhe
have sacrificed in area. Theare also less complethan the
4000X. This is a useful feature, as it simplifies both CAD tool
that used a switch-block population of 100% for all wires. The design and the implementation of pre-placed and pre-routed intel-
exact amount of area imprement depends on the fraction of rout- |€Ctual property cores.
ing wires that use Uffered switches. Notice that one of these While prior researchers and thiomk have answered man
architectures is 18.4%aster than the 4000X-kkarchitecture and  important questions about FPGA routing architecture, much
only 6.4% lager, and another architecture is 10.986ter and uses  remains to be done. &\beli&ve one of the most fertile areas for
the same area as the 4000Xel#rchitecture. future research concerns finding good switch block topologies for
use with FPGAs that contain wires longer than length 1. Prior
research into this area has focused on switch blocks for use with
FPGAs that contain only length 1 wiresit lve hae found that the
best switch block for an architecture with only length 1 wires is not
necessarily the best switch block for an FPGA that contains longer

From the results ofdble 3 one can see that wevédound
mary architectures with speed superior to that of the 4000X-lik
architecture, bt none with superior density\e believe the 4000X
contains too manshort wire sgments, and this reduces its speed
versus may of the architectures we &investigated. The 4000X

wires.
1. Space limitations preclude a thorough discussion oéwith-
blodk populationissue in this paperFor complete definitions Acknowledgments
and eperimental results shong why it is best to reduce the The authors are indebted to Jordara8% who modified the
switch-block population to one switchiezy two potential loca- FPGA “architecture generator” within VPR to alldamgeting of

tions (rather than one switclvezy 3 potential locations, for  the 4000X-lile architecture. Wwould also lile to thank Stee
example) see [6, 7].
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