
FRACTIONAL COMPENSATION FOR SPATIAL SCALABLE VIDEO CODING 

Xiaoyan Sun and Feng Wu 
Microsoft Research Asia 

{xysun,fengwu}@microsoft.com 

 
ABSTRACT 

This paper proposes a novel fractional compensation ap-
proach for spatial scalable video coding. It simultaneously 
exploits inter layer correlation and intra layer correlation by 
learning-based mapping. Instead of using an enhancement 
layer reconstruction as an entire reference, a set of reference 
pairs are generated from high-frequency components of both 
base layer and enhancement layer reconstructions at pre-
vious frame. The reference set, which consists of low-
resolution and high-resolution patches, can be generated in 
both encoder and decoder by on-line learning. During the 
encoding of enhancement layer, a prediction is first gotten 
from base layer, from which low-resolution patches are ex-
tracted. These patches are then used as indices to find the 
matched high-resolution patches from the reference set. Fi-
nally, the prediction enhanced by the high-resolution 
patches is used for coding. The proposed approach does not 
need any motion bits. With our proposed FC approach, the 
performance of H.264 SVC can be improved up to 2.4dB in 
spatial scalable coding.  

Index Terms— video coding, motion estimation, scala-
ble coding, spatial scalability 

1. INTRODUCTION 

Spatial scalable video coding (SSVC) has been investigated 
for decades. Among various SSVC coding approaches, the 
pyramidal layered schemes are well accepted by standards, 
such as MPEG-2 and H.264/MPEG-4 SVC [1], and exten-
sively investigated by researchers. In a pyramidal layered 
approach, a base layer bit stream is generated by coding the 
lowest resolution version of an input video. In addition to 
the traditional motion prediction within each layer, frames 
coded at lower resolutions can be up-sampled to form an 
inter-layer prediction for enhancement layer coding. This 
inter-layer correlation across neighboring resolutions is ex-
pected to be fully exploited to facilitate scalable video cod-
ing.  

In the state-of-the-art SVC standard [1], inter-layer pre-
diction has been proposed to make use of pixel value, mo-
tion and mode information at base layer to predict those at 
enhancement layer. Subsequently, progresses have been 
reported by using improved up-sampled filters [3] or subdi-
vided blocks [4] for pixel value or mode prediction. Dis-
placement information has also been introduced in [5] to 

minimize the difference between up-sampled base layer and 
enhancement layer at block level. So far, all these schemes 
focus only on the spatial correlation between two layers. 
Inter-layer spatial correlation and intra-layer temporal corre-
lation can be exploited only alternatively.  

On the other hand, we find a new way to exploit the 
correlation between different resolution layers. It is enligh-
tened by the image hallucination schemes [8][9] in which 
databases consisting of co-occurrence image patches at two 
different resolutions are introduced as priors for image re-
covery. This idea has been extended to image compression 
in [6]. It has also been related to the classic vector quantiza-
tion in [7], where the database is regarded as a codebook 
and the indices are embedded in the coded low resolution 
image.  

In this paper, we propose a novel fractional compensa-
tion approach for spatial scalable video coding in which 
learning-based mapping is first introduced in inter layer 
compensation. Reference pairs are extracted from low reso-
lution (LR) and high resolution (HR) reconstruction at pre-
vious frame and clustered to form a reference database. This 
database, rather than a complete reconstructed frame, is then 
used to enhance a HR prediction from LR reconstruction at 
current frame by patch mapping. In this way, both the tem-
poral intra-layer correlation and the spatial inter-layer corre-
lation are utilized. This compensation can be performed at 
fraction level because the reference database as well as the 
compensation requires only the reconstructed frames and no 
motion bits are needed. This is the reason that we name this 
method as fractional compensation. Experimental results 
demonstrate the effectiveness of the fractional compensa-
tion.  

The rest of this paper is organized as follows. Frame-
work of the fractional compensation based SSVC is intro-
duced in Section II. Then, our proposed fractional compen-
sation is described in details in Section III. Performance of 
the proposed approach is evaluated in Section IV. At last, 
Section V concludes this paper.  

2. FRAMEWORK OF CODING SCHEME 

The framework of fractional compensation (FC) based 
SSVC scheme is illustrated in Fig.1. Some modules, such as 
entropy coding are omitted for simplicity. Our proposed FC 
is exhibited by the blue-dashed blocks, which consists of 
three key modules, pair extraction (PE), database generate 
(DB) and pair compensation (PC).  
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Fig. 1. Framework of our proposed FC-based SSVC scheme 

Here we denote an input video by where the 
superscript i indicates the spatial resolution layer and the 
subscript t is the frame index. The superscript i equals to 
zero at base layer resolution. Given a low-pass filter, a LR 
video is generated from the original HR video via a down-
sampling process  

in the 2-layer system.  (1) 
As shown in Fig. 1, the base layer encoding is tradition-

al, only the input frame  is a down-sampled version of the 
original one. Notice that the reconstruction   stored in the 
base layer frame buffer (FB) is input into PC module for 
enhancement layer coding. 

At enhancement layer, a HR reconstruction is input 
into PE module for pair extraction, the resulting patch pairs 
are then clustered and stored in DB. In PC module, patches 
extracted from LR reconstruct are used as indices for re-
trieving their HR reference patches. At last, the reference 
patches are integrated with LR reconstruction in PC to 
present the FC prediction for enhancement layer coding.  

The corresponding decoding process is exhibited on the 
right side in Fig. 1. It can be observed that the FC can be on-
line performed at the decoder side so that no additional mo-
tion bits are required. 

Here we would like to point out the different between 
block and patch. Blocks are not overlapped with each other 
but patches will. In traditional SSVC schemes, blocks are 
commonly of size . In our proposed 
FC, the patch size is not restricted and can be flexible.  

3. FRACTIONAL COMPENSATION 

Fig.2 illustrates the basic idea of our proposed FC approach.  
Assuming the current frame is , there are three recon-
structions, , , and , available for predicting . 
At time t, an additional reference  is generated by either 
up-sampling  or low-pass filtering . It is then high-
pass filtered to form the simplified reference . The dif-
ference between HR reconstruction  and reference  
is stored in as a sort of fine reference. After patch ex-
traction, we get a reference database composing of pairs of 
reference patches extracted from simplified reference and 
fine reference at same positions, respectively.  

Similarly, another simplified reference  at time t+1 
is generated by up-sampling the base layer reconstruction 

 followed by a high-pass filtering. Based on the patches 
extracted from  and those inside database, the patch 
compensation is then employed to generate the compensated 
signal  and the prediction as well.  

In the following sections, technologies in FC, including 
PE, DB and PC, are introduced in details.  

 3.1. Patch Extraction 
In our FC scheme, patches are extracted from high frequen-
cy components of images for conducting the database and 
predictions. In specific, patches in our scheme are centered 
at edge regions. The reason is twofold. First, smooth region 
in a HR image can be well approximated by the up-sampled 
version of its LR image. Second, it has been shown that 
patch primitives in contour regions are in low dimensionali-
ty [8]. Extracting patches at only edge regions can greatly 
facilitate the following learning and mapping process.  

In addition, the dimensionality of patches can be further 
decreased by removing the effect of remaining low frequen-
cy part. A contract map for image f is first calculated as a set 
of scaling factors for normalization. 

,             (2) 
where  is a low pass filter and  is an energy func-
tion.  

For each patch  centered at position , its 
normalized version  is obtained and used as reference 
patch for learning and compensation.                                                            

,          (3)
where  is the value in f at position  . 

Notice that, in our proposed FC, there are three refer-
ence patch sets, fine patch set PF, previous simplified patch 
set PPS, and current simplified patch set PCS, that are ex-
tracted from the three references, , , and  , re-
spectively.  

3.2. Database Design 
Let  j , be the sequence of patch pairs com-
posing the reference database, where  and  are patches 
belong to PF and PPS, respectively. A clustering methods can 
be employed to optimize the partition cells of   and  
simultaneously. For simplicity, the proposed database is 
designed on optimizing the partition cells of only, and all 
the simplified patches are divided into K clusters 

 by minimizing the distortion 
         (4) 

where  is the centroid point of all the simplified patch  
belonging to , and  stands for the Euclidean distance. 
The  is calculated by the nearest neighboring principle 

  (5) 
Giving a certroid point , the corresponding fine patch 

centroid of  is determined as  
 .          (6)               
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Fig. 2. Illustration of our proposed FC. (a)-(e) are at time t and (f)-(j) are at time t+1. (a) HR reconstruction, (b) simplified reference, (c) fine reference, (d) 
additional reference, (e) edge of (d), (f) additional reference, (g) simplified reference, (h) compensated reference, (i) resulting prediction, (j) edge of (f). 

If there are more than one candidate high frequency patch of 
, one of them will be selected as the centroid point using 

nearest neighboring principle.  
At last, the selected simplified patches together with 

their corresponding high frequency patches form the final 
database L.  

3.3. Patch Compensation 
During patch compensation, a reference patch  in PCS re-
trieves a candidate fine patch by an approximate nearest 
neighbor (ANN) search [11] subject to 

.       (7) 
In other words, a candidate fine patch is selected when its 
coupled simplified patch is the most similar one to the input 
reference patch.  

The retrieved patches are then adjusted by multiplying 
the scaling factors, which are calculated from the simplified 
reference as (2), to align with the reconstruction in 
terms of brightness. The resulting patches are integrated 
with to form the final prediction. 

Notice that patches can be overlapped in fractional 
compensation. In this case, the decision of pixel values in 
the overlapped regions is a problem should be handled dur-
ing blending. Here we use a straightforward average opera-
tor to deal with the problem. For each position , the 
blended value of  is achieved by  

  (8) 
where  is the number of overlapped patches  at , 
and α and β are weighted factors. 

Before evaluation, we would like to point out that the 
proposed FC is only used for the coding of luminance com-
ponent. Detailed parameters and band-pass filters are dis-
cussed in the following section. 

4. PERFORMANCE EVALUATION 

To test the robustness of the FC, we fix the parameters as 
follows for all the tests. In our experiments, the patch size is 
set to 11×11. The high pass filter in Fig.2 is performed as 
subtracting the low-frequency component, which is calcu-
lated by convolution with a Gaussian kernel, from the origi-

nal signal. The contrast information in (2) is the square root 
values of the Gaussian smoothed energy signal of pixel in-
tensities. α and β in (8) are 1.0. Edges shown in Fig.2 (e) 
and (j) are detected by the method proposed in [10]. Patches 
centered at edge pixels are involved in the fractional com-
pensation.  

The simulation to evaluate our scheme is implemented 
with JSVM 10 [2]. For each sequence, only the first frame is 
coded as I frame; the others are coded as P frame. All the 
macroblock modes are enabled. Our proposed FC is treated 
as the inter-layer intra prediction mode that competes with 
the other coding modes during enhancement layer coding. 
Two scalable layers, QCIF base layer and CIF spatial en-
hancement layer, are generated at frame rate 15. The en-
hancement layer QPe changes from 27 to 45 at interval of 3.  

The coding performance of our proposed FC-based 
SSVC scheme is evaluated in Fig. 4. In this test, the base 
layer QPb is 30. Compared with the current JSVM scheme, 
our approach is able to achieve more than 1.8dB gain. We 
also test on the subjective quality of our proposed scheme in 
comparison with that of JSVM. As shown in Fig. 5, our 
scheme significantly enhances the perceptual quality of the 
reconstructed HR frames, especially at edge regions. When 
base layer are coded at high bit rate, the SSVC scheme 
equipped with our proposed fractional compensation is able 
to achieve 2.4dB gain at shown in Fig. 3.  

Here we would like to point out that multi-loop decoding 
is enabled in our FC based SSVC approach, while the cur-
rent JSVM 10 is a single-loop decoding scheme. It has been 
reported that the rate-distortion penalty of single loop re-
striction in JSVM is found for most sequences to be small 
while only a few sequences are found with PSNR losses up 
to 0.7dB [12]. Differently, our FC approach significantly 
improves the coding performance up to 2.4dB, which ob-
viously make use of the inter-layer correlation in a much 
more efficient way.    

5. CONCLUSION 

This paper proposes a novel fractional compensation ap-
proach for spatial scalable video coding. It makes use of the 
inter-layer correlation at previous coded frames for current 
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HR frame coding. Rather than a complete reconstructed 
frame, a set of reference pairs are extracted at fraction level 
from low and high resolution at same positions and clus-
tered to form a reference database. This reference database 
is then used to conduct a HR prediction from the current LR 
reconstruction by find the best match patch from the refer-
ence database. Experimental results show the effectiveness 
of our proposed fractional compensation. 

 

 
Fig. 3. PSNR comparison of Foreman sequence (QPb = 20) 
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Fig. 4. Performance comparison of JSVM and our FC-based approach at 15fps, QP b=30. Test sequences from left to right are Foreman, 

Football and Stefan.  

(a)JSVM (28.01dB) (b) FC (30.02dB) (c) JSVM (27.96dB) (d)FC (29.39dB) 
Fig. 3. Visual quality comparison. (QP b=30, QPe =45) (a) and (b) are Foreman 66th frame;  (c)and (d ) are Football 31st frame. 
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