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Abstract

This paper is devoted to diffusion limits of linear Boltzmann equa-
tions. When the equilibrium distribution function is a Maxwellian dis-
tribution, it is well known that for an appropriate time scale, the small
mean free path limit gives rise to a diffusion equation. In this paper,
we consider situations in which the equilibrium distribution function is
a heavy-tailed distribution with infinite variance. We then show that
for an appropriate time scale, the small mean free path limit gives rise
to a fractional diffusion equation.
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1 Introduction

It is well known that under appropriate scaling, the asymptotic analysis
of collisional kinetic equations can lead to diffusion-type equations. This
scaling corresponds to a long time scale and a small mean-free path. More
precisely, the starting point is the following collisional kinetic equation:

of+v-Vauf = L(f) in (0,00) x RY x RY, (1)

f(0,.) = fo in RN x RY, (2)
which models the evolution of a particle distribution function, f(t,z,v) >0
depending on the time ¢t > 0, the position z € RN and a variable v €
RY. This variable v usually represents the velocity of the particles, or some
other internal degree of freedom of the particles, such as a wave vector.
For simplicity, we take v € RV, though other spaces could be considered

(torus for the wave vector in semiconductor or bounded set for relativistic
particles).

We then introduce the macroscopic variables
/ /
r =cx t'=10(e)t
and the rescaled distribution function

fa(t,7 ;L'/7,U) = f(t7 x? U)?



where ¢ is a small parameter. The function f€ is now solution of (we have
skipped the primes)

0()Orf*+ev-Vfs =L(f%). (3)

The object of this paper is to investigate the behavior, as € goes to zero, of
the solutions of (3). It will naturally strongly depend on the properties of
the collision operator L.

Throughout this paper, we will assume that L is a linear Boltzmann
operator (sometimes also called “scattering” operator), describing the inter-
actions of the particles with the surrounding medium, of the form:

L) = [ o) 5w = ot 0)f )] dv @

with a non-negative collision kernel o = o(v,v’) > 0. The operator L is
conservative, i.e. it preserves the total mass of the distribution. Under
classical assumptions on the collision kernel o, there exists a unique positive
normalized equilibrium function F:

F = F(v) >0 ae. on RY, F(v)dv =1 and L(F) = 0.
RN

In the sequel, we always assume that F' exists and is an even function of v.

The derivation of diffusion-type equations from kinetic equations such as
(3) was first investigated by E. Wigner [19], A. Bensoussan, J.L. Lions and G.
Papanicolaou in [2] and E.W. Larsen and J.B. Keller [13]. In [7], P. Degond,
T. Goudon and F. Poupaud consider very general collision operators of the
form (4). When F' decreases ”quickly enough” for large values of |v| (and
under a few additional assumptions on ¢ and F'), they prove in particular
that for 0(e) = €2, f(t,z,v) converges, when ¢ goes to zero, to a function
of the form p(t,x)F(v) where the density p(t, x) solves a diffusion equation

Op— Vi (DVyp) =0, (5)

with diffusion matrix D given by the following formula
D= (v®@x)dv with L(x)=—vF. (6)
RN

In order to introduce our problem in simple terms, we now consider,
in this introduction and in the next section, that L has the following very
simple form:

LD =pF=f  p=U)= [ fo)a (7



which corresponds to the choice of a collision kernel o(v,v") = F(v). This
baby model is usually called “linear relaxation” or sometimes “linear BGK”
collision operator. We shall come back to more general (and realistic) col-
lision kernel o(v,v’) in Section 3. Under (7), it is readily seen that we can
take x = v F' in the definition of the diffusion matrix D and thus:

D= (v®wv) F(v)dv.
RN
In particular, in order for D to be finite, we need the second moment of F
to be finite:

/ WE(v) dv < oo. (8)
RN

This is the case, for example, when the equilibrium F' is given by the so-
called “Maxwellian” distribution F(v) = C’exp(—%). The main result of
this paper can then be summarized as follows: If F' is such that (8) does not
hold, then, under appropriate time scale, the limit ¢ — 0 in (3) leads to a
fractional diffusion equation instead of (5).

More precisely, we will assume that F' is a heavy-tailed distribution func-
tions, that is typically (we will consider slightly more general F' later on):

Ko

F)~ pra

as  |v] — oo, (9)

with k9 > 0 and « > 0 (this last condition guarantees that F' is integrable).

Heavy-tailed distribution functions arise in many contexts. For instance,
most astrophysical plasmas are observed to have velocity distribution func-
tions exhibiting power law tails (see Summers and Thorne [17] or Mendis
and Rosenberg [15]). Dissipative collision mechanisms in granular gases can
also produce power law tails: see for instance [11] for the so-called “inelastic
Maxwell model” introduced in [4]. One can also refers to the more general
review paper [18]. We also mention that a recent work [5] has shown that
even elastic collision mechanisms can produce power law tail behaviors in
the case of mixture of gases with Maxwellian collision kernel. Power law
tails are also common in economy where they are referred to as Pareto dis-
tributions (as well as in statistics and probability more generally). Here
are some samples of (very different) mathematical works using statistical
physics models to account for these power laws in economy: Newman [16],
Duering-Toscani [10] and Wright [20]. Let us just mention to the reader
that, in the case of economy, the interpretation of these power law distri-
butions as equilibria of statistical physics models (which is the core of the



field now known as “econophysics”) is controversial since it does not take
into account any individual rationality.

It is thus the goal of this paper to investigate what happens to diffusion
limits when the velocity repartition is no longer described by a Gaussian
function. More precisely we shall be particularly interested in those heavy-
tailed distributions whose variance is infinite, since in this case we shall
show that the diffusion limit yields equations of the form (11), and our
underlining motivation was indeed to provide a microscopic derivation for
these fractional diffusion equations, which is lacking at now.

As a striking link between these goal and motivation, let us mention that
a famous case of such distribution with infinite variance are the stable (or
Lévy) distributions. And the latter plays an important role in probability
theory since it can be interpreted as the law of a “Lévy walk” whose law
evolution is governed by a fractional diffusion equation. To say it differently
and in a more analytical way, these stable distributions are the fundamental
solutions of the fractional diffusion equation. They thus play the role played
by the gaussian distribution in the case of the heat equation.

When (9) holds with o > 2 then (8) is still satisfied, and the analysis
leading to (5) can be performed. We are thus interested in values of « less
than 2. More precisely, when a € (0,2), we will prove that the appropriate
diffusion scaling is given by

0(e) := e, (10)

and that the solution f€ of (3) then converges to p(t,z)F (v) with p solution
of the following fractional diffusion equation

Op+r(—Ax)*%p =0 in (0,00) x RV, (11)
p(0,.) = po in RY, (12)

with w% o
/1:/RN1+w% |w|N+adw. (13)

We recall that the operator (—Aw)o‘/ 2 denotes the fractional operator, de-
fined for instance by the Fourier formula

(—80)%p = F7 (K" F(p)(h)),

where F stands for the Fourier transform in the space variable. This opera-
tor has a lot of nice properties, similar to that of the usual Laplace operator,
most notably it retains some ellipticity (in the sense that its L? Dirichlet



form controls some fractional Sobolev norm H®/2). The fundamental differ-
ence is the fact that this operator is nonlocal for any 0 < o < 2.

Before we state our first result, let us introduce some functional spaces
definitions. We denote by LP, p € [1,+o00] the usual Lebesgue space on
RY or RN x RV (this will always be clear from the context), with the flat
measure. When © > 0 is a given positive locally locally integrable weight
function, we write LP(©) for the Lebesgue space with measure O dx, that is
the Banach space defined by the norm

1/p
1 lre) = ( /R i @> |

We shall sometimes use subscript letters in order to recall and emphasize
which variable we are considering for the Lebesgue space.

Our first result could thus read as follows:

Theorem 1.1. Assume that L is given by (7) and that F satisfies (9) with

€ (0,2). Assume furthermore that fo € L?>(F~1) and let f¢ be the solution
of (8) with 0(e) = &% and initial condition fo.

Then, when ¢ goes to zero, f¢ converges in L>(0,T; L*(RN x RY))-weak

to p F with p = p(t,x) the unique solution to the fractional diffusion equation

(11), (12), (13).

Note that under (9), o can be characterized as follows:

a:sup{azo; /RN \v\“F(v)dv<oo}. (14)

This characterization will be more obvious in Section 3 when we add to F
a slowly varying function. In particular, we will see that the fact that the
moment of order « is finite or not does not affect the asymptotic equation.

It is also worth pointing out that when L is given by (7), fractional dif-
fusion is only observed when the moment of order 2 is unbounded, i.e. when
the energy associated to the equilibrium distribution function F' is infinite.
We will see, however, in Theorem 3.2 that fractional diffusion may arise
even when the energy of F' (and higher order moments) is finite, provided
the collision frequency

Y(v) = /R ol v)dv

in (4) is degenerate for high velocities: v(v) ~ |v|? for large v with 8 < 0
small enough (for instance with a > 2 and 8 < 2 — a < 0).



Conversely, even when the energy of the equilibrium if infinite, it is
possible in some cases to recover a classical diffusion limit. This is the
case for instance when o € (1,2) and 2 —a < 8 < 1, or a € (0,1) and
1 < B < 2— a (see Theorem 3.6). These ranges of the parameters [
are quite surprising as well as the fact that vy(«, 5) (the order of the limit
fractional diffusion operator) is decreasing (to 1) as a function of 8 when
a € (0,1) and increasing (to 1) as a function of 8 when « € (1,2), whereas
one would expect at first guess from physics that the stronger 3, the stronger
the diffusion at the limit as it enhances collisions for high velocities. This
calls for a satisfying physical interpretation.

Theorem 1.1 states that in the long time limit, the particles evolve ac-
cording to an anomalous diffusion process (one calls a diffusion process
anomalous if the mean square displacement grows like a nonlinear func-
tion of the time variable in the long time limit). Anomalous diffusion limits
for kinetic models are well known in the case of a gas confined between two
plates, when the distance between the plates goes to 0 (see [6], [12], [8], [9])-
In that case, the limiting equation is still a standard diffusion equation, but
the time scale is anomalous (6(g) ~ 2In(e7!)). The particles travelling in
directions nearly parallel to the plates are responsible for the anomalous
scaling. We will see that a similar behavior arises here when a = 2 in (9)
(i.e. when the second moment is unbounded, but all moments of smaller
orders are bounded), see Theorem 3.6.

The derivation of fractional diffusion equations from kinetic models was
first obtained in the framework of a gas confined between two plates with
singular equilibrium distribution functions in [14] by B. Texier and the first
author.

Our approach relies on the use of Laplace-Fourier transforms and a care-
ful computation of the asymptotic behavior of the symbol of the differential
operator. This approach is quite simple and allows for an explicit compu-
tation of the coefficients of the asymptotic equation under optimal assump-
tions. Preliminary computations seem to indicate that it can generalize to
equations involving an external force field, but it seems harder to generalize
to a non-linear collision kernel (Pauli’s statistic for instance). A more “non-
linear” approach, as was the moments method in the classical diffusion case,
would be welcomed.

Let us now briefly outline the contents of the paper: The proof of The-
orem 1.1, which corresponds to the simplest case, is presented in the next
section. In Section 3, we state our main result (Theorem 3.2) which general-
izes Theorem 1.1 to a large class of linear collision operator L of the form (4).



We also address the critical case (o = 2) (Theorem 3.4) and the classical dif-
fusion case in Theorem 3.6. Theorem 3.2 (as well as Theorem 3.6) are then
proven in Section 4 while Section 5 is devoted to the proof of Theorem 3.4.

2 Proof of Theorem 1.1 (simplest scenario)

The goal of the section is to present the main ideas of the proof, which are
in fact quite simple. We thus make all sort of simplifying assumptions in
order to focus on the important aspect of the proofs. We recall that L is
given by (7), and we assume, instead of (9), that the equilibrium function
F satisfies:

F(v) < rolv|™ @ forallv e RN, F(v)=rolv| N if |v|>1, (15)

with kg > 0.
The proof is divided in 4 steps. Note that the proof of the main result
in Section 4 will follow exactly the same steps.

Step 1: A priori estimates for f¢.
The solution f€ of (3) (with 6(g) = &) satisfies

ad (fa) _ 5 e m—1
Ea/Rw 5 Fldvde = /RQNL(f)fF dvdzx
= [ (P oo
RQN
_ _/ [f* — p° F12 F~" dvdz,
R2N

from which we deduce the two estimates

(F(,)? 52
i%Am F “W</ dvdz = | fol p2(r (16)

and
/ /RZN 2 1 do dx dt < — ”f0”L2(F (17)

Cauchy-Schwarz inequality also gives:

€\2 1/2
pg(t,x):/RNF{/ZFl/zd <</RN(JCT)dv> ,



so that p°(t,z), as well as L(f¢), are well defined a.e., and

sup [ (2 do < folluageon (18)
t>0 JRN

Step 2: Another formulation of the rescaled equation.
We denote by f¢ the Laplace-Fourier transform of f¢ with respect to ¢ and
x, defined by

F(p,k,fu) = / / e Ptk fe(t,z,v)dtde, p>0, keRY.
RN Jo

The function ?E then satisfies

pfe e foreiv ke = () F — [,
where fo denotes the Fourier transform of the initial datum fy;. We can
rewrite this equality as

F ~ eo‘ﬁ]

)

Fe —
/ 1—|—5°‘p—|—eiv-k:p+1+eap+6iv-k:’

with pf(p, k) = <??> (p, k) the Laplace-Fourier transform of pf, and integrat-
ing this equality with respect to v, we obtain:

~ F(v) - / e fo
¢ = d € dv | .
P </szl+eap+siv-k U>p+<RN1—|—6ap+eiv-k: Y

The normalization condition for F' now yields:

o -
d FpE=0 19
/RNl—kao‘p—kaiv'k vhae ’ (19)

with

1 |
f(p, k) i= — —1])F(v)dv.
(P k) EO‘/RN<1+EO‘])+€Z'U-/<; ) (v) dv

Let us prove that that the first term converges to pp when € goes to zero. The
assumption fo € L2(F :1) implies in particular that fo € L2(L)). Hence its
the Fourier transform f; also belongs to Li(L},) by Parseval equality, which
means that fo is integrable in v for almost all k. This allows to apply the
Lebesgue dominated convergence theorem, which yields, for almost every k,

fo P
dv — dv = py.
/RN 1+e*p+eiv-k v RNfO v p



So we are left with the task of studying the limit, as £ goes to zero, of
the coefficient a®.

Step 3: The cornerstone argument of the proof: where fractional
diffusion symbol appears.

A simple computation leads to

o .
k) = o [ TP g
e Jry 1+ e%p+civ-k
_ 14+e%

- P /RN (1+e)? +e2(v- k)?

1 (ev - k)?
= /RN T+ eopp+ (o ke T %

(the term involving eiv-k on the numerator vanishes thanks to the symmetry
of F'). The first term in the right hand side is bounded by |p| (uniformly in
¢) and the dominated convergence theorem readily implies that it converges
to —p f]RN F(v)dv = —p as € goes to zero. So it only remains to study

F(v)dv

e ,_ 52_0(” ) k)z
d*(p,k) := /]RN (1 +eop)2 + £2(v - k)2

If the second moment of F' is bounded, then it is readily seen that with
a = 2, we have

F(v)dv.

dc(p.k) — [ (v k)?F(v)dv=rlk]’, &€ (0,00),
RN
and the limit ¢ — 0 in (1) leads to the diffusion equation (5).

With (15) and « € (0,2), the second moment of F' is unbounded. We
then claim that for any p > 0, k € RY, we have:

|d°(p, k)| < k|k|* and d°(p, k) — kK|, (20)

e—0

with x € (0,00) given by (13).
As a matter of fact, the first inequality in (20) follows from (15):

2—a(,, . 1)\2
ogdf(p,k)g/ il CRLL) e SR

gy 1+2(v- k)2 |y|N+a

where the last equality is obtained by making the change of variables w :=
e |k|v. And in order to get the convergence of d°, we simply write

d*(p, k) = di(p, k) + d3(p, k)

10



with

62—04(?} i k)2
Ep k) =
1(p ) /U<l (1 + Eap)2 + 52(?) : k)2

F(v)dv

< 62_0‘/ (v-k)? F(v) dv
[v[<1
< 52_0‘%]2/ F(v)dv — 0
[v[<1
and
g2 %v - k)2 Ko
ds(p, k) = d
5(p, k) /v>l (1 +e°p)2 + 2(v - k)2 [o]NFe v
2
= |k - o dw — [k

wize k) (14e%p)2 +wi [w|N+e

where we make again the change of variables w := ¢ |k| v and use the domi-
nated convergence theorem. We have thus shown:

Proposition 2.1. If a € (0,2), then

a*(p,k) — —p—Klk|® ase—0
with k € (0,00) given by (13). Furthermore, a®(p, k) satisfies

|a®(p, k)| < |p| + r[k|*.

Step 4: Conclusion.
From the bound (18) and up to extraction of a subsequence, we know that
there exists n € L>(0,00; L2(R")) such that p° — 7 weakly in L(0, oo;
L*(RY)). On the one hand, from (18) again, we have p° bounded in
L>®(a,00; L2(RY)) for any a > 0. On the other hand, for any ¢ = ¢(t) €

D(0,00) its Laplace transform L belongs to L'(0,00) and for any 1 =
Y(x) € S(RY) its Fourier transform F ¢ belongs to S(R™Y) so that

(0%, 0 @ V) = (p°, Lo @ Fip) — (n, Lo @ Fp) = (7,0 @ 1)

as € — 0. We easily deduce that p°® — 7 weakly in L (a, co; L2(RN)) for
any a > 0. Gathering all the convergence results established above, we may
pass to the limit in (19) and we get that n satisfies

po+ (—p—klk|*)7=0 forae p>0, keRY.

11



Finally the unique solution p to the fractional diffusion equation (11), (12),
(13) also satisfies

po+ (—p—kl|k|*)p=0 forae p>0, ke RY, (21)

so that 7 = p a.e., and then n = p because the Laplace-Fourier transform is
a one-to-one mapping (say in S’([0, 00) x RY)). We conclude that f& — p F
weakly in L°°(0,T; L?(RY x RY)) thanks to (17). O

3 Diffusion limit results for general collision oper-
ator

Having exposed the main ideas of the proof in the previous section, we now
come back to more general collision operators, and state our main result.
We recall that L now is of the form

1) = [ fee)s@) - o]
— K()-vf
with
K(f) = /RN o(v, ") f(v) dv, v(v) = /RN o(v,v)dv'.

Such an operator is obviously linear, well-defined as a (possibly) unbounded
operator with domain L'(v), and closed (in fact it is bounded from L'(v)
to L'). Tt is also straightforwardly conservative:

/ L(h)dv=0 forall h € L'(v).
RN

The choice of the cross-section o (v,v’) is crucial. We start with the following
structural assumption.

Assumptions (A1) The cross-section o is locally integrable on R?N, non
negative and the collision frequency v is locally integrable on RN and satisfies

v(—v)=v(v) >0 forallveRY.

Assumptions (A2) There exists a function 0 < F € L'(v) such that
|v]2 v(v) ™ F is locally integrable and



which means that F is a equilibrium distribution (i.e. L(F) =0). Further-
more, the function F is symmetric, positive and normalized to 1:

F(—v)=F() >0 foral veRY and /RNF(v)dvzl.

Note that under classical assumptions on o, the existence of an equilib-
rium function is in fact a consequence of Krein-Rutman’s theorem (see [7]
for details). A particular case in which this condition is satisfied is when o
is such that

Vou,v € RY o(v,v") =b(v,v")F(v), b v)=b(v,v), (23)

for some b € L} (R?M). In that case, we say that o satisfies a detailed
balanced principle or a micro-reversibility principle, while the more general
assumption (22) is called a general balanced principle.

Next, we need to make precise the behavior of F' and v for large |v|.
For that purpose, we recall that a slowly varying function is a measurable
function £ : Ry — R such that

l(As) ~L(s) ass— oo forall A >0.

Example of slowly varying functions are positive constants, functions that
converge to positive constants, logarithms and iterated logarithms.

In our main result, we assume that F' is a regularly varying function
of index —(N + «) with a > 0 and that v behaves in the large velocity
asymptotic like a power function. More precisely, we make the following
assumption:

Assumptions (B1) There exists a > 0 and a slowly varying function ¢
such that
F(v) = Fo(v)l(|v]), (24)

where Fy is such that
[u|2 TN Fy(v) — ko € (0,00) as |v] — oo. (25)

Assumptions (B2) There exists 3 € R and a positive constant vy such
that
lv|Pr(v) — vy as |v] — oo (26)

13



Assumptions (B3) Finally we assume that there exists a constant M such
that

F! 2 1/2
F’%dv'+</ —b—dv’> <M foral wveRN, (27)
RN R

NV V2
with b = b(v,v') := a(v,v') F~1(v).

Remarks & Examples 3.1.

(i) The constant ko in (25) could actually be a function of the direction v/|v|
without any additional difficulties. We will take kg constant in order to keep
things simple.

(ii) The condition (B2) implies that the collision frequency satisfies:
v (V)P < v() < WP for large v € RY. (28)

for some constants v1,vs € (0,00).

(i1i) The conditions (B2) and (B3) are fulfilled for a collision kernel o satis-
fying the detailed balance principle (23) where b satisfies

b(v,v') = ()7 WP or bv,v)=(v—-0) B<a,

since then v(v) ~ (v)? in both cases (for the second example, we refer to the
proof of Lemma 6.1 in the appendiz where the main arqguments of the proof
of that statement is presented). Let us notice that such collision kernels
satisfy [7, Assumptions (A1), (A2), (A3)] but of course not in general [7,
Assumptions (B2), (B3)] except when 3 > 2 — a.

(iv) The conditions (B2) and (B3) are also fulfilled for a (more physical)
collision kernel o satisfying the detailed balance principle (23) with
b(v,v') = v — V|

and under the additional restriction § € (—min{a; N/2}, min{a; N)}. We
refer to Lemma 6.1 in the appendiz where the proof of that statement is
presented.

(v) Our assumption (B3) is a bit more general than the corresponding as-
sumptions (A8) in [7] since for instance it is fulfilled by the collision kernels
of the point (iv) above with B € (0, min{a; N'}), while such a collision kernel
does not satisfy [7, Assumption (AS3)].

We can now state our main theorem:

14



Theorem 3.2 (Fractional diffusion limit). Assume that Assumptions (A1-
A2) and (B1-B2-B3) hold with o > 0 and # < min{«;2 — a}. Define

a-h and  6(e) := K(E_ﬁ)&“’y.

’Y’_ 1_/67

It is worth noticing that we have here 5 < 1 as well v < 2 for these ranges
of the parameters a and 3. Assume furthermore that fo € L*(F~') and let
1€ be the solution of (8), with that choice of 6 and initial data fo.
Then, (f¢) converges in L>(0, T; L2(RN xR™))-weak to a function p(t,z) F(v)
where p(t, ) is the unique solution of the fractional diffusion equation of or-
der ~:

Op+r(—A)"2p=0 in (0,00) x RN, (29)
p(0,.) = po in RV, (30)
with Kk given by
2
= 0K o L (31)

T1 6 Jew B v
Remarks 3.3.

(i) Note that in Theorem 3.2 we always have 3 < 1 from the assumptions,
and the condition § < min{a;2 — «} is equivalent to the condition v < 2.

(ii)) When =0 (i.e. v bounded below by a positive constant), then we have
v = «, and we recover a result similar to that of Theorem 1.1 with more
general collision operator and equilibrium states. Note in particular that in
that case, the addition of a slowly varying part in F' has modified the time
scale 6(¢), but not the limiting equation.

(iii) When a € (0,1), the function § € (—o0,a) — y(B) = (a — 5)/(1 —
B) is decreasing from 1 to 0. When o = 1, it is defined on (—oo,1) and
identically constant to 1. When o > 1, the function § € (—00,2 — @) +—
v(B) = (a = B)/(1 — B) is increasing from 1 to 2. It is thus always possible
to obtain fractional diffusion limit for a kinetic collisional equation with
reqularly varying equilibrium F of index —(N + «). In particular, fractional
diffusion behavior can arise even when F has finite energy (o > 2).

The case v = 2 (which may occur when o > 1) is critical in the sense
that even though the second moment may be infinite (and the usual method
yield an infinite diffusion coefficient), the asymptotic behavior can still be
described by a standard diffusion equation under the appropriate time scale.

15



In this case, the exact behavior of the slowly varying function £ is crucial,
as it may determine whether the second moment is finite or infinite. When
it is finite, (for instance £(|v]) = (In|v])~2), then the usual technic yields
the diffusion equation (5) under the classical time scale () = 2. When
it is infinite, then the asymptotic behavior is still described by a diffusion
equation, but the time scale has to be modified. These two situations are
included in the next theorems: the first one corresponds to anomalous diffu-
sive time scales, while the second one corresponds to classical diffusive time

scales.

Theorem 3.4 (Classical diffusion limit with anomalous time scale). Assume
that Assumptions (A1-A2) and (B1-B2-B3) hold with

a>1 and f=2—a (iey=2),
and ¢ such that
(r) In(r) — 400 asr — 400 (32)

(note that this implies in particular that the second moment of F is infinite).
Then define
6() = €2 4" T7) In(e ™),
Assume furthermore that fo € L2*(F~') and let f¢ be the solution of (3),
with 0(e) defined as above and initial data fj.
Then, (f¢) converges in L>=(0,T; L2(RY x RN))-weak to p F where p =
p(t, ) is the unique solution to the standard diffusion equation

Op —kAgp =0

with k given by

K= 0 Yo lim 1 / w% 1 dw
(1 — ﬁ) A—0 ln(/\_l) lw|>\ Vg + w% |’LU|N+2 '

Remarks 3.5.

(i) This is a critical case, in which the variance of the equilibrium distribu-
tion F' (and therefore the classical diffusion coefficient (6)) are infinite, but
the asymptotic symbol still is of order 2. This case is still referred to as
anomalous diffusion, even though we recover a standard diffusion equation,
because the time scale is not the usual time scale.

16



(ii) Proceeding as Section 2, with « =2, f =0, and { = 1, we immediately
see that if we would take a time scale 0(¢) = £2, then we should expect to
find for the diffusion coefficient:

This is why a different time scale has to be considered in this limiting case
a=2.

Theorem 3.6 (Classical diffusion limit with classical time scale). Assume
that Assumptions (A1-A2) hold as well as the following bounds

/RN <b<yv(,v3f) * r()f)> Fld/<M  VveRY. (33)

Assume furthermore that fo € L2(F~') and let f¢ be the solution of (3),
with 0(¢) = €2 and initial data fo.

Then (f¢) converges in L>=(0,T; L*(RY x RN))-weak and in L?((0,T) x
RN x RN))-strong to a function p F where p = p(t,x) is the unique solution
of the standard diffusion equation (5) explained in the introduction (with the
same constant).

Remarks 3.7.

(i) Remark that Asumptions (B1-B2-B3) with any 3 > 2 — « (i.e. v > 2)
obviously implies (33), so that all the values of « > 0, f < min{l;a} are
addressed by Theorems 3.2, 3.4 and 3.6. One also sees from these exemples
of coefficients that this theorem covers cases where the velocity distribution
has infinite variance.

(i) Theorem 3.6 is (in some direction!) slightly more general than [7, The-
orem 1] since for instance [7, Asumption (A3)] implies that b is uniformly
bounded from below, whereas Theorem 3.6 applies to the collision kernels of
Remarks € Examples 3.1 (iv) with § € (max{2 — a;0}, min{a; N}), while
they are not dealt with by [7, Theorem 1].

Figure 1 summarizes a large part of the results presented in the last three
theorems.

We now turn to the proofs of Theorems 3.2 and 3.4, presented respec-
tively in Sections 4 and 5. Concerning Theorem 3.6 we shall not write a full
proof since it just follows from the proof of [7, Theorem 1] by replacing the
proof of the auxiliary result in [7, Proposition 1] by Lemma 4.1 below.
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Figure 1: Summary of the main results
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4 Proof of Theorem 3.2

The general idea of the proof is the same as that of Theorem 1.1 (see Sec-
tion 2). The main difference is in the derivation of formulation (19): It is
no longer possible to work with the density p® directly, and we use K (f¢)
instead leading to the corresponding formulation (39). This leads to another
difficulty, since (39) involves an additional term which we have to show is of
smaller order. Finally, we will see that the computation of the asymptotic
symbol is a little bit more complicated than in Section 2 because of the
collision frequency being velocity dependent, and because of the presence of
the slowly varying function ¢ in F' (this is the object of Proposition 4.5, in
which we see appearing the importance of the different time scale that takes
into account ¢ and ).
Throughout this section (and the next one), we denote

1

p(e) = Le 7).
4.1 A priori estimates

The next lemma summarizes the key properties of the collision operator L:

Lemma 4.1. The operator %L is bounded in L*(vF~1) and satisfies:

/RN L(f)%dv < —ﬁ - <f>F|2%dv for all f € L2(wF~Y) (34)

where (f) = [gn f(v)dv and M is defined in (27).

Proof of Lemma 4.1. We adapt the proof of [7, Proposition 1 & 2.
To show that %L is bounded in L%?(vF~!'), we obviously only have to
check that %K is bounded. Using Cauchy-Schwartz inequality and the fact

19



that K(F) = vF, we get:

LK) - S
L2F,1 v

1 / / / / f( /)2 /

< | u(v)F(v)/ () F @ 7l V) By W4
1 f(vl)z /

< / )V(U)F(v)/a(v V') F) dv" dv

</ /

< [ <U>F<( >) &' = {32,

In order to prove (34), we write

/RNL(f)%dv = /RN/RN o(v,v') dvdv _/RN”(”)J;‘Z’”
= /[RN/RN v,0") F’—idvdv _/RNV(U)f;dU'

Next, we note that the second term in the right hand side can be rewritten

2
/ V(v)f—dv = / / o(v',v)F —dvdv
RN F RN JRN
= /RN/RN o(v,v) ﬁdvdv

as well as (using the fact that vF = K(F

f? f2
/RNV(U)FCZ’U = K( )F2

f2
= / / va F'—dvdv
RN JRN
We deduce

/RNL(f)— - _—/RN/RN (0, ) [f—/—%] dvdv'.  (35)

Integrating (in the v’ variable) the identity



we get

where g = f — (f)F. The Cauchy-Schwarz inequality implies

I\ 2 2
2 ~ i_i F dv' / F_F/ /
g_(/RN<F F’>J dv)(RNU dv' |,
so that
2
/g—udv< supz// / / = - = UF'dv'dv.
RNF - vERN RNO' RN JRN F F,

(36)
Gathering (27), (35) and (36) we obtain (34). O

Using Lemma 4.1, we can prove the following estimate on f¢:

Lemma 4.2. The solution f¢ of (3) is bounded in L>(0,00; L2(F~Y)) uni-
formly with respect to €. Furthermore, it satisfies:

fF=rF@)+g,
where the density p® = fRN f€dv and the function g° are such that

101 2o (0,00,22) < [l follL2(p-1) (37)

and

1911 22 (0,00:22(v—1y) < C |l foll 21y 0() /2. (38)
In particular p° converges L°°(0,T; L?)-weak to p, and f¢ converges L>=(0,T; L?>(F~1))-
weak to f = p(t,z)F(v).

Proof of Lemma 4.2. Multiplying (3) by fa/F we get:
1d 1 1
- — \fa\z dedv = —/
0
1

2 dt Jpe~
em2 ¥V
SN00) /RZN |f¢—p°F|" = dxdv

IN
|

which gives:

1 . 51 1 /t/ Py
= t — F
2/R2N|f(,x,v)| Fdxdv+2M9(€) ; R2N|f = dmdvds

2_
/R folr, )P dedo.




This inequality shows that f¢ is bounded in L>(0,00, L?(F~1)). Further-
more, denoting ¢° = f¢ — p°F we also get

t
v
/0 /]R2N |95|2F drdvds < C HfOHLQ(F*l) 0(c).

Finally, Cauchy-Schwarz inequality implies:

[k = [ 1]
RN RN RN

1 1
/R2N|f| Fd’U/RNdedl‘ /RQN|f| ded;n,

2
dx

IN

4.2 Another formulation of the rescaled equation

Proceeding as in Section 2, we denote by F(p,k‘,v) the Laplace-Fourier
transform of f¢(¢,z,v) with respect to ¢ and z, defined by

?z(p’ k? U) = / / e—pte—ik-xfa (t, x, U) dtdz.
RN JO

We define p?(p, k) and ¢(p, k,v) similarly, and we denote by fo(k,fu) the
Fourier transform of fy with respect to x.

. Now, taking the Laplace-Fourier transform in (3), it is readily seen that
f¢ satisfies
0 pfF—0) fo+iv kfF = K(F5) — v T,
which easily yields
0(e) ~ 1 —

o) = v(v) 4+ 0(e)p + giv - k:fo + v(v) + 6(e)p + eiv - k‘K(fe)'

Multiplying this equality by o(w,v) and integrating with respect to v,
we obtain
- 0(e)o(w,v) ~
K(fe - d
(F9)(w) /RN v(v) +6(e)p +eiv-k fo(v)dv
+/ o(w,v)
ry (V(v) +0(e)p + giv - k)

K(f?)(v) dv.
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Finally, integrating with respect to w, we get:

7 _ 0(c)v(v) z
K@ = [ o i) o

v(v) —~
! /R OETC T

RN

and thus

o~/ /v) Fo(w) dv

N v(v) +0(e)p +eiv - k 0
vi (L oot Y K@),

Next, using Lemma 4.2, we write

fF=pF+g
which leads to (using the fact that K(F) = vF):
K(f) = FvF + K(5).
We deduce:

v(v) n
/RN v(v) +0(e)p+eiv-k fodv

+% </RN [V(v) +92/6()72+ civ-k 1} VFdU) 2

The rest of the proof consists in passing to the limit ¢ — 0 in (39).
In the next two subsections, we shall show that the last term vanishes
in Lemma 4.5 and we study in Lemma 4.3 the limit of the second term

@ (p k) = % (/RN [y(v)w(];)(?ﬁm-k B 1] ”Fd”>

as € goes to zero. This limit will provide the Fourier-Laplace symbol of the
asymptotic equation, and is therefore the cornerstone of the proof.
Let us prove that the first term converges to pg

0 =

v(v) -~ N
d for almost all k € R R
/szu—l—H(a)p—i—siv-ka v — po, or almost all k£ € ,pERL
(40)
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The assumption fy € L?(F _Al) implies in particular that fo € L2(L.).
Hence its the Fourier transform fy also belongs to L%(L},) by Parseval equal-
ity, which means that ﬁ) is integrable in v for almost all k. Together with
(41), this allows to apply the Lebesgue dominated convergence theorem,
which yields, for almost every k,

W) - o
/]RN V+9(5)p+gz‘v.kf0d“—> RNfodv—po

which proves (40).

4.3 Passing to the limit in a°

The main goal of this section is the proof of the following proposition:

Lemma 4.3. Recall that v <2 and 6(g) = £7p(e), and let

c _ 1 v(v)
a®(p, k) = @/RN [1/+0(5)p+eiv-k — 1| v(v)F(v)dv.

Then
a®(p, k) — —p — Klk["

when € goes to zero, locally uniformly with respect to p > 0 and k € RV,
with k given by (31). Furthermore, af is locally bounded in [0,00] x RN
uniformly w.r.t. €: There exists a constant C' such that

@ (p, k)| < [pl + C(L+ [k[?).

Proof of Lemma 4.3. Observing that

v
-1 <2 41
v+0(e)p +eiv-k -7 (41)
we see that a° is well defined for any £ > 0. Next, we write
L v B v+0(e)p (©)
v+0e)pteiv-k (v +0(e)p)? + (sv-k)? P
2(v-k)?
(v +0(c)p)? + (ev - k)?
ok
EVviv (42)

+ (v +0(e)p)? + (ev - k)2’
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Using the fact that F'(—v) = F(v) and v(—v) = v(v), we deduce
v(v) +0(e)p
€ ,k -
@ (p,k) p/]RN (v(v) + 0()p)? + 2(v - k)
1 / (ev - k)2
0(e) Jrnv (v(v) 4+ 0()p)? + (v - k)
The dominated convergence theorem immediately implies that the first term
in the right hand side converges to —p fRN F(v)dv = —p as € goes to zero.
Furthermore, that term is clearly bounded (in absolute value) by |p|. So it
only remains to show that (and here we recall that 0(c) := 7p(e))
1 / (ev - k)?
— &Tp(e) Jry (v +e70(e)p)? + (ev - k)?
converges to k|k|7 and is locally bounded when ¢ goes to zero.
For some M > 0, we write

d*(p, k) = di(p, k) + d3(p, k)

sv(v)F(v) dv

sV(v)F'(v)dv.  (43)

d*(p, k) : vF dv

where
5 _ 1 (ev - k)?
AR = 555 o GO T AT G OO
2= -1 v(v) o - k2F(v) dv
< () /MSM (0) o - H2F(v)d
< \k!zsz_“’go(a)_l/ v v(v) ™! F(v) dv
[v] <M
< ClkPe 7 p(e)™

(using the assumption (A2) that |v|? v(v)~! F is locally integrable) and

. 1 (ev-k)?
BP0 = 5 s TR TR OO

It is readily seen (using (46) and the fact that v < 2) that
di(p,k) — 0 as e — 0.

Furthermore, d5 is bounded, for e small enough by C|k|%. So we only need
to evaluate the limit of d5(p,k). For that purpose, we first rewrite d5 as
follows:

v|Pewv - k)? 7 (v) Fy(v) £(|v

7p(e) @(v) + o[ P eTp(e) p)? + (o] Pev- k) [o|NFoh
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where B
() =|v|Pr) and Fy(v) = [v|NT Fy(v).

Note that Assumptions (B1-B2-B3) (see also (28)) imply that 7 and Fj are
uniformly bounded from above and below for |v| > M for a suitable M > 0,
and that B
| llim v(v) =1y and ‘ l‘im Fy(v) = Ko. (44)
We now do the change of variable

w = elk|lv] v,

for which we have:

1
-8 _ -1
lv| = ‘11}‘71 v = — v —, and dv= a Nﬂ) 5% dw.
(elk[)T=7, |w|T=7 (e|k[) =7 (elk[) 77 [w| T=7
We obtain (with e = k/|k|):
dy(p, k) =
_a=-p / (w-e)?
FOE) Sz an (7 (w) + 0] T () T R(ER)? + (- )2
~ 1
5€ F€ a— ﬂ N _N-8
x%ﬂ?(arkn’v?ﬁ%'w—;) ()™l 55
w| 15 (elk[)T=7
where
aa(w):a< - )
|w| =7 (e] k[) =7
and

FE(w) = Fy < . )
] 5 (el ) =

(we dropped the dependence in k in 7° and 1?’5 to keep notation simpler).
The definition of v thus gives:

(0, k) =
_ (w-e)?
=(1—08)" k] -
o /leMlﬁekl (7 (w) + || 75 K| 75 (=)= T3 p)2 + (w - )2
() Fs(w), ((we \ 1
ol €<<g\kw> @ " )
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Finally, we note that for any w and k, we have (note that 5 < 1)

lim 7 (w) = 1y
e—0

lim F¢ (w) = ko
e—0

1 1

-5 5
lim 1@('”' 1>:lim L e<|w|11>=1.
=00E) \ (ks ) e E) \(elkl)

Thus, the integrand in (45) converges pointwise to

and

(w - e)? VKo

Vg + (w-e)? fw|N+1

Furthermore, it is bounded by

)2 1 0
C— o) 2 |V 1+ Ll
vi+ (w-e)? [wl¥*7 ||
thanks to the following lemma and an appropriate choice of M, see the
following lemma (extracted from [3, Theorem 1.5.6]):

Lemma 4.4 (Potter’s Theorem). For all § > 0 there exists some constants
C,M > 0 such that

‘E(/\s) <O+ ]\ for all s > M and X\ > M/s.

£(s)

Moreover for any ¢ > 0:

s90(s) — 0o and s U(s) — 0 as s— oo. (46)

Choosing 0 < § < /2 (and thus fixing a corresponding constant M), we
deduce that
|d5(p, k)| < C k[ (1 + |k]~°)

and by Lebesgue’s dominated convergence theorem we get:

dw = k |k|7,

2
o 1—3) LD (w-e) VoKo
il k) — (=g k[ S e

which concludes the proof.]
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4.4 The remaining term

We will also need the following technical lemma to pass to the limit in the
first and last term in (39). Note that we directly include in this lemma the
limit case v = 2 since we shall need it this same technical lemma in this
limit case for the proof of Theorem 3.4.

Lemma 4.5. Assume (A1-A2) and (B1-B2-B3) with a > 0, < « and
8<2—a.
Then

J

for somen >0, all k € RN, p e R, and C(p,k) € LY (R, x RY).

loc

V(U) min{vy/2+n;1}
N < v/2+4n;
C o prew k1| WFWd SO k)e (47)

Remarks 4.6. Note that the assumptions of Lemma 4.5 imply that 0 < v <
2, and therefore v = 2 is included in these assumptions, except when o = 1.
In other words we exclude the case o = § = 1 and hence when v = 2 we
always suppose o > 1.

Proof of Lemma 4.5.

To prove (47), we split the integral into three part parts:

/ v(v)
gy |V +0(e)p+eiv-k
where
R -
{pis1<eta
(note that this splitting is well-defined since 3 # 1 in the assumptions).
In order to get a bound for ¢7, we note that (42) implies:

1 v(v)F(v)dv = ¢ (p, k) + & (p, k)

v(v)
e peerrry i LACRIORL

v
v+OEpteiv-k
and thus

1‘ < v ) |pl + 22 (v- k) +ev o - K|

Gk < 0 [ Py

(e k])? /{ ) [0 =Y (v) F(0) dv

lv|<el=F

e k] /{|v|<aﬁ} | F(v) do.
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We write

G (p.k) < 0(e) Ipl + (e [kD)? 5 o(p, k) + €kl €& 3(p, k).

The computation of ci7z(p, k) requires the computation of the following
integral:

/{|v|< ﬁ} o|* v (v) F(v) dv

which we estimate using the assumption (A2) that |v|?v(v)~! F is locally
integrable, and the fact that F(v) < Cy £(v) [v]™ M=% and v(v) > Co|v|? for
|v| > M. When 8 # 2 — «, it yields

GaSC (1477

for some ¢ as small as we want, using the Potter’s lemma 4.4 to estimate /.
In the case when 8 = 2 — q, it yields

Ga<C (142 (V0
with

=(z) ::/ @drifZZM,

E(z):=0if z < M.
M T

In both cases this yields, by fixing § = /2, using the trivial estimate

2708(z) —— 0
Z—+00

for any § > 0, and keeping only higher order terms, we obtain the following
(non optimal) bound:

(e |k])® & o(p k) < C /24
for some 1 > 0.

Similarly we found

GasC (14877 ifa#l, &y<C (1+2(7V0P)) ifa=1
for some § as small as we want.
Using the same arguments as before (and recalling that when o = 1,
~v = 2 is not allowed since § < a), we get

(e |k]) & 5(p, k) < C (elke])™ntr/2Hm 1)
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for some 1 > 0.
Finally, in order to get a bound on ¢, we do the change of variable

1
w = £1-8 v which leads to

lv|> eT-5

. () e )
< 25%/ Mg(,wlgﬁ)dw
|w|>1

|w | N+a—03

<Ce cp(s)/ jw|~N-ath (1 + \w\5> dw
lw|>1

< C'e7p(e)

& (p,k) < /{ 1 }2u(v)F(v) dv

where we used Potter’s lemma 4.4 for some § > 0.
Collecting all the terms, and keeping only higher order terms, we find
easily (47). O

Finally we show that the last term in (39) goes to zero in D’(]0, co] x RV):
First, we note that for any g € L?>(vF~!), we have by Cauchy-Schwarz
inequality and assumption (27)

[K(g)| < /RNU(U,U’)!g(v’)\dv’

N 8P N
25 g7 !
(L) (L o)

Muv F|gllL2@r-1)-

IN

IN

Next, using Lemma 4.5, we deduce that

‘ 7 L [ © aéﬁ?m - 1} K@) (o) do
aC) ( RN & v(v)F(v) d“) 1% | 22wy
p, k)

v(v)+0(e)p+eiv-k
EV/QM Hg ”L2( F-1)-

-1

9()

Note that here since v < 2, one can find 7 > 0 such that v/2 +n < 1, and
therefore the estimate (47) in Lemma 4.5 yields a bound from the below of
the form C /247,
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Last, recalling inequality (38), we have for any test function ¢ € D((0, c0) x
RM):

/000 o O k)wle)/w [l/(v) +9(Ve(;)13+ civ- k 1} K(g)(w) dv dkdp‘

C ev/2+n 00 ) ) 1/2
< ( LT[ cwrromrra) a

X NG | Lo ((a,00):L2 (v F-1))

C(¢) v/t
< (;T 19°11 2 ((0,00):22 (v F 1))

<C(p)ep(e)”!

which goes to zero thanks to (46) and the fact that n > 0. O

4.5 Conclusion

We now have all the tools to pass to the limit € — 0 in (39). The first part of
Lemma 4.5 implies that the first term converges to po(k) locally uniformly
with respect to k& and p, while the second term can be rewritten as a®(p, k) pA€
which converges, using Lemma 4.3, in D’((0,00) x RY) to (—p — x|k|)p.

The remaining term goes to 0 thanks the the second part of Lemma 4.5
and the preceeding subsection.

Hence we can pass to the limit in (39) and recover (21). The proof of
Theorem 3.2 can then be completed as the proof of Theorem 1.1.

5 Proof of Theorem 3.4

The proof of Theorem 3.6 is very similar to the proof of Theorem 3.2. We
recall the main steps for the reader’s sake.
We recall that we define the following time scale in the critical case:

1

0(c) =2 0(s"TF) In(e ).

and we shall use the same notation as in the previous section:

1

p(e) = U(eT7).
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The starting point is again the equality (39). As in the previous section,
we see that if we take that the first term converges to py when e goes to
ZEro.

Proceeding as in Section 4.4 we can also show (using Lemma 4.5 with
v = 2) that the last term goes to zero:

£ <>/ PoE: (>p)+m 1| K@)
( v(v) 1 V(U)F(v)dv> 1 |l 22 wr—1)
p, k)

O(e)p +eiv - k
9( ) Hg ”L2(1/F 1)-

Q%‘Q

Note that here since v = 2, the estimate (47) in Lemma 4.5 yields a bound
from the below of the form C'e.

Last, recalling inequality (38), we have for any test function ¢ € D((0, c0)x
RN

V(U) g v)av
RNqbp’ 0(e )/ [V(U)—i—@(&)p—l—giv.k;_l} K(g7)(v) dv dk dp

- 1/2 R
9( </ < C(p.k)* o(p, k)? dk‘) dp) 195l oo ((a,00);L2 (P 1Y)
0 RN

)
C(g)e
< 90 9% 11 L2 ((0,00); 22w F 1Y)

= 5@ (D)

which goes to zero thanks to assumption (32) in Theorem 3.4: 4(r) Inr —
400 as 7 — +oo indeed immediately implies that £(e=/(1=#)) In(e~1) —
+00 as € — 0 (recall that here 1 — f =a—1>0).

Finally, we are left with the task of determining the limit of the symbol
a® in (43).

It has already been proved that the first term in the right hand side of
(43) is bounded (uniformly in €) by |p| and converges to —p [py F(v) dv =
—p as € goes to zero.

So it only remains to show that

- 1 (ev-k)?
@ (p. k) = G /]RN (v+0(e)p)? + (v - k)? v(v) F(v) dv

converges to x |k|? and is locally bounded when € goes to zero.
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For some M > 0, we write
d*(p, k) = di(p, k) + d5(p, k),

where

1 (ev - k)2
€

di(p.k) = 6] /|v|<M COECEEEIE v(v) F(v)dv

; v(v) - kPF(v) dv
< S o, 0 ek

& o2 v(v) T E(v) dv
< SWET Jyen PO
_ _ ClkP

p(e) In(e~1)

(using the assumption (A2) that |v|? v(v)~! F is locally integrable) and

. 1 (ev - k)?
e /MZM ) O PR T o R Y EW v

Concerning dj (p, k), as above we deduce from the assumption (32) on ¢
that
¢(e) In(e™!) — +o0  ase— 0,

and therefore d5 (p, k) goes to 0 as € goes to 0. Moreover it is clearly bounded,
for ¢ small enough, by some C'|k/|?.

Now it remains to evaluate the limit of d5(p, k). For that purpose, we
first rewrite d5 as follows:

. 1 (Jv|Pev - k)? (v) Fy(v)
Bk =55 /@M ) T 0P 0@ ) + ([ Pev-RE uveas (D dv

where B
v(v) =[v|Pr) and Fy(v) = [N Fy(v).

Note that Assumptions (B1-B2-B3) (see also (28)) imply that o and Fj are
uniformly bounded from above and below for |v| > M and that

| l|im v(v) =1y and ‘ l‘im Fy(v) = ko.
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We do again the change of variable w = ¢|k||v| v (recall again that 3 # 1
from the assumptions), and we obtain (with e = k/|k|):

d5(p. k) =
-y

0(¢e) /w|>M1ﬁek| <

(w-e)?

7o) + | (k) ZAp(e)p) + (w-0)?

~ 1
~e 3 o i3 _
XM(dM)Niﬁﬁ / (& (e|k|)" T8 |w|—11VT§ dw,
(

e el 7

| 175
55(10):5( v 1)
] =5 (e[ ]) 7

FE(w) = Fy ( —— L)
] =5 (el k) 7

(we dropped the dependence in k in v¢ and Fv(f to keep notation simpler).
The fact that v = 2 now yields

where

and

d5(p, k) =
_ (1_6)_1 ]{7|2/ (w’e)2
(&) (™) 0 Jpwpzar-sepn (7w + o 5 |k|%¢<e>sﬁp)2 +(w-e)?
() F(w) , ( Jul ™ ) o 18
T ((slk\)llﬂ "

Lemma 5.1 below implies

d5(p, k) — r [k|?
e—0

which concludes the proof of Theorem 3.4.

Lemma 5.1. We have:
(1-p5" /
o(e) In(e™) Jjw|>n1-sek| <,7€(w)

(w-e)?

=B B o \2
+ || TF KT p(e)e D)+ (w-e)?

T F(w) ((\w\l—ﬂl ) o (49)

N

as € — 0.
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Proof of Lemma 5.1: First, we show that
1 . 1

= —o lim ————

" ’m0 In(A1)

(1-08)
is well defined: We denote

/ w% Ko g
2 2 N+2
wizx Vo +wi [wNt

w% Ko g

A) = dw
V= o o

and then we have

2
Wy = - /lw:A I O do(u)
-/ yglfw% o)
2
= _/40/\1/0 /U:1 2 :—1/\22}% do(v).
We deduce from L’Hopital’s rule that
1 oY) 1 ' (N) Ko

dw

K =

= )~ 0-8) A WD)~ 0= 9w

(50)

/v:1 v? do(v).

Then, we note that from the assumptions (B1-B2) and the definition of

a slowly varying function, for any w and k, we have

as € — 0.

v (w) =1rp+o(l) ase—0,
FS(w) = ko +o0(1)  as e — 0,
and
1 5 1 5
P \GElh=r ) te=2) \(elkl) =
Thus, the integrand in (48) divided by ¢(g) converges pointwise to
(w-e)? Voko
0
v+ (w-e)? |w|N+2 as €= b
and it is bounded by
(w - e)? 1

(- eP o]
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Then, easy but tedious computations yield, for bounded p and k and for
€ going to 0:

[ (- )?
|w|>M1=Be|k| (;e( )

=B B o \2
w) + w5k 7B p(e)e TFp) 4 (w - e)?

~ 1
vE(w)FE (w w|1-6 w? KQ U
i), (117 s,
|w] (k) ™7 w|> M-8 k| Vo +wi [w]

w? Ko o
<o(1l / ! dw
(1) | >M1-Be k| VG + wi Jw|NF2
o w? Ko Yo
C 1-8 : d
ple)e wl2a—dejy| UG+ wh [w[NF2HBa=H)
< o(1) In(e™!) + C p(e) €2
< o(1) In(e™").
Thus we have
lim # / (w ‘ 6)2
e—0In(e~1) lw|>M1—Be|k| ( ‘Hw’l ﬁ’k‘l ﬁ(p( )gﬂp) +(w.e)2
Fa 7
ve(w )N+§ w) / |w]” 5 dw
[l (elk) =

. 1 / wi Ko Vo d
=lim — w.
e—0 ln(e_l) |w|>M1-Be|k| I/g + w% |w|N+2
Finally, using the fact that for all k£ # 0,

1-3 -1
(1 Pejk]) )
e—0 IH(E_l)

=1,
we deduce (49), which completes the proof of Lemma 5.1. O

6 Appendix

Lemma 6.1. Let us assume that b = b(v,v'") = |v —'|? with 8 € R.

(i) For € (—N,«) there exists C such that

Ct )P <v(v) = K(F)(v) <C W’ VoveRY.
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(11) For f € (—min{o; N}, min{a; N}) there exists M such that

/ F’%dv’gM, Vo eRY.
]RN

(iii) For B € (—min{a; N/2}, ) there exists M such that

/12
/ Eb—dv/SM Vo e RN,

rN UV V2

Proof of Lemma 6.1. Point (i). The case 8 > 0 being very simple, we
only deal with the case § < 0 and large values of |v|. We split v = v + 15
with

vi(v) = / F') o= 1P dv’,  wa(v) = / F') Jo—'|P dv'.
v’ —v|<[v]/2 v —v[=[v] /2
On the one hand

n(v) < F(|U|/2)/ o =P dv’ < Fy o]~ o] Y < C o).
v —v[<|v[/2

On the other hand

ve(v) < (]v]/Q)B/ F'dv' < C |v|°.
v/ —v[=[v]/2

Finally,

va(v) > (3[0]/2)° /

Fla > (3\0\/2)5/ Fla >0 o
o125 —|<8l01/2

|v]<1

for |v| > 2.

Points (ii) and (iii). From Lemma 6.1 we have on the one hand

F/
/ —dv’:/ Fllo=v|P<Cc@wP<Mvt VoeRY,
RN b RN

and on the other hand
F/
/ — v dv' < / WYy N By — 1P < C ()P < MV VYoueRY.
RN V RN
O
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