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FRACTIONAL RADIAL DIFFUSION IN AN INFINITE MEDIUM
WITH A CYLINDRICAL CAVITY
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Abstract. The time-fractional diffusion equation is employed to study the radial
diffusion in an unbounded body containing a cylindrical cavity. The Caputo fractional
derivative is used. The solution is obtained by application of Laplace and Weber inte-
gral transforms. Several examples of problems with Dirichlet and Neumann boundary
conditions are presented. Numerical results are illustrated graphically.

1. Introduction. In recent years considerable interest has been shown in the time-
fractional diffusion equation
0%

a?:aAc, 0<a<2, (1)

which is a mathematical model of a wide range of important physical phenomena (see,
e.g. [1]-[6] and references therein).

Two types of anomalous transport can be distinguished. The slow diffusion is ex-
emplified by the value 0 < a < 1, whereas the fast diffusion is characterized by the
value 1 < a < 2. The limiting cases @ = 0 and o = 2 are known as localized diffu-
sion and ballistic diffusion [7]—[8] and correspond to the Helmholtz and wave equations,
respectively.

At the level of individual particle motions, the classical diffusion corresponds to the
Brownian motion that is characterized by a mean-squared displacement increasing lin-
early with time:

(x?) ~ at. (2)

Anomalous diffusion, which is exemplified by a mean-squared displacement with the
power-law time dependence,

(@) ~at®,  a#l, (3)
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114 Y. Z. POVSTENKO

at the level of individual particle motion, has been modeled in numerous ways. The
continuous time random walk theory (see [4], [9], [I0] and references therein) is more
commonly used and allows one to extend classical Brownian random walks to variable
jump lengths and waiting times between successive jumps. In the jump model, the
particle moves instantaneously to a new site. Longer jumps are less probable. In the
velocity model [11] [12] in the continuous time random walk framework, the particle moves
at a constant velocity to the new site. The power-law tails make it possible to have very
long waiting times, and in the case 0 < a < 1, particles, on average, move slower than
in ordinary diffusion, whereas in the case 1 < a < 2, particles, on average, move faster
than in ordinary diffusion.

The fundamental solution for Equation (1) in one space dimension was obtained by
Mainardi [I3] who also considered the signaling problem and the evolution of the initial
box-signal [I] using the Laplace transform. Wyss [14] obtained the solution of the Cauchy
and signaling problems in terms of H-functions using the Mellin transform. Schneider
and Wyss [15] converted the diffusion-wave equation with appropriate initial conditions
into the integrodifferential equation and found the corresponding Green functions in
terms of Fox functions. Metzler and Klafter [I6] considered the fractional diffusion equa-
tion on a half-line and a segment with reflecting (the Neumann problem) or absorbing
(the Dirichlet problem) boundary conditions. Hilfer [I7] presented a solution of the
fractional diffusion equation based on Riemann-Liouville fractional derivatives in terms
of H-functions using the Fourier, Laplace, and Mellin transforms. Hanyga [I8] studied
Green’s functions and propagator functions in one, two, and three dimensions. Several
axial-symmetric problems for a plane in cylindrical coordinates and central-symmetric
problems for an infinite space in spherical coordinates were solved in [19—[23].

In this paper we consider radial diffusion in an unbounded body containing a cylin-
drical cavity. The Laplace transform with respect to time and the Weber transform with
respect to spatial coordinates are employed to reduce the problem to an ordinary alge-
braic equation. Inversion of the Laplace transform is carried out analytically in terms of
Mittag-LefHler functions; inversion of the Weber transform is performed numerically.

2. Statement of the problem. We study the time-fractional radial diffusion equa-
tion

0% 0%c 10c

o = ° (a— " or

in the domain R < 7 < 00, 0 < t < oo, under zero initial conditions:

), 0<a<2, (4)

t=0: ¢=0, O<a<?2, (5)
oc

t=0: — =0 1 < 2. 6
il <a< (6)

In this paper two types of boundary conditions at the surface r = R are considered:
the Dirichlet boundary condition with the prescribed boundary value of function

r=R: c=ult), (7)
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and the Neumann boundary condition with the prescribed boundary value of normal

derivative 5
c
=R: — =w(t). 8
r=R: o= () (5)
The zero condition at infinity is also assumed:
lim ¢(r,t) = 0. (9)

In Equation (4), the Caputo fractional derivative of the order « is used. Below we
briefly recall the main ideas of fractional calculus [24] 25]. Integrating by parts n — 1
times, the calculation of the n-fold primitive of a function f(¢) can be reduced to the
calculation of a single integral of the convolution type

" _ b t — )" L) dr
0 = gy [ 0= e (10)

where n is a positive integer. The Riemann—Liouville fractional integral is introduced as
a natural generalization of the convolution type form (10):

1 t
I%f(t) = —/ (t — 1) f(r)dr, a >0, (11)
I(a) Jo
where I'(a) is the gamma function.
The Riemann—Liouville fractional derivative is defined as left-inverse to I:
d" 1 K
R t — n—a—1 d -1
s _ | [ [ 6O nmt<asn (12
die d"f (1)
din
and its Laplace transform rule requires knowledge of the initial values of the fractional
integral ™~ f(t) and its derivatives of the order k =1,2,...,n — 1:

E{M

) a:nJ

L }: L)) — Zdtkfn “FOT)S"F n—l<a<n,  (13)

where s is the transform variable.
The Caputo derivative of the fractional order « is defined as

1 ' d"f(r)
- t— n—a—1- J\'/ d -1
aer) F(nfa)/o( T) Ep T, n <a<n,
dee d"f(t)
den
and its Laplace transform rule requires knowledge of the initial values of the function
f(t) and its integer derivatives of order k =1,2,...,n — 1:

« n—1
{ L0 — et} - X 00 ne . )
k=0

(14)

) a:n7

dte

These two types of fractional derivatives are connected by the following relation [24]:

iy #) (o +
dte dta +Z —a+1)f (0%), n—1l<a<mn, t>0, (16)

License or copyright restrictions may apply to redistribution; see https://www.ams.org/license/jour-dist-license.pdf



116 Y. Z. POVSTENKO

and coincide under condition that the function f(¢) along with its first n — 1 derivatives
vanishes at ¢ = 0. If care is taken, the results obtained using the Caputo formulation
can be recast to the Riemann-Liouville version.

To solve problems in an unbounded medium with cylindrical cavity, the Weber integral
transform with respect to spatial coordinate r is of great significance. As the Weber
transform is less known than the usual Hankel transform, we recall its properties in the
Appendix.

3. The Dirichlet boundary condition. Consider the initial-boundary-value prob-
lem (4)—(7) with constant boundary value specification

r=R: c¢=ug=const. (17)

Applying the Laplace integral transform with respect to time ¢ (denoted by the aster-
isk) and the Weber transform with respect to coordinate r (denoted by the overbar) and
taking into account formulae (15) and (A.9), we obtain

2aug 1 1

¢t = , 18
T VTR T V(R o ) "

where s is the Laplace transform variable and ¢ is the Weber transform variable.

Carrying out the inverse integral transforms gives
2ug [ 2 Jo(r§)Yo(RE) — Yo(ré) Jo(RE) d€
C= —— Ea —Q ta — ]. T ]'9
wy e ) T ey e e (Y
where
(oo} Zn
E = —_— 2

o(2) ;F(anJrl)’ a>0,zeC, (20)

is the Mittag-Leffler function [26] providing a generalization of the exponential function.
It is evident that for x > 0,

Ei(—z)=e¢" and E(—x) = cosy/x. (21)
The Mittag-Leffler function E,(—x) has the following asymptotic behavior as © — oo
[24]:
1
Ea(—.’IJ)Nm, r — o0, 0<Oé<2, Ck;é]. (22)

Using the integral (A.14) and introducing the dimensionless parameters n = R, p =
r/R, k = \/at®/?/R, Equation (19) can be rewritten as
142 /°° Eu(—r2?) Jo(pn)Yg(n) - Y%(pn)Jo(n) dn. (23)
Uo T Jo Jg(n) + Y5 (n) n
Let us consider several particular cases. The solution of the classical diffusion equation
is obtained when « = 1 and is well known [27] 2§]:

2 [ Yo(n) — Yt d
142 / exp(—rn?) 2oLP) 3(77) 02(P77)J0(77) dn. (24)
ug 7 Jo Ji(n) + Y (n) n
The limiting case a — 0 corresponds to the solution of the Helmholtz equation:
c .20 1 Jo(pn)Yo(n) — Yo(pn)Jo(n) dn
— =1 + — 2.9 2 2 — (25)
ug T Jo 14K Jg(n) + Y5 (n) n
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FIGURE 1. Dependence of concentration on distance (the Dirichlet
problem with constant boundary condition; k = 1).

while the limiting case o = 2 corresponds to the solution of the wave equation:

2 [ J Y. - Y Ji d
€14 _/ cos() o(pm) g(n) 02(077) o(n) dn (26)
uo 0 Jo(n) + Y5 (n) U
The results of numerical calculations based on Equations (23)—(26) are presented in
Figure 1.
Consider next the instantaneous delta-pulse at the boundary:
r=R: c=Uydy(t). (27)
In this case Sl ) )
¢ = -0 _ (28)
™ V(RO +YF(RE) 5+ ag
" : (o) Yo() ~ Yolon) Jon)
ct 265 [ Jo(pn)Yo(n) — Yo(pn)Jo(n
—==" [ Baal-&7 1 d, 29
R L - (VER 70) 2
where E, 5(z) is the generalized Mittag-Leffler function in two parameters [24] [25]:
oo Zn
E, = _—, >0, 8>0, C. 30
W=D pogy av 000 e (30)
Simple special cases of E, g(z) are
Eii1(—z)=¢"" and Epa(—x)= sin /2 (31)

Voo
The behavior of the generalized Mittag-Leffler function E, o(—z) as  — oo is described
by asymptotic representation:

Eoa(—z) ~ — r—o00, 0<a<2 a#l (32)

I'(—a)x?’
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FIGURE 2. Dependence of concentration on distance (the Dirichlet
problem with Dirac’s delta boundary condition; k = 1).

Two particular cases of solution (29) can be examined: the solution of classical diffu-
sion equation (o = 1):

ct 22 [ 22y Jolpm)Yo(n) = Yolpn)Jo(n)
- = — eXp — K 77 d/r]’ 33
U~ w o T T R em (33)
and the wave equation (o = 2):
ct _ 2 [7 Jo(pn)Yo(n) — Yo(pn)Jo(n) a

sin(xn) (34)

U 7 Jo Jg(n) + Y (n)
Figure 2 shows the variation of concentration with distance according to Equations

(29), (33), and (34). The vertical line at p = 2 represents Dirac’s delta \/11+—K5(p —1—kK)

for k = 1.

4. The Neumann boundary condition. In this section the initial-boundary-value
problem (4)—(6), (8) is treated under specified normal derivative
Oc
ar
The Laplace and Weber transform techniques and taking into account (15) and (A.13)
results in the following equation:

r=R: = —wp = const. (35)

_ 2awg 1 1

c* , 36
T JR(RE) + Y7 (RE) s(s* + ag?) )
or, after inverting the integral transforms,
c _2 / = 2 2 Jo(pm)Y1(n) — Yo(pn)J1(n) dn
= — E. (—k —1 —, 37
Ruo 7y DT TN TG R (37
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FIGURE 3. Dependence of concentration on distance (the Neumann
problem with constant boundary condition; x = 1).

with particular cases corresponding to the standard diffusion equation (o = 1) with
Eq(—r2n?) replaced by exp(—x2n?) (see [27, 28]), to the Helmholtz equation (o — 0)
with E,(—x?n?) replaced by ﬁ, and to the wave equation (a = 2) with cos(kn)
replaced by E,(—k%n?).

Figure 3 illustrates the dependence of concentration on distance for various values of

Q.
In the case of instantaneous delta-pulse specification of normal derivative,
oc
=R: — =-Wyii(t), 38
" = Wb (1 (39)
we get
¢ 2k [ Jo(pn)Y1(n) — Yo(pn)J
ca___2r7 / o n(—r2?) o(pn) 21(77) og(pn) 1(n) . (30)
RW, ™ Jo Ji(n) + Y7 (n)
Particular cases of Equation (39) correspond to the standard diffusion equation (o = 1)
and the wave equation (a = 2) and are obtained replacing E,, o (—+?n?) with exp(—k?n?)
and Smé—“"), respectively.

The results of numerical calculations are displayed in Figure 4.

5. Discussion and conclusions. The results given by Equations (23), (29), (37),
and (39) and displayed in Figures 1-4 are the primary results of this paper. The solutions
of time-fractional diffusion equations satisfy the appropriate boundary conditions at the
surface 7 = R and reduce to the solutions of classical diffusion equations in the limit
a = 1. In the case where 0 < a < 1, the time-fractional diffusion equation interpolates
the Helmholtz equation and the diffusion equation. In this case, when it is possible to
consider the limit o — 0, the obtained solutions reduce to the solutions of the Helmholtz
equation. In the case where 1 < a < 2, the time-fractional diffusion equation interpolates
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FIGURE 4. Dependence of concentration on distance (the Neumann
problem with Dirac’s delta boundary condition; k = 1).

the diffusion equation and the wave equation. In the limit o = 2 the obtained solutions
reduce to the solutions of the wave equation. The solutions of the fractional diffusion
equation in the fast diffusion regime approximate the propagating steps and humps
typical for the standard wave equation in contrast to the shape of curves describing
the slow diffusion regime. In particular, it is evident from the figures how wave fronts
at p =1+ k (the jog in Figure 3, jumps in Figures 1 and 4, and Dirac’s delta in Figure
2) that arise in the case of the wave equation are approximated by the solutions of the
time-fractional diffusion equation with a approaching 2.

The plot of the solution for &« = 2 in Figure 2 needs additional discussion. If we
consider the axisymmetric Cauchy problem for the wave equation in a plane with initial
value ¢(r,0) = 6(r — R), then the nondimensional solution for 0 < x < 1 has the following
form (see Equation (99) in [21]):

c :ﬁé(p—l—i—m)—kﬁé(p—l—@
0, 0<p<l—k,
+q T (k)kzlz:K(k) l-k<p<l+s, (40)
0, 1+r<p<oo,

where K( ) and E(k) are the complete elliptic integrals of the first and second kind,
k= \/R2—(p—1)2/(2yp), k¥ = VI—FZ.

The first term in Equation (40) presents the delta peak traveling in the direction of
origin; the second term corresponds to the delta peak propagating in the direction of
infinity; and the third term describes a “tail” behind the wave fronts. In the case of
the cylinder with radius R (0 < r < R) considered in [23], the signaling problem for
the wave equation with the Dirac delta boundary condition ¢(R,t) = §4(¢) in the case
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0 < k < 1 has the solution containing the delta peak traveling in the direction of origin
and a portion of “tail” behind the wave front:

c= \/% dp—14+k) + (a “tail”). (41)
Similarly, in the case of the infinite medium with a cylindrical cavity (R < r < o0)
considered in the present paper, the corresponding solution to the signaling problem
contains the delta peak traveling in the direction of infinity and also has a portion of a
“tail” behind the wave front:
1

c= N dp—1—k) + (a “tail”). (42)

It should be noted that the coefficients of delta functions in (41) and (42) are twice as
large as those in (40) (the initial delta pulse does not split into two parts).

The “tails” in (41) and (42) cannot be calculated analytically as in (40), but can be
estimated numerically.

Appendix. The Weber integral transform of order v is defined as (|28} 29])

W, {f(r) / K,(r,R,&)f(r)rdr (A1)

having the inverse

W H{F(€) / K, (r,R.€)F(€) € de. (A2)

The significance of the Weber transform for problems in polar coordinates in the
domain R < r < oo is due to the following formula:

d2f 1df 12 0K, (r, R, &

w1 Lo - —ene R AR

dr2  rdr 2

—RK,(R,R,¢) dﬁ(’")

r=R r=R
(A.3)

The specific expression of the kernel K, (r, R, {) depends on the boundary conditions

at r = R. For the Dirichlet boundary condition, the kernel is chosen as
KD o 1) — TATOVLRE) = V() (Re) "
VIR +Y2(RE)
whereas for the Neumann boundary condition,

Ju (r) Y (RS) — Y, (r§) J),(RS)
VIR + [V (RE)]?
where J,(r) and Y, (r) are the Bessel functions of the first and second kind, respectively.

Formulae above considerably simplify in the case v = 0:

Jo(ré)Yo(RE) — Yo(ré) Jo(RE)

KN (r,R,¢) =

, (A5)

(D) () B €y —
A RS v B (40
KP(R,R,€) =0, (A7)
(D)
0Ky ' (r, R, §) _ 2 1 7 (A.8)
or o TRIG(RE) +Y{(RE)
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oy [*f  1df) . 2 1
Wo {dTQJr?“dT}£2f(§)W\/Jg(Rf)JrYOQ(Rg)f(R)’ (A.9)
and
(V) __Jo(rYi(RE) — Yo (ré) J1(RY)
Ky (R, §) = VRO YA RE) (A.10)
(N) _ 2 1
K (R’R7£)_WRS\/Jf(Rg)JrYf(Rg)’ (A.11)
OK™ (r, R, )
OT =0, (A.12)
r=R
o [df 1%}:_2 2 1 df(r)
Wo {dT2+rdr &) "¢ JTIRD T YRR A | (A.13)

The following integral ([30]) is used to convert Equation (19) to Equation (23):
/OO Jy (r§)Y, (RE) — Y, (r) Ju (RY) % __T (E
0

r

J2(RE) + Y2(RE) ¢ B ) , R<r<oo. (A.14)
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